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Self-organized near-field etching of the sidewalls
of glass corrugations
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M. Yoshimoto · W. Nomura · T. Kawazoe · M. Naruse ·
M. Ohtsu

Received: 9 April 2011 / Published online: 15 May 2011
© The Author(s) 2011. This article is published with open access at Springerlink.com

Abstract Using soda-lime glass with a nano-stripe pattern
as a test specimen, we demonstrated self-organized near-
field etching with a continuum-wave laser (λ = 532 nm)
light source. Atomic force microscopy confirmed that near-
field etching decreases the flank roughness of the corruga-
tions as well as the roughness of the flat surface.

1 Introduction

Reduction of surface roughness (Ra) to less than 1 Å is
necessary to minimize light-scattering loss in various ap-
plications, such as high-quality, extreme-UV optical com-
ponents, high-power lasers, and ultra-short pulse lasers [1].
Although chemical-mechanical polishing (CMP) has been
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used for flattening the surfaces [2], its capacity for reduc-
ing the surface roughness Ra is limited to about 2 Å, where
the value of Ra is an arithmetical average of the absolute
values of the surface height deviations, measured from the
best-square fitted plane. This limitation on the reduction of
Ra originates with the polishing pad roughness values be-
ing as large as 10 µm, and polishing particle diameters as
large as 100 nm in the slurry. To overcome this limitation,
we have developed a non-contact, self-organized method of
near-field etching, utilizing a phonon-assisted photochemi-
cal reaction [3–7], which has been successfully applied to re-
duce the value of Ra to as little as 1.36 Å [3]. To selectively
etch away protrusions on a silica surface, a continuum-wave
(CW) laser (λ = 532 nm) is used to dissociate the Cl2 gas.
Since this photon energy is lower than the absorption band
edge energy of Cl2 (λ = 400 nm) [8], the conventional Cl2
adiabatic photochemical reaction is avoided. However, on a
nanometer scale rough surface, an optical near-field is also
generated. This optical near-field then excites the multiple-
mode phonon state. As a result, a quasi-particle, known as
a localized exciton-phonon polariton (EPP) [6], is created
by the coupling between the optical near-field and multi-
ple phonons. Since this quasi-particle has higher photon
energy than that of the incident light photon, it is able to
excite a higher molecular vibrational state [5, 6]. Hence,
Cl2 is selectively photo-dissociated to generate radical Cl*
atoms (Fig. 1(a)), which etch away the surface roughness.
The etching begins automatically when the surface is illumi-
nated by the light, and it proceeds in a self-organized man-
ner. It also ceases automatically when the surface becomes
flat enough to stop generating EPP (Fig. 1(b)).

In addition to possessing this unique organizing property,
near-field etching is a non-contact method (thus eliminating
the need for polishing pads), with anticipated applications to
various three-dimensional surfaces, including concave and
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Fig. 1 Schematic diagram of
near-field etching of (a and b)
flat and (c and d) nano-striped
substrates

convex lenses, diffraction gratings, and the inner wall sur-
faces of a cylinder. To confirm this applicability, we utilized
the procedure to smooth a substrate with nano-striped cor-
rugation pattern (Figs. 1(c) and (d)).

2 Experiment

The nano-stripe pattern was fabricated on of a soda-lime
glass specimen, using a thermal nanoimprint technique with
NiO molds [9]. The NiO mold patterns were transferred
to the soda-lime glass at 600°C for 5 minutes under 10
MPa of pressure. Figure 2(a) shows a typical atomic force
microscopy (AFM) image of the soda-lime glass with the
nano-stripe corrugation pattern. The average height and pe-
riod of the stripes were 13.5 nm and 175 nm, respec-
tively.

Near-field etching was carried out by illuminating the
substrate with a CW laser (λ = 532 nm) having a spatially
uniform power density of 0.28 W/cm2. The Cl2 pressure
in the chamber was maintained at 100 Pa at room tem-
perature with a constant Cl2 flow rate of 100 sccm (the
same conditions used for smoothing a planner substrate of
synthetic silica [3]). The surface morphology was evalu-
ated via AFM after near-field etching. The scanning area of
the AFM was 1.0 µm × 1.0 µm, and the scanned area was

256 (x-axis) × 256 (y-axis) pixels, with a spatial resolution
of 4 nm for each axis.

3 Results and discussion

Figure 2(b) shows a typical AFM image after 30 minutes of
near-field etching. When this image is compared to Fig. 2(a)
(before near-field etching), significant decreases in flank
roughness can be seen. To evaluate the flank roughness re-
duction, we digitized the AFM images in order to analyze
them numerically. Figures 3(a) and (b) show the respec-
tive digitized AFM images of Figs. 2(a) and (b); the white
and black areas correspond to land and groove areas, re-
spectively. The images were rotated to align them with the
y-axis along the corrugations of the nano-stripe pattern. We
also evaluated the land widths of white areas in the digitized
AFM images. Figures 3(c) and (d) show the respective land
width w distributions before and after near-field etching,
which were least-square fitted by the black solid Gaussian
curves. By comparing these fitted curves, we found that af-
ter near-field etching, the central value of the land width wc

at the peak of the Gaussian curve decreased from 94.9 nm
to 89.8 nm, and the standard deviation σ decreased from
20.7 nm to 17.6 nm. These simultaneous decreases in wc

and σ indicate that near-field etching effectively reduced



Self-organized near-field etching of the sidewalls of glass corrugations 529

Fig. 2 Typical AFM images of
the soda-lime glass (a) before
and (b) after near-field etching
(etching time 30 min)

Fig. 3 Digitized AFM images
(a) before and (b) after
near-field etching. Land width
distributions (c) before and
(d) after near-field etching

the flank roughness of the nano-stripe pattern. In addition
to decreased flank roughness, a comparison of Figs. 3(c)
and (d) confirms that land with width exceeding 125 nm
disappeared, indicating that deburring is also realized by
near-field etching. Furthermore, as Fig. 3(d) shows, the inci-
dence of land with 90-nm width greatly exceeded the value
of the fitted curve (the black solid curve), which also sug-

gests that the deburring occurred (in other words, larger land
was etched, and its width thereby decreased). Since the op-
tical near-field was selectively generated at the protrusions,
selective etching of larger land was accomplished by near-
field etching.

The roughness of the upper (land area) and lower (groove
area) surfaces was also evaluated. We analyzed the surface
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Fig. 4 (a) Schematic diagram of lines along land (solid lines) and
grooves (dashed lines). (b) Ra values before near-field etching along
land (open circles and dashed line) and grooves (open squares and
dashed line). Ra values after near-field etching along land (solid circles
and solid line) and grooves (solid squares and solid line). The number

of positions corresponds to the number of the lines shown in (a). Aver-
age Ra : before etching of land—red dot-and-dashed line (Av_(Before
Land)); after etching of land—red solid line (Av_(After Land)); before
etching of grooves—blue dot-and-dashed line (Av_(Before Groove));
after etching of grooves—blue solid line (Av_(After Groove))

roughness Ra along land and grooves (Fig. 4(a)). Figure 4(b)
summarizes the Ra values before and after near-field etch-
ing. We found a significant reduction in Ra along each line;
the average Ra for land decreased from 0.68 nm before etch-
ing (red dot-and-dashed line) to 0.36 nm after etching (red
solid line), while the average Ra for grooves decreased from
0.76 nm before etching (blue dot-and-dashed line) to 0.26
nm after etching (blue solid line). Additionally, from the av-
eraged values of Ra , the etching rates for land and grooves
were estimated to be 0.64 [nm/hour] and 1.0 [nm/hour],
respectively, which were much larger than those of syn-
thetic silica (0.14 [nm/hour]) [3]. Since soda-lime glass has
a longer absorption band edge wavelength (350 nm) [10]
than synthetic silica (160 nm) [11], this higher etching rate
originated of near-field generation caused by the higher ab-
sorption coefficient of soda-lime glass.

4 Conclusion

We performed optical near-field etching of three-dimensional
nano-stripe structures fabricated on soda-lime glass, with
average height and period of 13.5 nm and 175 nm, respec-
tively. Thirty minutes of near-field etching reduced the flank
roughness and surface roughness on both land and grooves.
Since this technique is a non-contact method (i.e., without
a polishing pad), it can be applied not only to the outer sur-
faces of three-dimensional substrates, but also to the inner
wall surfaces of cylinders. Furthermore, the procedure is
suitable for mass production.
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Abstract By growing two layers of InAs quantum dots on
a substrate and processing the substrate to form mesa struc-
tures, we successfully fabricated for the first time nanopho-
tonic devices that operate at room temperature. We fabri-
cated two types of two-dimensional mesa arrays. The mesa
dimensions of the individual arrays were 300 nm × 300 nm
× 85 nm and 200 nm × 200 nm × 85 nm, and the areal den-
sity was 1 × 108 cm−2. By adjusting the characteristics of
energy transfer via dressed photons between two InAs quan-
tum dots in the upper and lower layers of the mesa struc-
tures, we implemented devices that operate as AND gates
and NOT gates. We fabricated 133 devices (with mesa di-
mensions of 300 nm on each side), of which 53 devices op-
erated as AND gates and 50 devices operated as NOT gates.
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1 Introduction

New nanoscale photonic devices [1–6] and nanoscale fab-
rication methods [7–10] based on near-field optical in-
teractions through exchange of dressed photons between
nanoscale matter have been realized. Dressed photons are
virtual quasi-particles representing quantum states in which
light is combined with an elementary excitation of mat-
ter [1]. A nanoscale optical device that uses dressed pho-
tons as signal carriers, i.e., a nanophotonic device, has the
following features: (i) The device dimensions are consid-
erably smaller than the wavelength of light. (ii) Since it is
possible to utilize electric dipole-forbidden transitions, the
loss due to recombination of the elementary excitation is re-
duced [11]. (iii) Energy consumption is drastically reduced
compared with conventional devices [6].

Various types of nanophotonic devices have been pro-
posed, and their operations have been verified, such as AND
gates [2, 3], NOT gates [4], XOR gates [12], and opti-
cal nanofountains [13] implemented by using quantum dots
(QDs) of CuCl, ZnO, or InGaAs. However, these devices
were only able to operate at low temperatures below the tem-
perature of liquid nitrogen.

In this research, in order to overcome this shortcoming,
we processed two layers of InAs QDs having a low areal
density into mesa structures to fabricate AND gates and
NOT gates. As a result, of 133 devices (with mesa dimen-
sions of 300 nm on each side) we fabricated, 53 AND gates
and 50 NOT gates successfully operated at room tempera-
ture.

2 Structure and principles of the devices

Figure 1(a) shows the cross-sectional structure of a nanopho-
tonic device formed of two InAs QDs (QD1, QD2) aligned
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Fig. 1 The structure of a
nanophotonic device.
(a) A nanophotonic device
formed of two quantum dots
QD1 and QD2 having different
sizes. (b) AND gate. (c) NOT
gate

Fig. 2 Energy diagram of QD1
and QD2 that operate as an
AND gate by resonance
between E(QD1:E1,e–E1,h)

and E(QD2:E0,e–E0,h). E.T.
denotes energy transfer via
dressed photons. Red circles
represent electrons, and black
circles represent holes. (a) Low
state (Pout = 0; Pin1 �= 0,
Pin2 = 0), (b) low state
(Pout = 0; Pin1 = 0, Pin2 �= 0),
and (c) high state (Pout �= 0;
Pin1 �= 0, Pin2 �= 0)

vertically and having different sizes. These QDs are located
in barrier layers in a mesa structure. The barrier layers are
thick enough that the wave functions representing the elec-
tronic states of the two QDs do not overlap but are thin
enough that dressed photons can be exchanged [1]. Fig-
ures 2(a) and 3(a) show the quantized energy levels En,e

and En,h (n = 0,1) of electrons and holes in the two QDs.
An electronic transition between En,e and En,h will be re-
ferred to as an En,e–En,h transition. The energies that are ab-
sorbed or released with the En,e–En,h transition of QD1 and
QD2 (transition energies) will be denoted as E(QD1:En,e–
En,h) and E(QD2:En,e–En,h), respectively. Electric dipole-
allowed transitions in QD1 and QD2 are the E0,e–E0,h

transition and the E1,e–E1,h transition [14–16]. An AND
gate operation is achieved by controlling the energy levels
(En,e,En,h) such that the transition energies E(QD1:E1,e–
E1,h) and E(QD2:E0,e–E0,h) of the two QDs are resonant
with each other. On the other hand, in the case where the
transition energies E(QD1:E1,e–E1,h) and E(QD2:E0,e–
E0,h) are slightly off-resonant, if the difference between
these energies is not so large, the energy linewidths increase

by the many-body effect [4], causing these energies to be-
come resonant with each other. Thus, a NOT gate operation
is achieved in this case. In short, it is possible to implement
two types of nanophotonic devices that operate in different
ways by controlling the energy levels (En,e, En,h).

1. Resonant case: The device operates as an AND gate [2, 4]
(Figs. 1(b) and 2). Two input light signals (whose powers
are denoted by Pin1 and Pin2) generate electron–hole pairs
(e–h pairs) in the barrier layer and QD1 serving as input ter-
minals, respectively. The e–h pairs generated in the barrier
layer undergo intraband relaxation and then reach the E0,h–
E0,e level of QD1 or QD2. QD2 serves as an output terminal.
The wavy arrows E.T. in the figures represent energy transfer
from QD2 to QD1 via dressed photons. At QD2 serving as
an output terminal, electrons and holes recombine through
the E0,e–E0,h transition in QD2 to generate an output light
signal (whose power is denoted by Pout).

(i) Pin1 �= 0, Pin2 = 0 (Fig. 2(b)): The electrons and holes
generated in the barrier layer undergo intraband relaxation
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while moving to QD1 or QD2. Then, the electrons and holes
relax to the levels E0,e and E0,h of QD2, respectively. The
E0,e–E0,h transition energy E(QD2:E0,e–E0,h) of the e–h
pairs is transferred to QD1 by resonance via dressed photons
(E.T. in Fig. 2(b)). Furthermore, the electrons and holes of
the e–h pairs undergo inter-sublevel relaxation to the levels
E0,e and E0,h of QD1, respectively, and the e–h pairs vanish
by recombination of the electrons and holes, whereby the
energy input to the device as Pin1 is dissipated from QD1.
Thus, no output signal is generated (Pout = 0: low state).

(ii) Pin1 = 0,Pin2 �= 0 (Fig. 2(c)): The e–h pairs generated
in QD1 vanish by the E0,e–E0,h transition, so that no output
signal is generated (Pout = 0: low state).

(iii) Pin1 �= 0, Pin2 �= 0 (Fig. 2(d)): The e–h pairs generated
in the barrier layer move to QD1 or QD2 and undergo inter-
sublevel relaxation. Of the e–h pairs, the transition energy
E(QD2:E0,e–E0,h) of the e–h pairs in QD2 is prohibited
from transferring to QD1. This is because the energy lev-
els of electrons and holes in QD1 are already occupied by
electrons and holes generated by Pin1. The transition energy
E(QD2:E0,e–E0,h) of QD2, which is prohibited from trans-
ferring, is released by recombination of electrons and holes
through the E0,e–E0,h transition. As a result, an output sig-
nal is generated (Pout �= 0: high state).

2. Slightly off-resonant case: The device operates as a NOT
gate [4] (Figs. 1(c) and 3). Light, as the energy source, en-
ters the NOT gate. This light energy is supplied to the barrier
layer (same as Pin1 in case 1, denoted by Pes here). QD1
serves as an input terminal. An input signal (same as Pin2

in case 1, denoted by Pin here) generates e–h pairs through
the E0,e–E0,h transition in QD1. QD2 serves as an output
terminal, where electrons and holes recombine through the
E0,e–E0,h transition in QD2 to generate an output light sig-
nal (Pout).

(i) Pin = 0 (Fig. 3(b)): The electrons and holes generated
in the barrier layer by the light (Pes) serving as an energy
source move to QD1 and QD2 while undergoing intraband
relaxation. The electrons and holes moved to QD1 undergo
inter-sublevel relaxation to the levels E0,e and E0,h in QD1,
respectively, and then the e–h pairs vanish through the E0,e–
E0,h transition. Since E(QD2:E0,e–E0,h) is not resonant
with E(QD1:E1,e–E1,h), the e–h pairs moved to QD2 are
prohibited from moving to QD1 and vanish by recombina-
tion of the electrons and holes. Thus, an output signal is gen-
erated (Pout �= 0: high state).

(ii) Pin �= 0 (Fig. 3(c)): Since the linewidths of energy levels
of QD1 increase by the many-body effect [4], E(QD1:E1,e–
E1,h) and E(QD2:E0,e–E0,h) come to be resonant with each
other. At this time, the e–h pairs generated in the barrier
layer by the light serving as an energy source move to QD2

Fig. 3 Energy diagram of QD1 and QD2 in the case where
E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) are slightly off-resonant,
and QD1 and QD2 operate as a NOT gate. (a) High state (Pout �= 0;
Pin = 0) and (b) low state (Pout = 0; Pin �= 0)

while undergoing intraband relaxation. The transition en-
ergy E(QD2:E0,e–E0,h) of the e–h pairs can transfer to QD1
by resonance (E.T. in Fig. 3(c)). As a result, the e–h pairs in
QD2 vanish, so that no output signal is generated (Pout = 0:
low state).

3 Fabrication and evaluation

We used a GaAs wafer as a substrate and grew InAs QDs on
the substrate by molecular beam epitaxy (MBE). Figure 4(a)
shows the cross-sectional structures of a buffer layer, barrier
layers, wetting layers, and QDs grown on the GaAs sub-
strate. The requirements for realizing room-temperature op-
eration and a method we discovered for satisfying the re-
quirements are as follows: (i) Ability to precisely control
the distances between QDs (the distance between two QDs
constituting a device should be less than or equal to the di-
ameter of a QD, and distances with respect to the other QDs
should be greater than the diameter of a QD): By utilizing
the phenomenon in which QDs align vertically as a result of
growth in the Stranski–Krastanov mode [17], only QDs in
the upper layer and the lower layer were placed in proxim-
ity to each other. We adjusted the distance between the QDs
by controlling the thickness of the barrier layers. Further-
more, we made the areal density of QDs in each layer low by
controlling the growth rate. (ii) Satisfying the resonant and
slightly off-resonant device operating conditions, described
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Fig. 4 Mesa structure
fabricated by using two layers
of InAs QDs. (a) The structure
of two layers of InAs QDs used
for mesa processing.
(b) A cross-section of the mesa
structure. (c) Image of the entire
two-dimensional array of mesa
structures, taken with an optical
microscope. (d) Cross-sectional
image of a mesa, taken with a
scanning transmission electron
microscope (S-TEM)

in 1 and 2 above, by controlling the quantized energy levels
of QD1 and QD2: We controlled the growth rate and de-
position thickness of QDs. (iii) Sufficiently high quantum
efficiency of photoluminescence at room temperature: We
controlled the heating rate under As-source irradiation and
the growth temperature of the barrier layers.

The fabrication process satisfying the above require-
ments (i) to (iii) is as follows. First, we grew a GaAs buffer
layer having a thickness of 150 nm on the substrate. Then,
we grew 1.8 monolayers of QD2 on the buffer layer (growth
temperature, 510◦C). Then, we grew a GaAs layer (bar-
rier layer) having a thickness of 24 nm (growth tempera-
ture, 475◦C) and then grew 1.8 monolayers of QD1 (growth
temperature, 510◦C). Finally, we grew a GaAs layer (bar-
rier layer) having a thickness of 24 nm (growth temperature,
440◦C).

Figure 4(b) shows the cross-sectional structure of the
two-dimensional mesa array we fabricated. After fabricating
a Ti mask on the quantum dots fabricated as described above
by the lift-off method using electron-beam lithography, we
formed two-dimensional arrays of two types of mesa de-
vices by Ar-ion milling. The dimensions of the bottom of
each mesa structure were 300 nm × 300 nm (Fig. 4(b)) and
200 nm × 200 nm, and the height was 85 nm. The average
number of pairs of QD1 and QD2 in each mesa structure, es-
timated on the basis of the areal density of QDs mentioned
earlier, was 4.0 for the 300 nm-size mesa structures and 1.5
for the 200 nm-size mesa structures. We arrayed 20 × 20
mesa devices two-dimensionally at intervals of 1 µm (areal
density of 1×108 cm−2). Figure 4(c) shows an image of the
two-dimensional array, taken with an optical microscope.

Figure 4(d) shows a cross-sectional image of the device,
taken with a scanning transmission electron microscope
(S-TEM). It will be understood that QD1 is located directly
above QD2 and that the distance between QD1 and QD2
is controlled by the thickness of the barrier layer. As will
be understood from the image, QD1 and QD2 are aligned
vertically, separated by a barrier layer having a thickness of
24 nm. The average dimensions of QD1 were 42 nm in di-
ameter and 11 nm in height. The average dimensions of QD2
were 38 nm in diameter and 10 nm in height. The areal den-
sity of QDs was 1.0×1010 cm−2. Since the average in-plane
interval was 100 nm, requirement (i) was satisfied. Further-
more, as is shown in the image, an Au nanoparticle having
a diameter of 50 nm and a height of 30 nm was provided
on top of the mesa structure. The Au nanoparticle on the
mesa structure was also fabricated by Ar-ion milling using
a Ti mask. The Au nanoparticle has the role of improving
the efficiency of outputting propagating light as an output
signal of the device. That is, since GaAs constituting the
barrier layer has a large refractive index, light signals emit-
ted by the device are scattered backward in the direction of
the substrate [18]. At this time, the Au nanoparticle serves
to discharge a greater portion of the scattered light to the
outside of the device.

The white squares in Fig. 5 represent measured values
of the spectrum of light emitted by the fabricated QD1
and QD2 at room temperature (300 K). The solid curve is
composed of multiple Gaussian curves, representing the re-
sult of fitting the measured values. As an excitation light
source, we used second harmonic generation (SHG) light of
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Fig. 5 Spectra of light emitted by the two layers of InAs QDs used
for device fabrication. The curve A represents the spectrum of light
emitted by recombination of electrons and holes through the transi-
tion E0,e–E0,h in QD1. The curve B represents the spectrum in which
the spectra of light emitted by recombination of electrons and holes
through the transition E1,e–E1,h in QD1 and the transition E0,e–E0,h
in QD2 overlap each other. The curve C represents the spectrum of
light emitted from wetting layers

an Nd:YAG laser that emits light having a wavelength of
532 nm and an excitation intensity of 20 W/cm2. We fitted
the spectral component of light emitted by recombination
of electrons and holes through the E0,e–E0,h transition of
QD1 with a Gaussian curve A. The peak energy of the spec-
trum (E(QD1:E0,e–E0,h)) was 0.974 eV, and the inhomoge-
neous linewidth of the spectrum was 28 meV. Furthermore,
the spectra of light emitted by recombination of electrons
and holes through the E1,e–E1,h transition of QD1 and the
E0,e–E0,h transition of QD2 overlapped each other, and we
fitted the spectra with a Gaussian curve B . The peak energy
of the spectra (E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h))

was 1.027 eV, and the inhomogeneous linewidth of the spec-
tra was 31 meV. Furthermore, the curve C represents a broad
spectrum of light emitted from the wetting layers. The in-
homogeneous linewidth of the spectrum was 119 meV. The
sources of these spectra were estimated from the spectra of
light emitted from samples in which only QD2 were fabri-
cated and samples in which only QD1 were fabricated and
the results of measurement of dependency of these sam-
ples on the excitation intensity. The average value of the
full width at half maximum (FWHM) of the spectrum of
light emitted from a single QD at room temperature, mea-
sured by the microscopic photoluminescence method (µ-PL
method), was 16 meV. The photoluminescence linewidth ob-
tained from this spectrum substantially coincided with re-
sults obtained through other measurements of emitted light
[19] and hole burning spectroscopy [20] and can be regarded
as the homogeneous linewidth.

Based on the homogeneous linewidth and inhomoge-
neous linewidth, it is possible to obtain the probability

of existence of QD pairs in which E(QD1:E1,e–E1,h)

and E(QD2:E0,e–E0,h) are resonant with each other. We
assumed that E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h)

were resonant with each other when the overlapping area
of the homogeneous spectral broadenings of these transition
energies was greater than half the area of the homogeneous
spectral broadening of each one individually. Since the ho-
mogeneously broadened spectral shapes of light emitted
from E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) of a sin-
gle QD are represented by Lorentzian curves, E(QD1:E1,e–
E1,h) and E(QD2:E0,e–E0,h) are considered as resonant
if the distance between the positions of the spectral peaks
of these energies is less than the FWHM (16 meV). On
the other hand, since the Gaussian linewidth of the inho-
mogeneously broadened photoluminescence generated with
E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) as described
above is 31 meV, the probability of existence of a QD pair in
which E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) are reso-
nant with each other is expressed by

P(δxc, xh) =
∫ ∞

0

∫ xc+δxc

xc

exp

{
− (x + xc)

2

x2
h

}
dx dxc

/

∫ ∞

0

∫ ∞

xc

exp

{
− (x + xc)

2

x2
h

}
dx dxc. (1)

In this equation, the integration variables x and xc represent
photon energies, δxc represents the homogeneous linewidth,
and xh represents the inhomogeneous linewidth. Assigning
the above values, i.e., δxc = 16 meV and xh = 31 meV,
the value of (1) is P1 ≡ P(16 meV, 31 meV) = 39%. Fur-
thermore, we observed the dependency of the spectrum of
light emitted by a single QD on the excitation intensity and
confirmed that the homogeneous linewidth increased by 2.2
times or more by the many-body effect. Thus, if e–h pairs
exist in a QD, the homogeneous linewidth would increase to
at least 16 meV × 2.2 = 35 meV. At this time, by assign-
ing δxc = 16 meV and xh = 31 meV in (1), it is found that
the probability of existence of a resonant QD pair increases
to P2 ≡ P(35 meV, 31 meV) = 74%. This indicates that
QD pairs corresponding to the 35% difference from P1 ex-
perienced a change from the off-resonant to resonant condi-
tion by excitation of E(QD1:E1,e–E1,h) and E(QD2:E0,e–
E0,h). That is, this indicates that 35% of the QD pairs are
slightly off-resonant and thus can operate as NOT gates.
From the above discussion, it will be understood that re-
quirement (ii) is satisfied by using the fabricated InAs QDs
and that at least 74% of the QD pairs operate as AND gates
or NOT gates.

When growing the barrier layer after growing quantum
dots by MBE, we raised the temperature of the growth sub-
strate to the growth temperature of the barrier layer under As
irradiation. We suppressed diffusion of In by controlling the
heating rate and the growth temperature of the barrier layer.
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As a result, formation of nonradiative recombination cen-
ters due to diffusion of In was suppressed, and the intensity
of light emitted from QDs at room temperature increased
about tenfold compared with the case without this control.
Thus, requirement (iii) was satisfied.

4 Device operation

We verified the device operation at room temperature
(300 K) by the µ-PL method. Since the photon energy
needed to generate e–h pairs in the GaAs barrier layer is
1.44 eV, we used a cw semiconductor laser with a photon
energy of 1.91 eV as a light source for Pin1 of the AND
gates and Pes of the NOT gates. The power of input light
was 80 µW. Furthermore, we used an optical parametric os-
cillator (photon energy of 0.965 eV, pulse width of 100 fs,
repetition frequency of 80 MHz, and input power of 40 µW)
pumped by a Ti:sapphire laser and tuned to E(QD1:E0,h–
E0,e) of QD1 as a light source for Pin2 of the AND gates and
Pin of the NOT gates. The numerical aperture of the objec-
tive lens used for the µ-PL method was 0.6, and the spatial
resolution was 500 nm.

Light (Pin1, Pes) from the cw semiconductor laser was
made to enter the two-dimensional mesa array, and we
measured the spatial distribution of the value of the ratio
R(=Pout/P

′
out) of the output signal power Pout in the case

where the input signal (Pin2, Pin) was applied and the out-
put signal power P ′

out in the case where the input signal was
not applied. According to [21], the contrast ratio C of a
logic gate is defined as C(dB) = 10 log(Pout,h/Pout,l) using
Pout in a high state (Pout,h) and Pout in a low state (Pout,l).
Thus, R described above is R = 10C/10 for AND gates and
R = 10−C/10 for NOT gates. Figures 6(a) and (b) show the
results of measurement of mesa structures having dimen-
sions of 300 nm and 200 nm on each side, respectively. Here,
Pout represents a value obtained by integrating the range of
photon energy of 1.0533 to 1.0120 eV in the spectrum of the
output signal. Spots of yellow to red represent the values of
R for AND gates. On the other hand, darker spots of blue to
black represent the values of R for NOT gates. Mesa struc-
tures having particularly distinct values of R are surrounded
by white rings.

Since the values of R fluctuated by as much as 2.2% due
to the background noise caused by deep level emission from
the GaAs substrate, devices whose average value of C of
mesa structures was greater than 10 log(1.025) = 0.11 dB
were defined as AND gates and NOT gates. At this time,
in the case of the 300 nm × 300 nm mesa structures, of
133 mesa structures observed, 53 mesa structures operated
as AND gates, 50 mesa structures operated as NOT gates,
and there were 30 others. In the case of the 200 nm ×
200 nm mesa structures, of 126 mesa structures observed,

36 mesa structures operated as AND gates, 36 mesa struc-
tures operated as NOT gates, and there were 54 others.

We verified experimentally that the enhancement factor
of Pout by the 40 nm Au nanoparticle was 3. Furthermore,
we excited all the mesa structures in the two-dimensional
array with second harmonic generation (SHG) of the mode-
locked Ti:sapphire laser and measured the relaxation life-
time of light emission with an avalanche photodiode. As a
result, we confirmed that a fast relaxation component hav-
ing a time constant of 50 ps appeared due to the 40 nm Au
nanoparticle. This result suggests that the maximum opera-
tion frequency of the device with the Au nanoparticle dis-
posed on the mesa structures is 1/50 ps (=20 GHz). This
point will be published in detail on some other occasion.

5 Discussion

First, C of the device will be discussed. As will be under-
stood from Figs. 6(a) and (b), the maximum value in the
spatial distribution of C in the two-dimensional array was
10 log(1.15) = 0.61 dB for AND gates and 10 log(0.85) =
0.71 dB for NOT gates. However, these values are underes-
timated for two reasons: (i) The value obtained by integrat-
ing over the range of photon energy of 1.0533–1.0120 eV
is used; (ii) Light in the form of short pulses having a low
duty ratio and a low repetition frequency (100 fs, 80 MHz)
is used as the input signals (Pin2, Pin).

Fig. 6 Spatial distribution of the values of ratio R regarding the
two-dimensional mesa array. (a) Mesa dimensions 300 nm × 300 nm
and (b) mesa dimensions 200 nm × 200 nm
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Now, reason (i) will be discussed in the context of the
AND gate with ring number 1 and the NOT gate with
ring number 2 in Fig. 6(a). Figure 7(a) shows the spectra
of output light signals of the AND gate at the center of
ring number 1 in a high state and a low state by a solid
curve and a dashed curve, respectively. C becomes great-
est at the position of the arrow in the figure, with a value
of 10 log(2.0) = 3.0 dB. Furthermore, Fig. 7(b) shows the
spectra of output light signals of the NOT gate with ring
number 2 in Fig. 6(a) in a high state and a low state by
a solid curve and a dashed curve, respectively. C becomes
greatest at the position of the arrow in the figure, again with
a value of 10 log(2.0) = 3.0 dB. Thus, by choosing the pho-
ton energy of Pout of each device so that C becomes great-
est, C of AND gates and C of NOT gates increase by 2.4
(=3.0 − 0.61) dB and 2.3 (=3.0 − 0.71) dB, respectively.

Next, reason (ii) will be discussed. In the case where
light having a high duty ratio is used as the input signals
(Pin2, Pin), the values of C become greater. In the experi-
ment described above, pulse signals are generated both in
a high state and a low state. Since Pout occurs by recom-
bination of electrons and holes in QD2, the time duration of
the pulsed light signals is substantially equal to the recombi-
nation lifetime (measured value is 0.38 ns) of the electrons
and holes in the device. Furthermore, the pulse repetition
time is 12.5 ns (=1/80 MHz). That is, since the duty ratio
is 0.38 ns/12.5 ns = 0.03, by using a light source with a
pulse repetition time of 0.38 ns in the experiment and ne-
glecting the effects of saturation, C of AND gates and NOT
gates becomes 15 (=10 log(1/0.03)) dB greater compared
with (i) above. From the discussion of reasons (i) and (ii),
C of AND gates and NOT gates obtained as results of the
experiment were both 18 (=3 + 15) dB.

Next, the relationship between the transition energy be-
tween quantized energy levels of QDs constituting the de-
vice and the reproducibility of the device operation will be
discussed. For this purpose, we fitted the spectrum of light
emitted from QDs in each mesa structure with a Lorentzian

curve and obtained the median of the transition energies
of the individual QDs. Figures 8(a) to (c) show the results
for AND gates, NOT gates, and other mesa structures, re-
spectively. In Fig. 8(a), the red curve is a fitting curve for
the spectrum of light emitted by recombination of elec-
trons and holes through the E0,e–E0,h transition in QD1.
The blue curve is a fitting curve for the spectrum of light
emitted by recombination of electrons and holes through the
E1,e–E1,h transition in QD1 and the E0,e–E0,h transition in
QD2 (corresponding to Pout). Furthermore, in Fig. 8(b), the
red, green, and blue curves are fitting curves for the spec-
tra of light emitted by recombination of electrons and holes
through the E0,e–E0,h transition in QD1, the E1,e–E1,h tran-
sition in QD1, and the E0,e–E0,h transition in QD2 (corre-
sponding to Pout). The FWHM of the green curve is wider
than that of the red curve. This is because the E1,e–E1,h tran-
sition is fourfold degenerate, causing quick phase relaxation
between degenerate levels, and because inter-sublevel relax-
ation of electrons and holes to the E0,e and the E0,h lev-
els occurs quickly, whereby the FWHM of the spectrum of
emitted light increases [14–16]. Figure 8(c) shows the spec-
trum of light emitted from the other mesa structures. We
fitted the spectrum with multiple Lorentzian curves having
different center positions.

Figure 9 shows the results of plotting the photon ener-
gies at the center positions of the Lorentzian curves ob-
tained by the fitting described above as a function of R.
The white triangles, white circles, and black squares in the
figure correspond to AND gates (R = 10C/10), NOT gates
(R = 10−C/10), and the other mesa structures, respectively.
The white triangles and circles distributed in the vicinity of
the red curve A represent the photon energies of light emis-
sion by recombination of electrons and holes through the
E1,e–E1,h transition in QD1. On the other hand, white trian-
gles and circles distributed in the vicinity of the red curve B

represent the photon energies of light emission by recombi-
nation of electrons and holes through the E1,e–E1,h transi-
tion in QD1 and the E0,e–E0,h transition in QD2.

Fig. 7 Spectra of output
signals. (a) Spectra of Pout of
the AND gate with ring number
1 (dashed curve for low state
(Pout = 0; Pin1 �= 0, Pin2 = 0),
solid curve for high state
(Pout �= 0; Pin1 �= 0, Pin2 �= 0)).
(b) Spectra of Pout of the NOT
gate with ring number 2 (dashed
curve for low state (Pout = 0;
Pin �= 0), solid curve for high
state (Pout �= 0; Pin = 0))
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Fig. 8 Spectra of light emitted by different mesa structures. The solid curves represent the results of fitting with Lorentzian curves. (a) Mesa
structures that operate as AND gates. (b) Mesa structures that operate as NOT gates. (c) Other mesa structures

Fig. 9 Result of plotting the photon energies at the center positions of
the Lorentzian curves obtained by the fitting shown in Fig. 8 as a func-
tion of R of individual mesa structures, together with the values of C.
The white triangles, white circles, and black squares represent results
obtained from the spectra of light emitted by AND gates, NOT gates,
and the other mesa structures, respectively. The curve A represents the
photon energy of E(QD1:E0,e–E0,h), and the curve B represents the
photon energy in which E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h)

overlap

As indicated by the black squares, mesa structures other
than AND gates and NOT gates have a large number of
peaks in the emitted light spectra, with the center positions
of the Lorentzian curves considerably deviated from the red
curves A and B . That is, the transition energies of two QDs
in these mesa structures are not resonant or slightly off-
resonant, and do not satisfy the operating conditions of AND
gates or NOT gates. The differences in photon energy at the
peaks were large, averaging at 42 meV. The probability of
existence of a QD having a peak of light emission at such a
photon energy position is greater than the probability of ex-
istence obtained from the value of the inhomogeneous width
(31 meV) of the quantized energy level of QDs before the

processing into mesa structures. That is, according to (1), the
probability of existence of such a QD is estimated as 17%
before the processing; whereas the measured value after the
mesa processing was 30%. This is presumably attributable
to changes in the quantized energy levels of QDs through
the mesa processing. The changes presumably occur mainly
in the periphery of mesa structures, where damage is likely
to occur. Thus, by alleviating damage to QDs by adding a
passivation regime in the mesa periphery, improvement in
the device fabrication yield can be expected [22].

Finally, the meanings of “resonant” and “slightly off-
resonant” device operation conditions described in Sect. 2
will be clarified, and it will be pointed out that the de-
vice operates by way of energy transfer via dressed pho-
tons instead of the ordinary Förster mechanism. Light emis-
sion by recombination of electrons and holes through the
E1,e–E1,h transition in QD1 and the E0,e–E0,h transition
in QD2 contribute to the white triangles and circles in the
vicinity of the red curve B in Fig. 9. Thus, two Lorentzian
curves overlap. Figure 10 shows the results of plotting the
energy difference E(QD2:E0,e–E0,h)−E(QD1:E1,e–E1,h)

between the peaks of the two Lorentzian curves for AND
gates and NOT gates. White circles in the figure are dis-
tributed in a range of the absolute value of E(QD2:E0,e–
E0,h) − E(QD1:E1,e–E1,h) between 10 and 20 meV. Thus,
it is understood that “slightly off-resonant,” which is to be
satisfied by E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) of
two QDs constituting a NOT gate, refers to a state of de-
tuning from resonance by approximately 10 to 20 meV. On
the other hand, as for AND gates, as indicated by white tri-
angles in the figure, of 14 devices examined, E(QD2:E0,e–
E0,h) − E(QD1:E1,e–E1,h) = 0 (i.e., separation by fitting
was not possible due to their homogeneous broadening) for
11 devices. By comparing these values, it is understood
that E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) are reso-
nant with each other and QD1 and QD2 operate as an AND
gate if E(QD1:E1,e–E1,h) and E(QD2:E0,e–E0,h) are close
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Fig. 10 Result of plotting the energy difference E(QD2:E0,e–E0,h)−
E(QD1:E1,e–E1,h) of peaks of light emission along the curve B in
Fig. 9 as a function of R of individual mesa structures, together with the
values of C. The white triangles represent AND gates, and the white
circles represent NOT gates

enough to each other that these energies are inseparable due
to their homogeneous broadenings.

The devices indicated by three white triangles in a bro-
ken ellipse in Fig. 10 are considered to operate as AND
gates by resonance between the energy E(QD1:E1,e–E0,h)

of the electric dipole-forbidden transition (E1,e–E0,h transi-
tion) in QD1 and the energy E(QD2:E0,e–E0,h) of the elec-
tric dipole-allowed transition (E0,e–E0,h transition) in QD2
instead of the operation condition E(QD2:E0,e–E0,h) −
E(QD1:E1,e–E1,h) = 0. This is because of the following
two reasons: (i) The photon energy of E(QD1:E1,e–E0,h)

of the electric dipole-forbidden transition estimated on the
basis of the band offset of InAs and GaAs [23] is 11 meV
lower than that of E(QD1:E1,h–E1,e). This value substan-
tially coincides with the value of E(QD2:E0,e–E0,h) −
E(QD1:E1,e–E1,h) of the devices indicated by the three
white triangles in the broken ellipse in Fig. 10. (ii) We
were unable to find AND gates in the region where elec-
tric dipole-forbidden transitions as in (i) above are absent
(E(QD2:E0,e–E0,h) − E(QD1:E1,e–E1,h) > 0; the dotted
rectangular region at the upper right part of Fig. 10). The
occurrence of energy transfer via electric dipole-forbidden
transitions indicates that the device operates through energy
transfer between QDs via exchange of dressed photons in-
stead of the ordinary Förster mechanism [1, 11].

6 Conclusions

By using mesa structures of InAs QDs, we succeeded for
the first time in fabricating nanophotonic logic gates that

operated at room temperature. The mesa dimensions were
300 nm × 300 nm × 85 nm and 200 nm × 200 nm × 85 nm,
and the mesa structures were arrayed two-dimensionally on
a GaAs substrate at an areal density of 1 × 108 cm−2. A de-
vice is formed of two quantum dots vertically aligned in
a mesa structure. Of 133 mesa structures having dimen-
sions of 300 nm on each side, 53 operated as AND gates
and 50 operated as NOT gates. Of 126 devices having di-
mensions of 200 nm on each side, 36 operated as AND
gates and 36 operated as NOT gates. In order to fabricate
a NOT gate, the absolute value of the energy difference be-
tween E(QD2:E0,e–E0,h) and E(QD1:E1,e–E1,h) must be
10 to 20 meV. On the other hand, an AND gate operates
if E(QD2:E0,e–E0,h) = E(QD1:E1,e–E1,h), and also op-
erates if the condition E(QD2:E0,e–E0,h) = E(QD1:E1,e–
E0,h) is satisfied, even in the condition of an electric dipole-
forbidden transition. By precisely controlling the quantized
energy levels of QDs through optimization of the mesa
processing and use of the photo-assisted size-controlled
growth [24], the device fabrication yield is expected to im-
prove even further.
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We fabricated a modulated stacked quantum dot (QD) structure to investigate energy transfer among QDs using a strain compensation technique

that allowed us to fabricate a vertically aligned, highly stacked structure without any degradation in crystal quality. Enhanced photoluminescence

(PL) intensity for the ground state of large QDs was clearly observed in a sample where the ground state of small QDs was resonant to the first

excited state of large QDs, indicating energy transfer from small QDs to large QDs. Long-range energy transfer reached approximately 200 nm

and can be considered from the measurement of N dependence of PL intensity. # 2011 The Japan Society of Applied Physics

1. Introduction

Excitation energy transfer between semiconductor quantum
dots (QDs) is attracting considerable research interest, with
interlayer excitation energy transfer between QDs widely
investigated based on carrier tunneling,1–4) dipole-dipole
interactions,5) optical near-field interaction,6,7) and carrier
hopping8,9) in self-assembled QDs systems. It is important to
evaluate the energy transfer length for applications such as
extremely small, low-power signal processors and high
efficiency solar cells, since their performance is based on
these phenomena. However, it is difficult to evaluate energy
transfer length systematically in a self-assembled QD
system, because QDs are distributed randomly on the
semiconductor surface. Even with QDs aligned vertically
in a stacked structure, fabrication of a stacking structure with
multiple layers is difficult because of the accumulation of
strain energy, which generates defects and dislocations in the
structure.10,11) Therefore, almost all of the investigations
have been conducted using two QD systems.

We have developed a method of stacking InAs QDs
grown on InP(311)B using a strain compensation
scheme.12,13) In this scheme, spacer layers with a lattice
constant slightly smaller than that of the substrate are used to
embed the QD layers. Using this method, we successfully
stacked 300 InAs QD layers without any degradation in QD
quality.14) We believe that there is no limit to the number of
QD layers that can be stacked using this method. This
enables use of the optimum number of QD layers for any
given application. In addition, emission wavelength can be
changed by altering QD growth thickness without degrading
crystal quality, as long as the strain compensation condition
is satisfied. Therefore, this material system is considered to
be ideal for investigating energy transfer length among QDs.
In this paper, we investigate energy transfer in highly
stacked QDs using the photoluminescence (PL) method.

2. Experiments

All samples were fabricated using conventional solid-source
molecular beam epitaxy (MBE). We fabricated the highly
stacked QD structures on an InP(311)B substrate. The value
of the lattice constant of InP lies between the values of those
of GaAs and InAs. This means that the lattice constant of

InGaAlAs can be varied continuously around that of InP by
controlling its composition. Thus, strain compensation can
be achieved by capping the InAs QDs with an InGaAlAs
layer, the lattice constant of which is slightly smaller than
that of the InP substrate. We defined the strain-compensation
conditions as

dQD � "QD ¼ �ds � "spacer; ð1Þ
"QD ¼ aQD � asub

asub
; ð2Þ

"spacer ¼ aspacer � asub
asub

; ð3Þ

where dQD and ds are the thicknesses of the deposited QDs
and spacer layers, respectively, and aQD, asub, and aspacer
are the lattice constants of the InAs, InP, and InGaAlAs
spacer layers, respectively. This definition is based on the
simple approximation that the total strain energy of a set,
containing one layer of QDs and one spacer layer, is zero.
First, we fabricated two 60-layer stacked samples with
dQD=dspacer ¼ 3ML=15 nm and dQD=dspacer ¼ 4ML=20 nm
to check the emission wavelength. We then fabricated
modulated sample, continuously stacked N layers/one
layer/N þ 1 layers, where N and N þ 1 layers correspond
to a 3-ML QD layer and one layer corresponds to a 4-ML
QD layer. We fabricated three samples of N ¼ 5, 10 and 20.
Post-growth surface morphology was observed using an
atomic force microscope (AFM) under normal atmospheric
conditions. Photoluminescence (PL) measurements were
carried out using the 532-nm line of a YVO laser, 250-mm
monochromator, and electrically cooled PbS detector.

3. Results and Discussion

Figure 1 shows AFM images of a 60-layer stacked sample
with (a) 3- and (b) 4-ML QDs. While degradation of the
surface morphology is usually observed in a large number of
stacks of normal QD structures, such as InAs QDs on GaAs,
this sample shows good surface morphology with the
formation of uniform QDs, even though 60 QD layers were
stacked. The average lateral size in the [�233] direction,
height, and density of the QDs were (a) 42.8 nm, 2.7 nm,
and 8:4� 1010/cm2 and (b) 47.9 nm, 4.5 nm, and 9:0�
1010/cm2, respectively. The larger QDs were fabricated in
the sample with the 4-ML QDs.

Figure 2 shows the PL spectra of 3- and 4-ML QDs
measured at room temperature. Four-ML QDs shows longer�E-mail address: akahane@nict.go.jp
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wavelength emissions at 1607 nm, which corresponds to the
ground state of 4-ML QDs, depending on the size of the
QDs. This emission wavelength shows similar value of our
previous calculation.13) There are small peaks in the shorter
wavelength region of the main peak corresponding to the
excited states of 4-ML QDs (as indicated by arrow). This
peak energy is the same as the main emission of 3-ML QDs
(ground state, 1484 nm). Therefore, the energy transfer from

3-ML QDs to 4-ML QDs is enhanced when 3- and 4-ML
QDs exist in the same sample because the ground state of 3-
ML QDs is resonant to the first excited state of 4-ML QDs.

Figure 3 shows the PL spectrum for modulated samples
N ¼ 5, 10, and 20. The ground state emission of 4-ML QDs
shows a large intensity even if there is only one layer of 4-
ML QDs in these samples. For example, although the ratio
of the 4-ML QD layer to the 3-ML QD layer is 0.1, the peak
intensity of 4-ML QDs is 0.71 times as strong as that of
3-ML QDs. This clearly shows that energy transfer occurs
from small QDs to large QDs. These amplified PL emissions
of 4-ML QDs were observed in all of the samples we
fabricated (N ¼ 5, 10, and 20).

We evaluated the ratio of PL intensity per dot layer as

PLðlarge QDÞ=layer
PLðsmall QDÞ=layer ; ð4Þ

where PL(small QD) and PL(large QD) denotes the PL
intensity of 3- and 4-ML QDs. Figure 4 shows the N
dependence of the ratio of PL intensity per dot layer. The
ratio of PL intensity per dot layer increased with increasing

(a)

(b)

Fig. 1. (Color online) AFM images 60-layer stacked QDs with thickness

of (a) 3- and (b) 4-ML.
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Fig. 2. (Color online) PL spectra of 60-layer stacked QDs with thickness
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N then decreased with increasing N. The maximum ratio of
PL intensity per dot layer is around N ¼ 10. This result
implies that long-range energy transfer of about 200 nm
should occur in these samples.

The energy transfer length should depend on excitation
intensity and temperature. We therefore investigated the
dependence of excitation intensity and temperature for the
PL spectrum. Figures 5(a) and 5(b) shows the excitation
intensity dependence for PL spectra at 40 and 150K,
respectively. At 40K, the relationship of PL intensity
between 3- and 4-ML QDs was similar in the dependence
of excitation intensity. At 150K, the relationship of PL
intensity between small and large QDs has changed in the
dependence of excitation intensity. PL intensity for small
and large QDs at low excitation is almost same so that a
number of excited carriers, or excitons, were transferred
from small QDs to large QDs. The ratio of PL intensity of
small QDs and large QDs increased with increasing
excitation intensity. We consider the mechanisms of these
phenomena to be as shown in Fig. 5(c). At higher
temperatures, the homogeneous energy width of QDs will
expand, and energy transfer will occur with a strong
probability. In contrast, at lower temperatures, the homo-

geneous energy width of QDs will contract, and energy
transfer will be restricted because there are certain dif-
ferences in energy with an inhomogeneous size distribution
of QDs. We conclude that it is important to control both the
size uniformity of QDs, which has implications for QD
energy levels, and the homogeneous broadening of the QD
state for complete control of energy transfer between QDs.

4. Conclusions

We fabricated a modulated stacked QD structure to
investigate energy transfer among QDs. We fabricated a
high-quality, highly stacked InAs QDs structure on an
InP(311)B substrate using the strain compensation tech-
nique. Energy transfer from small QDs to large QDs was
clearly observed in the sample where the ground state of
small QDs is resonant to the first excited state of large QDs.
Long-range energy transfer, which reached approximately
200 nm, can be considered from the measurement of N
dependence of PL intensity. The importance of controlling
both the size uniformity of QDs and the homogeneous
broadening of the QD state was clarified from the depend-
ence of PL spectra on excitation intensity and temperature
for complete control of energy transfer between QDs.
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Fig. 5. (Color online) Excitation intensity dependence of PL spectra at (a) 40 and (b) 150K. (c) Schematic mechanisms of energy transfer.
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Abstract
We developed a sol–gel method using photo-induced desorption for size-controlled ZnO
quantum dots (QDs). This method successfully controlled the size and size variance of ZnO
QDs, and size fluctuations decreased from 23% to 18% depending on the illuminated light
intensity. The sol–gel synthesis effectively reduced the number of defect levels that originated
from oxygen defects.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Optical near-field energy transfer between quantum dots
(QDs) has been applied to the production of nanophotonic
devices [1–4] because it decreases the device size beyond the
diffraction limit of light and achieves novel functions unattain-
able using conventional propagating light. Furthermore,
it drastically decreases the magnitude of power consump-
tion [5]. Logic devices, including AND gates [6] and NOT
gates [7], light-harvesting nanofountains [8], and nanophotonic
couplers [9] have been demonstrated as nanophotonic de-
vices. Several semiconductor materials, including CuCl [10],
InAs [11], InGaAs [12], and CdCe [9], have been used for QDs.
Additionally, ZnO is a promising candidate material because
of its large exciton binding energy [13]. Moreover, AND-gate
operation has been demonstrated using ZnO nanorod multi-
quantum wells [14].

For more advanced nanophotonic devices using ZnO, it is
advantageous to replace the nanorod quantum wells with QDs
for larger confinement energies. For this replacement, QD size
should be controlled to ensure that the quantized energy levels
are resonant, facilitating efficient optical near-field interaction.
For ZnO QDs that are 5 nm, the size-mismatching between
the QDs must be within 10% (i.e., 0.5 nm) to maintain the
resonance condition, as estimated based on the broadening

(30 meV) of the discrete energy levels of excitons, which is
determined by the magnitude of the thermal energy at room
temperature [3]. Among the methods used to grow ZnO QDs,
such as laser ablation [15] and molecular beam epitaxy [16],
synthetic methods using liquid solutions are advantageous
because they result in high productivity and size-controlled
ZnO QDs [17]. However, the size distributions of the QDs
fluctuate depending on the thermal equilibrium condition of
the chemical reaction [18], and the fluctuation can be as large
as 25% for the conventional sol–gel method [2, 17].

This study introduced photo-induced desorption to the
sol–gel method to reduce size fluctuations. When synthesized
ZnO QDs are illuminated by light with photon energies
higher than their bandgap energy, electron–hole pairs trigger
an oxidation–reduction reaction in the QDs; thus, the ZnO
atoms depositing on the QD surface are desorbed. The
growth rate is controlled by the absorbed light intensity and
wavelength, which control the QD size. Related methods for
size-controlled QDs using photo-induced chemical processes
have been reported for CdSe [19] and Si [20]. However, they
were limited to etching the materials after growth, and particle
size distributions were not quantitatively evaluated.

This paper discusses the role of photo-induced desorption
in the sol–gel synthesis of ZnO QDs and the decrease in
luminescence intensity due to the defect levels in ZnO QDs.

0957-4484/11/215605+05$33.00 © 2011 IOP Publishing Ltd Printed in the UK & the USA1
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Figure 1. (a) PL spectra of ZnO QDs grown for six days (320–420 nm view) with a growth temperature of 300 K, without irradiation: ZnO
QDs grown without light irradiation (IPLw/o); and with irradiation: ZnO QDs grown with 325 nm laser irradiation (IPLw/325). (b) PL spectra
of ZnO QDs grown for six days (300–600 nm view) with a growth temperature of 293 K, without irradiation: ZnO QDs grown without light
irradiation; and with irradiation: ZnO QDs grown with 325 nm laser irradiation.

2. Experimental technique

For the sol–gel synthesis of ZnO QDs, 1.1 g of zinc acetate
dihydrate and 0.29 g of lithium hydroxide monohydrate were
dissolved in ethanol (50 ml) individually, and then the two
solutions were mixed at 273 K [2, 18]. The mixed solution
was kept at room temperature (300 K) to grow the ZnO QD
particles. After the ZnO QDs grew to the desired size, the
solution was mixed with 300 ml of hexane to remove the
lithium, which was used to accelerate the growth. Then, the
ZnO QD growth was halted; thus, the size of the ZnO QDs
was controlled. A continuum-wave (CW) He–Cd laser was
used as a light source, and its wavelength (λ = 325 nm) was
shorter than the absorption edge wavelength (λ = 340 nm).
The irradiating laser (CW λ = 325 nm) had a uniform power
density of 8 mW cm−3 and irradiated over the mixed solution
during whole growing process.

3. Results and discussion

The synthesized ZnO QDs were dispersed uniformly over a
sapphire substrate and were excited by the fourth harmonic
(λ = 266 nm, power = 2 mW) of a YAG laser to measure
their photoluminescence (PL) spectra at room temperature.
The black and red curves in figure 1(a) show the measured
profiles of QDs that were grown for six days either without
light irradiation (IPLw/o) or with irradiation from a 325 nm
laser (IPLw/325). The PL peak wavelength of IPLw/325 was
6 nm blue-shifted compared with that of IPLw/o, indicating that
the growth rate decreased for the ZnO QDs under 325 nm laser
irradiation.

To quantitatively analyze the mechanism of size control
under light irradiation, we evaluated the ZnO QD diameters.
The shape of the QDs synthesized by the sol–gel method is
known to be spherical, although the crystalline structure of
ZnO QDs is wurtzite [21]. In the present study, the QD shape
was assumed to be spherical. The QD diameter was calculated
using the effective mass approximation, in which the emission

energy Eem from the recombination of free excitons confined
in the QD can be described by the following equation [22]:

Eem = 3.37 + 2π2h̄2

(me + mh)ed2
− 13.6μ

m0ε2
. (1)

Here d is the QD diameter, me and mh are the effective
masses of electron and hole, m0 is the electron mass of
9.11 × 10−31 (kg), μ is the translation mass described by
memh/(me + mh), and e is the elementary electric charge.
The third term in equation (1) is the correction term. The QD
diameter d and the emission energy Eem were determined as
the average diameter using transmission electron microscopy
(TEM) images (figures 2(a)–(c)), and the respective PL spectra
(figure 2(d)), and they are plotted as open circles in figure 2(e).
Using these obtained data, we determined me and mh. To
obtain the black solid curve in figure 2 we used me = 0.32m0,
mh = 0.42m0. These values are in good agreement with the
reported values in [23] (me = 0.24m0 and mh = 0.45m0).
Thus, we consider that the QD diameter can be determined
using the effective mass approximation and the emission is
originated from the recombination of free excitons confined
in the QD. Based on the above estimation, we obtained
the relationship between the growth time and the diameter
(figure 3), showing that the growth rate decreased as irradiation
power increased. The detailed irradiation power dependence
analyzed using the rate equation will be discussed later.

Figures 4(a) and (b) show TEM images of ZnO QDs
grown for three days without and with light irradiation,
respectively. The lattice fringes of the ZnO QDs can be
identified very clearly in the magnified images. The lattice
spacings were estimated to be 0.274 nm (figure 4(a)) and
0.270 nm (figure 4(b)), which agree well with that of ZnO
QDs along the c-axis [24], confirming sufficiently high-
quality single-crystal growth. Figures 4(c) and (d) show
the distribution of the ZnO QD diameters measured by
the binarized TEM images shown in figures 4(a) and (b),
respectively. Table 1 summarizes the diameters and diameter
distributions of the ZnO QDs. The average diameter grown
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Figure 2. (a)–(c) Typical TEM images of ZnO QDs. (d) The
respective PL spectra of the ZnO QDs of (a)–(c). (e) Relationship
between QD diameter and PL peak wavelength. The open circles are
plotted from the diameter determined using the TEM images
((a)–(c)) and the respective PL spectra (d). Using these obtained data,
we determined me and mh. The black solid curves are plotted using
the values me = 0.32m0, mh = 0.42m0 for equation (1).

with 325 nm laser irradiation was 4.1 nm, but it increased to
4.9 nm without light irradiation. These values agree well with
the values estimated from the PL spectral peak wavelength
in figure 3 (5.05 nm in diameter for ZnO QDs obtained
through normal growth without light irradiation and 4.26 nm in
diameter for ZnO QDs grown with 325 nm laser irradiation).
Table 1 also shows that the full width at half maximum
(FWHM) of the diameter distributions was 1.09 nm for ZnO
QDs grown without light irradiation, whereas it was 0.71 nm
for ZnO QDs grown with 325 nm light irradiation. This result
indicates that the fluctuation in diameters decreased from 23%
to 18% by introducing photo-desorption, confirming highly
accurate particle size control.

Figure 3. Dependence of ZnO QD diameter on growth time.

Table 1. ZnO QD diameter and diameter variance for respective
growth conditions.

QD diameter
(nm)

FWHM of
distribution
(nm) Variance (%)

Without irradiation 4.8 1.09 23
With irradiation 4.1 0.71 17

The ZnO QD growth rate was analyzed using a rate
equation:

dV/dt = αS − βV I, (2)

where V and S are the volume and the surface area of the QD,
respectively. α and β are the proportionality constants. The
first term of equation (2) represents the growth rate, which is
proportional to the amount of the material to be adsorbed on the
QD surface and is therefore proportional to S. The second term
represents the desorption rate, which is proportional to the light
intensity absorbed by QDs and is therefore proportional to V .
By assuming a spherical shape, S is equal to 4π(3V/4π)2/3.

By fitting equation (2) to the experimental values obtained
without light irradiation (I = 0 mW cm−2), the value of
α was 2.81. Next, by fitting to the experimental values for
I = 8 mW cm−2, βI=8 mW cm−2 was 0.032. Furthermore,
βI=4 mW cm−2 was 0.029 for I = 4 mW cm−2, which agrees
well with the result for βI=8 mW cm−2 . Thus, the above model
is valid, indicating that particle sizes can be controlled in
proportion to light intensity. Since we have confirmed that the
spectral linewidth of ZnO single-quantum structures remained
constant at excitation power densities ranging from 0.5 to
5 W cm−2 of CW light source (λ = 325 nm) [25], indicating
that the increase in the temperature was negligible, it is
therefore possible to decrease the size variance below 10% by
increasing the light intensity without adverse effect on the QD
properties.

The ability to excite defect levels of ZnO QDs suggests
that the region causing these defect levels can be removed by
photo-induced desorption. A defect level originates from an
oxygen defect or an impurity in the ZnO QDs, and the energy
level corresponding to such a defect level is lower than the
bandgap energy. Thus, as the amount of defect levels increases,
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Figure 4. (a) TEM image of ZnO QDs deposited without light irradiation. (b) TEM image of ZnO QDs deposited with 325 nm laser
irradiation. (c) Size distribution of ZnO QDs produced without light irradiation. (d) Size distribution of ZnO QDs produced with 325 nm laser
irradiation.

the quantum efficiency of the ZnO QDs decreases. However,
with this method, defect levels were removed preferentially
because photo-induced desorption occurred in defect portions
due to local oxidation–reduction reactions after the excited
electron–hole pairs relaxed to those defect portions in the ZnO
QDs. To confirm this phenomenon, PL spectra, including
long wavelengths, for QDs grown for six days were analyzed
(figure 1(b)). Compared with the PL spectrum without light
irradiation (black solid curve), the PL intensity of QDs grown
with 325 nm light irradiation (red solid curve) decreased by
around 50 nm, indicating that higher crystallinity with fewer
defect levels was achieved using photo-induced desorption.

4. Conclusion

We developed a sol–gel method using photo-induced
desorption for size-controlled ZnO QDs and successfully
controlled the QD size and size variance. Because size control
was proportional to light irradiation power, we applied light
irradiation with photon energy greater than the bandgap during
ZnO QD growth. We analyzed changes in deposition rate
based on light irradiation power using a theoretical model and
a rate equation, and the results were in a good agreement with
the experimental data. We also reduced the QD size variance

from 23% to 18%, and further reduction in size variance can
be expected by irradiating with higher intensity. Furthermore,
this method achieved higher crystallinity; thus, higher energy
transmission efficiency for nanophotonic devices using QDs is
expected.
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Abstract We theoretically demonstrate optical pulsation
based on optical near-field interactions between quantum
nanostructures. It is composed of two quantum dot sys-
tems, each of which consists of a combination of smaller
and larger quantum dots, so that optical excitation trans-
fer occurs. With an architecture in which the two systems
take the role of a timing delay and frequency up-conversion,
we observe pulsation in populations pumped by continuous-
wave light irradiation. The pulsation is induced with suitable
setting of parameters associated with the optical near-field
interactions. This will provide critical insights toward the
design and implementation of experimental nanophotonic
pulse generating devices.

1 Introduction

Nanophotonics, which is based on local interactions be-
tween nanometer-scale materials via optical near-field inter-
actions, has been intensively studied in order to understand
its unique physical attributes [1, 2] as well as for a wide
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range of industrial applications [3, 4]. System aspects of
nanophotonics have been investigated in order to realize the
basic functionalities required for information and communi-
cations technology (ICT) [5–7]. Generating an optical pulse
train is one of the most important functionalities required for
optical systems [8, 9], and pulsed signals are indispensable
in digital systems in general. However, conventional princi-
ples of optical pulse generation are based on optical energy
build-up in a cavity whose size is much larger than the op-
tical wavelength; thus, the volume and the energy efficiency
of the entire system have serious limitations. Therefore, for
nanophotonics applications, novel principles should be de-
veloped for pulse generation based on light-matter interac-
tions on the nanometer scale.

Shojiguchi et al. theoretically investigated the possibility
of generating superradiance in N two-level systems inter-
acting with optical near-fields [10]. This approach, however,
requires precise control of the initial states of all of the N

dipoles, which is not straightforward to implement. Also,
the resultant pulse train cannot be sustained for a duration
longer than the carrier lifetime dissipated to the far-field due
to free photon emission.

Optical excitation transfer between quantum dots (QDs)
via optical near-field interactions is one unique function
available on the nanometer scale. Its theoretical fundamen-
tals have been studied through the development of dressed
photon models [1, 11], and experimental demonstrations
have been shown, such as logic gates [12, 13], energy con-
centration [14, 15], and interconnects [16, 17].

In this paper, we propose and theoretically demonstrate a
mechanism of optical pulsation based on optical excitation
transfer via optical near-field interactions in quantum dot
systems pumped by continuous-wave (CW) light irradiation.
With an architecture composed of two subsystems taking
the role of a timing delay and frequency up-conversion, re-

mailto:naruse@nict.go.jp
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spectively, we observe pulsation in the populations based on
a model system using a density-matrix formalism. The ex-
perimental technology of optical excitation transfer, includ-
ing long-range signal transfer [17], and fabrication technol-
ogy of geometry-controlled quantum nanostructures, such
as stacked QDs [18] or QD rings by droplet epitaxy [19]
etc., has shown rapid progress; thus, it is important to de-
sign a fundamental mechanism of optical pulsation and to
analyze important parameters associated with optical near-
field interactions, which is the primary focus of this pa-
per.

2 Theoretical elements of optical excitation transfer via
optical near-field interaction

We first briefly review the principles of optical excitation
transfer involving optical near-field interactions [1]. Con-
ventionally, in the interaction Hamiltonian between an elec-
tron and an electric field, the operator corresponding to
the electric field is assumed to be a constant (i.e., long-
wavelength approximation), since the electric field of prop-
agating light is uniform on the nanometer scale. As a conse-
quence, the optical selection rule tells us that, in the case of
cubic quantum dots, transitions to states described by quan-
tum numbers containing an even number are prohibited. In
the case of optical near-field interactions, on the other hand,
due to the nanometrically localized nature of optical near-
fields in the vicinity of nanometer-scale matter, an optical
transition that violates conventional optical selection rules is
allowed. Optical excitations in nanostructures, such as quan-
tum dots, can be transferred to neighboring ones via optical
near-field interactions. For instance, assume that two cubic
quantum dots QDS and QDL, whose side lengths are a and√

2a, respectively, are located close to each other, as shown
in Fig. 1a. Suppose that the energy eigenvalues for the quan-
tized exciton energy level specified by quantum numbers
(nx, ny, nz) in the QD with side length a(QDS) are given
by

E(nx,ny,nz) = EB + �
2π2

2Ma2

(
n2

x + n2
y + n2

z

)
, (1)

where EB is the energy of the bulk exciton, and M is the ef-
fective mass of the exciton. According to (1), there exists a
resonance between the level of quantum number (1,1,1) of
QDS and that of quantum number (2,1,1) of QDL. There is
an optical near-field interaction, which is denoted by USL,
due to the localized electric field in the vicinity of QDS . It
is known that the inter-dot optical near-field interaction is
given by a Yukawa-type potential [1]. Therefore, excitons
in QDS can move to the (2,1,1)-level in QDL. Note that
such a transfer is prohibited for propagating light, since the
(2,1,1)-level in QDL contains an even number. In QDL,

Fig. 1 (a) Optical excitation transfer from a smaller quantum dot
(QDS) to a larger one (QDL) via optical near-field interaction. (b) The
system architecture of pulsation based on optical excitation transfer.
The two subsystems (System 1 and System 2) are each composed of
smaller QDs (QDC and QDA) and larger QDs (QDG and QDB). The
optical excitation transfer in System 1 is changed when the state filling
effect occurs at the destination quantum dot, which originates from the
change in System 1 with a certain delay time provided by System 2.
System 1 is irradiated with continuous-wave (CW) light, taking the
role of power supply for the pulsation

the exciton sees a sublevel energy relaxation, denoted by Γ ,
which is faster than the near-field interaction, and so the ex-
citon relaxes to the (1,1,1)-level of QDL.

Here, when the lower level of QDL is populated by exter-
nal input, the optical excitation occurring in QDS cannot be
transferred to QDL, because the lower energy level in QDL

is busy, which is called the state filling effect [1]. Putting
it another way, the population of the (1,1,1)-level in QDS

is changed by the external input applied to L1 in QDL. In
other words, if we see the external input affecting the lower
energy level of QDL as the input to the system and regard
the radiation from QDS as the output signal, frequency up-
conversion is realized.

Now, the optical pulsation based on optical excitation
transfer comes from the idea that the externally applied
change induced in L1 can be provided in a self-induced
manner by S1 with certain timing delay. If QDS is irradi-
ated with continuous input light, such a change should last
continuously with certain timing interval; that is, a pulsed
signal should result, as explained in detail below.
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3 Optical pulsation mechanism based on optical
near-field interaction

We prepare two quantum dot systems, each of which is com-
posed of one smaller and one larger QD, as shown in Fig. 1b.
One system, called System 1 hereafter, serves as a primary
system, represented by one smaller dot (QDC) and one
larger dot (QDG). In the upper level of QDC , a continuous-
wave input is provided, which serves as the power supply
for the pulsation. The optical near-field interaction between
QDC and QDG is denoted by UCG.

Another system, called System 2, is also represented by
one smaller QD (QDA) and one larger QD (QDB). QDA,
accepts radiation from QDC in System 1; that is, the change
of the states in QDC is transferred to QDA. The optical exci-
tation induced in QDA is transferred to QDB via the optical
near-field interaction between QDA and QDB denoted by
UAB . The output from QDB then influences the lower en-
ergy level of QDG.

The role of System 2 is, as discussed in detail below,
to provide a delay time. Physically, a longer delay time is
made possible by multiple use of smaller and larger dots,
as already experimentally realized in Ref. [17]. Also, quan-
tum dot arrangements of graded size, such as the optical
nanofountain demonstrated by Kawazoe et al. [20] or ex-
citon recycling realized by Franzl et al. [15], provide energy
transfer from smaller to larger dots involving many QDs in
the system as a whole. However, modeling the delay made of
multiple QDs makes the discussion of pulsation mechanisms
unnecessarily complicated; thus, we assume an arbitrary de-
lay time applied to the input signal of System 2, denoted by
�, followed by the last two quantum dots in the delay sys-
tem, namely, a smaller QD (QDA) and a larger QD (QDB),
as indicated in Fig. 1b.

We describe the details of the above modeling based on
a density-matrix formalism. First, for System 1, there are in
total three energy levels (namely, C1 in QDC,G1 and G2 in
QDG); thus, the number of different states occupying those
energy levels is 23(= 8). The radiative relaxation rates from
C1 and G1 are, respectively, given by γC and γG. The quan-
tum master equation of System 1 is then given by [21]

dρSys1(t)

dt
= − i

�

[
Hint + HCW

ext (t) + HG
ext(t), ρ

Sys1(t)
]

+
∑

i=C1,G1

γi

2

(
2Riρ

Sys1(t)R
†
i − R

†
i Riρ

Sys1(t)

− ρSys1(t)R
†
i Ri

) + Γ

2

(
2SρSys1(t)S†

− S†SρSys1(t) − ρSys1(t)S†S
)
, (2)

where Hint represents the interaction Hamiltonians. The two
external Hamiltonian, denoted by HCW

ext (t) and HG
ext(t), are

introduced later below. Let the (i, i) and (j, j) elements of
the density matrix ρSys1(t), respectively, indicate two states
that are transformable between each other via an optical
near-field interaction denoted by UCG. The (i, j) and (j, i)

elements of the interaction Hamiltonian Hint are given by
UCG. The matrices Ri(i = C1,G1) are annihilation opera-
tors that, respectively, annihilate excitations in C1 and G1

via radiative relaxations. The matrices R
†
i (i = C1,G1) are,

respectively, creation operators given by the transposes of
the matrices of Ri . The matrix S is an annihilation operator
that annihilates an excitation in G2 via sublevel relaxations.
The external HamiltonianHCW

ext (t) is the Hamiltonian repre-
senting the continuously irradiated external input light into
QDC , or the energy level of C1, given by

HCW
ext (t) = CW(t) × (

R
†
C1

+ RC1

)
, (3)

where CW(t) specifies the amplitude of the external in-
put light applied to QDC . The other external Hamiltonian,
HG

ext(t), is the Hamiltonian representing the external input
correlated with the radiation from the lower energy level of
System 1 affecting the energy lower energy level of QDG or
G2, which is given by

HG
ext(t) = αG × ρ

Sys2
B1 (t) × (

R
†
G1

+ RG1

)
, (4)

where ρ
Sys2
B1 (t) indicates the population involving energy

level B1 in System 2, which is introduced in the following,
and αG indicates the coupling efficiency from System 2 to
System 1.

Second, System 2 also has in total three energy levels
(namely, A1 in QDA,B1 and B2 in QDB), and the quantum
master equation of System 2 is similar to (2) above:

dρSys2(t)

dt
= − i

�

[
H

Sys2
int + HA

ext(t), ρ
Sys2(t)

]

+
∑

i=A1,B1

γi

2

(
2Riρ

Sys2(t)R
†
i − R

†
i Riρ

Sys2(t)

− ρSys2(t)R
†
i Ri

) + Γ

2

(
2SρSys2(t)S†

− S†SρSys2(t) − ρSys2(t)S†S
)
, (5)

where the radiative relaxation rates from C1 and G1 are,
respectively, given by γC and γG. Γ is the sublevel relax-
ation rate in QDB . The interaction Hamiltonian H

Sys2
int has

the same structure as that in System 1, while the optical near-
field interaction between A1 and B2 is given by UAB . The
external Hamiltonian, HA

ext(t), is the Hamiltonian represent-
ing the external input affecting the energy level in QDA by
the radiation from QDC in System 1, which is given by

HA
ext(t) = αA × ρ

Sys1
C1 (t − �) × (

R
†
A1

+ RA1

)
, (6)
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Fig. 2 (a) Evolution of
population in the lower energy
level of QDG with different CW
input light amplitudes.
Amplitudes that are too small
and too large do not yield
pulsation. (b) Evaluated pulse
cycles as a function of CW light
amplitude. (c) In a virtually
isolated system of energy
transfer, the evolution of the
population is evaluated with
different input amplitudes.
A higher amplitude provides
more rapid reaction of the
system, which is consistent with
the amplitude dependence in (b)

where ρ
Sys1
C1 (t) indicates the population involving the energy

level C1 in System 1, and αA indicates the coupling effi-
ciency from System 1 to System 2. The populations in both
System 1 and System 2 can be evaluated by simultaneously
solving the master equations given by (2) and (5).

First we assume the following typical parameter values
based on experimental observations of energy transfer ob-
served in ZnO nanorods [22]: (i) inter-dot optical near-field
interaction U−1

CG = U−1
AB = 144 ps, (ii) sublevel relaxation

Γ −1 = 10 ps, and (iii) radiative decay times of the smaller
dot γ −1

C = γ −1
A = 443 ps and the large ones γ −1

G = γ −1
B =

190 ps. We assume the coupling efficiencies of αG and αA

to be 0.1 and 0.01, respectively.
Figure 2a shows the evolution of the populations involv-

ing the lower level of QDG, or G1, for different CW in-
put light amplitudes. Input light of extremely small ampli-
tude does not induce an optical pulsation, as indicated in
the dashed curve in Fig. 2a. Also, input light of too large
an amplitude does not lead to pulsation either, as shown by
the dotted curve. With appropriate input light amplitudes,
optical pulsation is successfully observed, as demonstrated
by the solid curves in Fig. 2a. The period of pulsation de-
pends on the input CW light amplitude, as shown in Fig. 2b,
where the period of pulsation decreases as the CW light am-
plitude increases. This is due to the fact that QDG is pop-
ulated more rapidly with higher input irradiation. Virtually
subtracting System 1 from the entire system, Fig. 2c eval-

uates the evolution of the population of the lower level of
QDG with light irradiation beginning at t = 0. The rise time
of the population becomes smaller as the amplitude of the
radiation increases, which yields a shorter period of pulsa-
tion.

Next we examine the dependence on the delay time
� in (6). Figure 3a shows the evolution of the popula-
tion involving G1 assuming a constant CW input amplitude
(specifically, 7 × 10−4) while the delay is varied. First, no
pulsation is observed when the delay time � is too small, as
shown by dashed curves in Fig. 3a. This is attributed to the
fact that the changes in the populations involving C1 in Sys-
tem 1 are instantaneously delivered to QDG, even by way
of System 1, resulting in convergence to a steady state. As
shown in Fig. 3b, the period of pulsation, T , is proportional
to the delay � which is given by T = a×�+b, where a and
b, respectively, denote the slope and the intercept. As shown
in Fig. 3c, the slope is constant regardless of the CW in-
put amplitude, whereas the intercept of the curve decreases
as the input light increases, which agrees with the results
shown in Fig. 2b.

Next, we examine the dependence on the optical near-
field interactions and radiation lifetime of the quantum dots
in the system. Figure 4a shows the evolution of the popula-
tion for different near-field interactions in System 1 (UCG).
Optical pulsation occurs in a limited parameter regime of
UCG. With interactions that are too weak, as in the case
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Fig. 3 (a) Evolution of
population as a function of
delay in System 2. (b) Linear
dependence of the period of
pulsation on the delay in
System 2. (c) Changes of the
linear dependence on the delay
with different CW inputs

where U−1
CG is 300 ps (dotted curve in Fig. 4a), and also with

interactions that are too strong, as shown by the case U−1
CG of

100 ps and 120 ps (dashed curves in Fig. 4a), the amplitude
of the pulsation is attenuated. Square marks in Fig. 4c show
the peak-to-peak value of the pulsation in populations as a
function of the optical near-field interactions. With optical
near-field interactions that are too weak, the optical exci-
tation occurring in C1 cannot be transferred to QDG, and,
thus, optical pulsation does not occur. To investigate the
detailed processes, we again virtually subtracted System 1
from the entire system and investigated the dependence on
the near-field interaction. The square marks in Fig. 4d show
the steady-state population involving the lower energy level
of destination QD (or G1) as a function of the near-field in-
teraction between QDC and QDG. With a larger interaction
time (i.e., weaker near-field interaction), the population in
G1 decreases. Therefore the decaying of the peak-to-peak
populations in the optical pulsation may be due to the lack
of optical excitation to be transferred from QDC to QDG.

Figure 4b summarizes the evolution of the population for
different radiation lifetimes γ −1

C of QDC in System 1. The
smaller radiation lifetimes of 100, 200, and 300 ps do not
yield an optical pulsation, as shown by the dashed curves in
Fig. 4b. The circular marks in Fig. 4c show the peak-to-peak
value of the pulsation as a function of radiation lifetime in
QDC . To seek the origin of such behavior, we again inves-
tigate the virtually isolated System 1. The circular marks in

Fig. 4d represent the steady-state populations involving G1

as a function of the radiation lifetime of QDC . Increasing
the radiation lifetime of QDC allows an exciton generated in
QDC to be transferrable during that lifetime, thus increasing
the possibility of transition to QDG. However, with an in-
teraction that is too weak, the quantity of the transfer from
QDC to QDG decreases. Note that the population involving
G1 when the optical pulsation vanishes, γ −1

C = 300 ps in
Fig. 4c, is around 0.02, as shown in Fig. 4d, which is nearly
the same as the population when U−1

CG is 230 ps, where the
optical pulsation also vanishes in Fig. 4c. Such a coinci-
dence, or an unified understanding of two different parame-
ter dependencies, indicates that the optical energy transfer
from the smaller QD to the larger QD plays a crucial role
for the pulsation.

4 Conclusion

In summary, we theoretically demonstrated pulsations in
populations based on optical excitation transfer via optical
near-field interactions in quantum dot systems pumped by
continuous-wave light irradiation. The optical pulsation is
induced with proper setting of parameters associated with
the optical near-field interactions, since the successive oc-
currence of optical excitation transfer is the fundamental
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Fig. 4 Evolution of population involving G1 (a) with different inter-
dot optical near-field interactions (UCG) between QDC and QDG, and
(b) with different radiation lifetimes in QDC(γC). (c) Peak-to-peak
value of pulsations in population involving G1 as a function of UCG

(square marks) and γC (circular marks). (d) Analysis of the subsys-
tem System 1. Steady-state population involving G1 as a function of
UCG and γC . The population involving G1 is about 0.02 both of the
dependences to UCG and γC when the pulsation disappears in (c)

basis. We will further investigate the design and the imple-
mentation of nanometer-scale pulse generators, based on the
critical insights gained in the work described in this paper,
while developing enabling nanophotonics device technolo-
gies.
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The surface plasmon �SP� energy for resonant enhancement of light has shown to be modified by the
epitaxial substrate and the overlying metal thin film. The modification of SP energy in AlGaN/GaN
epitaxial layers is studied using spectroscopic ellipsometry for enhanced UV-light emission. Silver
induced SP can be extended to the UV wavelength range by increasing the aluminum concentration
in AlxGa1−xN epilayer. A threefold increase in the UV-light emission is observed from AlGaN/GaN
quantum well due to silver induced SP. Photoluminescence lifetime measurements confirm the
resonant plasmon induced increase in Purcell factor as observed from the PL intensity
measurements. © 2010 American Institute of Physics. �doi:10.1063/1.3515419�

GaN/InGaN nitride quantum well based light emitters
were one of the first III-V semiconductor material systems
that were employed to demonstrate resonant exciton-surface
plasmon polariton �SPP� coupling,1,2 leading to the enhance-
ment of light emission in the visible wavelength regime.3,4

Surface plasmon �SP� coupled to excitons or free carriers in
AlGaN/GaN system offers an attractive alternative to en-
hance the light emission in the UV wavelength range. The
internal quantum efficiency of AlGaN/GaN emitters is rather
low compared to the InGaN system,5 and AlGaN/GaN emit-
ters are therefore ideal for plasmonic enhancement. The ef-
ficiency of UV emission is currently restricted by the lattice
mismatch of AlGaN epitaxial layers to sapphire substrate or
the cost effectiveness of AlGaN substrates.6 In the present
paper, we study the factors influencing the SP coupling in
AlGaN/GaN quantum well system and demonstrate SP in-
duced enhancement of light emission in the UV wavelength
region.

SPP induced light emission depends on the resonant in-
teraction of the SP modes with the exciton emission at a
certain wavelength. In nanoscale emitters, the resonant inter-
action can be achieved by using an appropriate metal with a
SP energy resonant to the emission wavelength of the light
emitter, which can be tuned by changing the dimension of
the nanoscale emitter such as the width of a quantum well
�QW� or wire or the diameter of a quantum dot.7 The SP
energy at the interface of a metal thin film and a semicon-
ductor can also be influenced by the dielectric constant of the
substrate.8 Silver induced SPP has been reported as the most
effective means for visible light enhancement in nitride semi-
conductors. The surface plasmon energy at the Ag‑GaN in-
terface has been reported1 to be 2.95 eV, which renders Ag
induced plasmon ineffective for the UV wavelength regime.
However, as the refractive index of AlN reduces by nearly
19.5% compared to GaN,9,10 a corresponding change in the
SP energy is expected for GaN nitride quantum well based
UV-light emitters capped with AlGaN layers. We therefore
investigate the change in the surface plasmon energy for Ag
metal film with various Al concentrations in AlxGa1−xN ep-

ilayer and the effect of various metals on GaN for the design
of UV-light emitters.

The details of the epitaxially grown wurtzite AlGaN al-
loy films used to study the compositional variation of the
surface plasmon energy are described elsewhere.11 The Al-
GaN layers were coated with 10 nm thin Ag metal layer
using electron beam evaporation. The SP energy at the metal
semiconductor interface was estimated from the effective di-
electric constant measured using a Woollam spectroscopic
ellipsometer. The measurements were carried out at room
temperature at an incident angle of 75° for the 300–450 nm
wavelength range. The dielectric constants were measured
using a conventional multilayer model9 including the surface
and interface roughness of the metal layer after deposition
and the semiconductor epilayer before the metal deposition.
From Fig. 1, it is observed that the SP energy at the Ag/
AlGaN interface increases from 2.97 to 3.7 eV as the Al
mole fraction increases from 0% to 100%. Therefore this
increase in the SP energy with Al concentration provides us
an option to couple high energy photons from QWs in the
UV range to the SPP modes that normally cannot be coupled
in the case of Ag‑GaN system.

The inset of Fig. 2�a� shows the schematic of the sample
that has been used to study the SPP enhanced light interac-
tion in the UV regime. The AlGaN/GaN QW structure was
synthesized using molecular beam epitaxy and capped with

a�Author to whom correspondence should be addressed. Electronic mail:
arup@unt.edu.

FIG. 1. �Color online� Variation of silver induced surface plasmon with Al
mole fraction in AlGaN epilayer measured by spectroscopic ellipsometry.
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various metals for exciting SPP. A 3 nm GaN QW layer with
3 periods has been grown on a Al0.23Ga0.67N buffer layer
with a 12 nm Al0.23Ga0.67N cap layer to enable SPP coupling.
Photoluminescence �PL� emission intensity measurements
were performed using a continuous wave �cw� 18 mW HeCd
laser at 325 nm. The PL lifetime was measured using a
tripled Ti:Sapphire femtosecond laser excitation at 267 nm
wavelength �4.64 eV� with 60 mW average power. The PL
signal was monodispersed using a spectrometer, and the life-
time was measured using a Hamamatsu Streak camera with
an effective resolution of 15 ps. The time-integrated PL spec-
trum and the corresponding lifetime of the carriers within the
GaN/AlGaN QW measured at 10 K are shown in Fig. 2�a�.
The pump laser excites the carriers into the AlGaN barrier,
which results in an emission at �3.8–4.0 eV, whereas the
emission from the GaN quantum well is observed at
�3.34 eV. The lifetime of the carrier in the quantum well is
relatively longer than that in the AlGaN barrier layer, which
is dictated by the carrier recombination due to the carrier
capture into the GaN well and nonradiative recombination at
the interface.

Figure 2�b� shows the theoretical estimate of SPP
dispersion12 for 8 nm metal films on a multilayer structure
composed of AlGaN �12 nm�/GaN �3 nm�/AlGaN �400 nm�/
sapphire. For the 8 nm thin metal layer, the SPs at the air-
metal and the metal-AlGaN interfaces couple together, gen-
erating symmetric and antisymmetric plasma oscillations.
The dielectric constants used in the calculation were interpo-
lated from tabulated10,13 values. For large wave vectors, the
symmetric modes asymptotically approach an energy, which
agrees closely with the spectral position of the plasmon reso-
nance in a system.1,2 The portions of the antisymmetrical
plasmon branch between the c and c/n light lines must have
a complex wave vector. The antisymmetric branches are

“leaky” plasmon modes, which are not confined to the inter-
face, but can propagate into the AlGaN layer due to the small
wave vector to the left of the c/n light line, which can lead to
an enhancement in plasmon enhanced coupling to excitons in
QWs.

Figure 3�a� shows the surface plasmon induced modifi-
cation of the cw PL emission from the GaN quantum well
due to Au, Ag, and Al thin films with 8 nm thickness. The cw
PL measurements were made using the 325 nm �3.81 eV�
excitation of a HeCd laser with an average incident power of
18 mW. The metal films were deposited using electron beam
evaporation, and a top excitation geometry �with the source
and detector being above the metallic side of the sample�
was used1,2 to study the effect of surface plasmon coupling.
It is observed that for an excitation below the barrier level,
the Al and Ag thin films show an enhancement in PL emis-
sion compared to bare sample, whereas the Au coated QW
shows a slight quenching at 300 K. From the theoretical
estimates in Fig. 2�b�, it is observed that the leakage of the
SP modes for the Ag/Air interface into the AlGaN/GaN QW
results in coupling with the exciton in the quantum well and
results in the enhancement in light emission as observed in
certain quantum confined structures.14 The SPP induced en-
hancement in PL emission is similar to that observed in the
InGaN system,3 though in the present case, the samples were
excited from the top instead of the back illumination geom-
etry applied by Okamoto et al.7 In case of the InGaN/GaN
QWs excited from the top, the emission from the wells is
actually quenched due to the resonant plasmon coupling in
the presence of Ag thin film.2 So to investigate the origin of
enhancement, the recombination lifetime has been measured
as the spontaneous emission rate of carriers are enhanced due
to SPP coupling.2,3

FIG. 2. �Color online� �a� The sche-
matic of AlGaN/GaN quantum well
structure used for studying the effect
of surface plasmon enhancement �in-
set�. PL spectrum and recombination
lifetime measured using time-resolved
PL spectroscopy measured at 10 K. �b�
Dispersion relations for 8 nm Al, Ag,
and Au layers on AlGaN/GaN/AlGaN
quantum well showing the normal/
antisymmetric �A� and the tangential/
symmetric branches �S�.

FIG. 3. �Color online� �a� The com-
parison of room temperature PL emis-
sion from AlGaN/GaN quantum well
in the presence of Al, Ag, and Au in-
duced metal surface plasmon at 300 K
�excitation wavelength at 325 nm�. �b�
An estimation of Purcell enhancement
in AlGaN/GaN quantum well due to
surface plasmon interaction induced
by various metals on the GaN cap
layer.
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As the surface plasmon energy of the Au‑GaN layer is
below the emission wavelength of QW, the surface plasmon
modes due to Au does not play any role in the spontaneous
emission process. A slight quenching of the PL in Fig. 3�a� is
observed in the case of Au due to the absorption of the inci-
dent HeCd laser light as well as the PL emission by the metal
layer. Though Al metal has a relatively higher energy SPP
mode, which is more suitable for coupling to UV photons, in
the present case, Ag is observed to be more effective at 3.34
eV as in the case of visible light enhancement from the
InGaN/GaN QW system. We thereby also present a theoret-
ical estimation of the Purcell enhancement factor for various
metals coupled to GaN/AlGaN QW �in Fig. 2�, which is
regarded as the figure of merit for surface plasmon based
emitters.1 The Purcell enhancement factor is obtained from
the ratio of the surface plasmon induced spontaneous recom-
bination rate ��p� to the radiative recombination rate ��o� of
the QW,

Fp��� =
�p��� + �0��� + �nr���

�0��� + �nr���
� 1 +

�p

�0
, �1�

where �nr is the nonradiative recombination rate and is con-
sidered to be negligible compared to the plasmon mediated
radiative recombination process. The modified light emission
depends on the density of the surface plasmon modes �����.

Utilizing the plasmon energy of various metals15 and the
optical constants of GaN/AlGaN,16 the Purcell enhancement
factor for various metal/GaN interface has been estimated
using Eq. �1�. It is observed that Al can couple to deep UV
photons due to higher SP energy but has a relatively an order
lower enhancement factor compared to Ag or Pt, which can
enhance the light emission up to �2.9 eV. Au and Cu can
resonantly enhance visible wavelength emission at around
2.2–2.4 eV with a higher Purcell factor compared to Ag.
Chromium has one of the highest Purcell enhancement factor
and can be effective for resonant SP coupling, the near-
infrared wavelength range including the communication
wavelength intersubband devices at 1.55 �m.17

Figure 4 shows the time-resolved PL measurement for
the AlGaN/GaN QWs in the presence of various metal lay-
ers. It is observed that below and around the emission edge

of the QW, the PL recombination lifetime is not influenced
by the Au or Al thin films, whereas the Ag surface plasmon
induced recombination process is significantly fast implying
radiative decay though SPP channels. At the QW emission
edge, the surface plasmon induced contribution due to Al
increases and the PL recombination lifetime becomes com-
parable to the silver surface plasmon induced recombination
process. Within the width of the emission spectrum, the Ag
induced SP decay rates are nearly three times faster than the
spontaneous decay rate of the AlGaN/GaN quantum well.
This enhancement in the decay rate is similar to the magni-
tude of the PL enhancement observed in the cw measurement
�Fig. 3�a��.

In conclusion, we present the enhancement of UV-light
emission from AlGaN/GaN quantum wells based on resonant
surface plasmon interaction. We demonstrate that the surface
plasmon energy of Ag/AlGaN material system can be in-
creased to the ultraviolet wavelength regime by increasing
the Al concentration in the AlGaN cap layer of the light
emitter. We also study the applicability of various metals on
GaN semiconductor for the surface plasmon enhanced light
emission. The increase in the light emission from AlGaN/
GaN quantum well due to being Ag and Al induced corre-
sponds to the enhancement in the spontaneous emission rate.
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Abstract: The nonlinear optical properties of thin ZnO film are studied 

using interferometric autocorrelation (IFRAC) microscopy. Ultrafast, 

below-bandgap excitation with 6-fs laser pulses at 800 nm focused to a spot 

size of 1 µm results in two emission bands in the blue and blue-green 

spectral region with distinctly different coherence properties. We show that 

an analysis of the wavelength-dependence of the interference fringes in the 

IFRAC signal allows for an unambiguous assignment of these bands as 

coherent second harmonic emission and incoherent, multiphoton-induced 

photoluminescence, respectively. More generally our analysis shows that 

IFRAC allows for a complete characterization of the coherence properties 

of the nonlinear optical emission from nanostructures in a single-beam 

experiment. Since this technique combines a very high temporal and spatial 

resolution we anticipate broad applications in nonlinear nano-optics. 

©2010 Optical Society of America 

OCIS codes: (320.7110) Ultrafast nonlinear optics; (190.4180) Multiphoton processes 

(250.5230) Photoluminescence. 
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1. Introduction 

When illuminating semiconducting or metallic solid state nanostructures with intense and 

broadband ultrashort optical pulses, a variety of nonlinear optical processes such as second or 

third harmonic generation (SHG, THG), multiphoton-induced luminescence (MPL), 

photoemission and others are induced. Quite often several of these phenomena occur 

simultaneously under the same experimental conditions, making it sometimes difficult to 

distinguish between them. Prominent examples having attracted considerable recent interest 

are the competition between SHG and multiphoton-induced visible photoluminescence in 

gold nanoparticles [1] or SHG, THG and MPL in wide bandgap semiconductors such as 

gallium nitride [2]. 

Particularly well-studied examples are ZnO films and nanostructures. The wide band gap 

energy of ZnO of 3.37 eV at room temperature and its large exciton binding energy of 

~60meV makes it a highly interesting material for various optoelectronics applications [3,4]. 

Also, ZnO powders and nanorods present an interesting prototypical material for exploring 

random lasing [5,6]. Consequently, the nonlinear optical properties of a variety of different 

ZnO thin films [7–10] and nanostructures [11–15] have been studied extensively. Quite 

generally, it is found that nonlinear optical efficiencies in ZnO nanostructures can be 

significantly larger than those of ZnO thin films but that the relative intensities of the different 

harmonic generation and photoluminescence contributions depend critically on the structural 

and morphological characteristics of the nanostructures as well as on the nature and 

concentration of defects in these samples [16]. 

Being able to clearly distinguish between optical harmonic generation (OHG) and 

luminescence processes is therefore crucial for a further optimization of their device 

performance. In general, this requires a complete characterization of the coherence properties 
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of the light being re-emitted from the nanostructures. Whereas OHG is a fully phase-coherent 

resonant scattering process, phase coherence to the driving laser is lost in incoherent MPL 

emission. Even though the coherence properties of the emitted radiation have been studied in 

great detail for linear light scattering from, e.g., semiconductor quantum wells [17–19], such 

analyses are scarce for nonlinear light scattering from nanostructures. 

Here we show that interferometric frequency-resolved autocorrelation (IFRAC) 

spectroscopy, a technique recently introduced to characterize ultrashort laser pulses [20], can 

quantitatively discriminate between OHG and MPL from semiconducting nanostructures. By 

experimentally and theoretically analyzing IFRAC spectra from thin ZnO films, we show that 

IFRAC probes the most important difference between SHG and MPL, i.e., their phase 

correlation with the excitation pulse. Due to its high temporal (< 6 fs) and spatial (< 500 nm) 

resolution, we foresee a variety of applications of this technique in probing the optical 

nonlinearities of individual nanostructures. 

2. Experimental setup 

The experimental setup used in this work is schematically shown in Fig. 1(a). Few-cycle laser 

pulses with an energy of 2.5 nJ and a duration of 6 fs are generated in a commercial 

Ti:sapphire oscillator (Femtolasers Rainbow) operating at a repetition rate of 82 MHz. The 

pulse dispersion is controlled by a pair of chirped mirrors with a group delay dispersion 

(GDD) of 45 fs2/bounce (Femtolasers GSM014). A pair of wedges (Femtolasers UA124, 

angle 2°48, Suprasil 1) is used to fine-tune the dispersion. Appropriately pre-compensated 

pulses with a GDD of < 200fs2 enter a dispersion-balanced, unstabilized Michelson 

interferometer with low-dispersion broadband dielectric beamsplitters. In the interferometer, a 

collinearly propagating pair of pulses with variable time delay   is generated. The pulse 

delay is controlled using a hardware-linearized single-axis piezo scanner (Physik Instrumente 

P-621.1CD PI-Hera). Fluctuations of   due to mechanical vibrations of the interferometer 

and the finite precision of the piezo scanner are less than 30 as. The pulse pair is expanded to 

a beam size of 15 mm in an all-reflective Kepler telescope. The beam is then focused to its 

diffraction limit using an all-reflective, aluminum-coated 36x Cassegrain (Davin Optronics, 

5004-000) microscope objective with a numerical aperture (NA) of 0.5. The spatial intensity 

profile of the focused spot is characterized by collecting the laser light through an aluminum 

coated near-field optical fiber (Veeco Instruments) with an aperture diameter of ~300nm, 

fabricated by focused-ion-beam milling. The tip is mounted on a hardware-linearized three-

axis piezo stage (Physik Instrumente NanoCube) with a positioning accuracy of better than 10 

nm. The intensity of the collected laser light is detected with a photomultiplier tube while 

scanning the tip through the focus. The spatial intensity distribution of the beam in the focus 

of the Cassegrain objective is shown in Fig. 1(b). The full width at half maximum of this 

distribution is 1.0 µm. The rather pronounced Airy fringes result from the obscuration of the 

central part of the beam by the inner mirror of the objective. 
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Fig. 1. (a) Experimental setup for interferometric frequency resolved autocorrelation (IFRAC) 

microscopy. A phase-locked pair of two 6-fs-optical pulses centered at 800 nm derived from a 

mode-locked Ti:Sapphire oscillator operating at 80 MHz repetition rate is generated in a 

dispersion-balanced Michelson interferometer. Pulses with an energy of 1 nJ are focused to the 

diffraction limit of about 1 µm onto the sample using an all-reflective Cassegrain objective. 

The emission from the sample is collected in a reflection geometry, spectrally dispersed in a 

monochromator and detected with a cooled CCD detector as a function of the time delay τ 

between both pulses. (b) Spatial intensity profile in the focal plane recorded by scanning a 

near-field fiber tip through the focus. (c) Interferometric autocorrelation (IAC) trace of the 

focused laser pulses (solid line). A simulation of the IAC trace based on the measured laser 

spectrum (inset) is shown as a dashed line. 

To record the time structure of the focused pulses, the tip is replaced with a 10 µm thick 

BBO crystal and interferometric autocorrelation (IAC) traces are recorded in the laser focus. 

In Fig. 1(c), a typical IAC trace of the laser pulses in the focus of the Cassegrain objective is 

shown. The spectrum of the incident laser pulses extending from 650 to 1050 nm is shown in 

the inset. A simulation of the IAC trace (Fig. 1(c), red dashed line) based on the measured 

pulse spectrum gives evidence that the focusing with the Cassegrain objective results in 

essentially bandwidth-limited pulses with a temporal duration of 6.0 fs (full width at half 

maximum of the pulse intensity) focused to a spot size of 1.0 µm. 

Thin ZnO layers with a thickness of 430 nm are deposited on a sapphire substrate using a 

sputtering technique. The films are sputter-deposited for 50 min at a RF power of 200 W and 

an Ar flow rate of 16 sccm. A scanning electron microscope (SEM) image of the ZnO film 

recorded under a viewing angle of 30° in shown in the inset of Fig. 2. The sputtering 

technique results in a slightly granular surface morphology with a typical grain size of about 

50 nm, much smaller than the wavelength of light. For the optical measurements reported 

here, the ZnO thin film can therefore be considered as a spatially homogeneous layer. 

Photoluminescence spectra are recorded at room temperature by exciting the sample at 337 

nm with a N2-laser. For the nonlinear optical measurements, the film is illuminated with 6-fs 

Ti:sapphire pulses focused through the Cassegrain objective. The emission from the ZnO 

sample is collected in reflection geometry, spectrally dispersed in a monochromator 

(SpectraPro-2500i, Acton) and detected with a deep-depletion liquid-nitrogen cooled CCD 

camera (Spec-10, Princeton Instruments). Interferometric frequency-resolved autocorrelation 

(IFRAC) traces are recorded by illuminating the film with a pair of phase-locked 6-fs laser 
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pulses and monitoring the nonlinear emission spectrum as a function of the delay  between 

these pulses. 

3. Experimental results 

A room-temperature photoluminescence spectrum of the ZnO layer recorded for above 

bandgap excitation at 337 nm is displayed in Fig. 2. As known for such films [21], it shows a 

strong and spectrally narrow free-exciton emission centered at 392 nm and a spectrally broad, 

defect-related blue-green emission band extending from 400 to 550 nm. The origin of the 

blue-green emission has strongly been debated in the literature [21] and it is generally 

believed that this emission involves multiple defects and/or defect complexes. 

 

Fig. 2. Room-temperature photoluminescence spectrum of the ZnO layer for one-photon, 

above-bandgap excitation at 337 nm. The spectrally narrow free-exciton emission around 392 

nm and the defect-related blue-green emission band extending from 400 to 550 nm are clearly 

distinguished. Inset: Scanning electron microscope image of the sputtered 400-nm-thick ZnO 

film. 

Nonlinear optical spectra recorded for below-band gap excitation with 6-fs-laser pulses 

centered at around 800 nm are shown in Fig. 3(a). Two prominent emission bands are found. 

The first one is centered at around 400 nm, slightly below the free-exciton resonance. The 

second emission band is centered around 500 nm. The intensity of both bands depends very 

differently on the laser intensity. The intensity 1I  of the 400-nm-band (red circles in Fig. 3(b)) 

scales essentially as the second power of the laser power P , 1

1

bI P  with 1 1.85 0.1b    

(solid line in Fig. 3(b)). This suggests that this emission arises predominantly from resonantly 

enhanced second harmonic generation (SHG) from the ZnO film. The drop in SHG intensity 

at 380   nm is then attributed to the reabsorption of SH radiation in the ZnO film. This 

assignment is in agreement with recent studies using more narrowband, spectrally tunable 

below-bandgap excitation [9]. The intensity 2I  of the blue-green emission band (red circles in 

Fig. 3(c)) depends much more strongly on the laser power, 
2

2

bI P  with 2 3.5 0.3b    

(solid line in Fig. 3(c)). A similarly pronounced power dependence has been observed before 

[9] and has led the authors to conclude that this emission band can be assigned to a 

multiphoton-induced luminescence band. Since the spectral shape in Fig. 3 is independent on 

the excitation power we conclude that stimulated emission processes, well known in ZnO 

nanostructures, can be neglected under excitation conditions chosen in our experiments. 
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Fig. 3. (a) Spectrally resolved nonlinear optical emission from a ZnO film. The sample is 

excited with 6-fs laser pulses pulses centered at 800 nm. The emission spectra are recorded as a 

function of the average laser power. Two emission bands, a blue emission around 400 nm and 

a blue-green emission around 500 nm are discerned. (b) Power dependence of the blue band, 

integrated between 360 and 460 nm (red circles) and allometric fit 
1bI P with 

1 1.85 0.1b    (black solid line). (c) Power dependence of the blue-green band, integrated 

between 470 and 520 nm (red circles) and allometric fit 
2bI P with 2 3.5 0.3b    

(black solid line). 

To further characterize the two nonlinear optical emission bands, we induce this emission 

by a phase-locked pair of collinearly propagating 6-fs laser pulses and record the emission 

intensity  ,IF dI    as a function of the interpulse delay  and the emission wavelength d . 

Such interferometric frequency resolved autocorrelation (IFRAC) measurements have 

successfully been used to characterize ultrashort laser pulses [20, 22] and very recently also to 

probe the optical nonlinearity of a single metallic nanotip [23]. An IFRAC trace  ,IF dI    

from the ZnO-layer recorded with pulses having an energy of 0.44 nJ (laser power 35 mW) is 

shown in Fig. 4(a). Here, the time delay   between the two pulses is varied between 30 fs 

and + 30 fs and the spectral emission is detected between 370 nm and 520 nm. As in Fig. 3, 

two distinct emission bands, the blue emission around 400 nm and the blue-green band around 

500 nm are discerned. The IFRAC signals of both bands show distinctly different dynamics 

and, most importantly, very different interference fringe patterns. In the blue emission band, 

the modulation period, i.e., the time difference between two fringe maxima, in a narrow 

region around 0   is 2 / 4 /d dT c     (
d : detection frequency) and varies linearly 

with the detection wavelength. This is schematically illustrated by the dotted lines in Fig. 4(a). 

At 400   nm we find 2.69 0.05T    fs, in good agreement with the expected value of 

2.67 fs. For larger  , the fringe spacing reduces to half this value. The wavelength-

dependence of the fringes is more clearly seen when looking at the magnitude of the Fourier 

transforms      , , expIF d IF dI I i d          along the delay axis   (Fig. 4(b)). This 

Fourier transform shows peaks around 0   (the DC component), / 2d    (the 

fundamental sidebands) and d    (the second order sidebands). It is important to note 

that in an off-resonant, coherent second harmonic experiment, the center frequencies of the 

fundamental and second order sidebands are proportional to the detection frequency [20]. 
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Fig. 4. (a) Experimental IFRAC traces from a 400-nm-thick ZnO layer plotted on a logarithmic 

scale. Two distinct emission-bands, the blue emission around 400 nm and a blue-green 

emission around 500 nm are discerned. Detection-wavelength dependent interference fringes 

with a period 2 /dT c , d : detection wavelength, c : speed of light, are observed in the 

wavelength range between 380 nm and 450 nm. This points to a coherent optical harmonic 

emission process. In the range between 460 nm and 520 nm, however, the interference fringes 

are independent of the detection-wavelength and modulation period of T  2.4 fs, indicating 

that the emission arises from an incoherent multiphoton-induced PL process. The different 

shape of the coherent and the incoherent emission is illustrated by dotted lines. (b) Spectral 

Fourier transformations of the IFRAC traces plotted on logarithmic intensity scale (c,d) IAC 

trace obtained by spectrally integrating the data in (a) from 380nm to 460nm and from 460nm 

to 520nm, respectively. 

Very different fringe patterns are observed in the IFRAC signal of the blue-green emission 

band (Fig. 4(a)). Here, pronounced fringes are only seen in a narrow region around 0   due 

to the large ( 2 3.5b  )nonlinear power dependence. Moreover, we observe, in the entire 

detection wavelength range between 460 and 520 nm, a fringe spacing 2.40 0.05T   fs 

which is independent of the detection wavelength. The detection-wavelength-independence of 

the fringe spacing is confirmed by looking at the Fourier transform  ,IF dI   . This signal is 

arguably much more complex than the corresponding signal in the blue emission band. In 

addition to the fundamental and second order sideband peaks it shows third order sideband 

peaks. Weak sidebands at the fourth and even fifth order (not shown) are also resolved when 

plotting  ,IF dI    on a logarithmic scale. Most notably, however, the center frequency   

of all sidebands is independent of the detection frequency. Regular interferometric 

autocorrelation (IAC) traces    ,IAC IF d dI I d     are deduced from the data in Fig. 4a 

by spectral integration over the wavelength range from 380 to 460 nm (blue-emission band) 

and 460 to 520 nm (blue-green emission band). The IAC traces are shown in Fig. 4(c) and (d), 

respectively. Notable in the IAC trace of the blue emission is the enhancement factor 

( 0) / lim ( )IAC IACI I


 


  of 6, which agrees well with 2 1.852 / 2 6.5    expected for 
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the observed nonlinear power dependence of 1.85. This IAC trace appears slightly broader 

than that recorded with a BBO crystal (Fig. 1(c)). The IAC trace of the blue-green emission 

(Fig. 4(d)) displays a much larger enhancement factor of 50  , close to the value of 64 

resulting from the strong power dependence of the involved optical nonlinearity. 

Consequently, the IAC extends over essentially only three cycles of the light field in the time 

domain. 

4. Discussion 

Apart from their different dynamics, the most notable difference between the interferometric 

frequency-resolved autocorrelation functions recorded in the blue and blue-green emission is 

the different detection wavelength dependence of the fringe spacing T . While 2 /dT c  in 

the blue band, T  is found to be independent of   in the blue-green band. For a coherent, off-

resonant second harmonic process, the wavelength scaling of T  is readily explained. Here, 

the interferometric SH signals recorded when exciting the sample with a phase-locked pulse 

pair are       
2

2

IACI E t E t dt     and 

        
2

2

, expIF d dI E t E t i t dt       . For excitation with a spectrally narrow-band 

laser pulse    exp LE t i t    one readily sees that 4 / dT   . For excitation with 

spectrally broad-band few-cycle pulses the analysis is slightly more involved and has been 

given in [20]. Here, the fringes in the IFRAC signal at early delay times are governed by the 

fundamental sideband which oscillates as cos
2

d  
 
 

 [20]. The fringe spacing is thus 

4 / dT   . At longer delay times, pronounced fringes with half the spacing are seen which 

reflect the second order sideband. 

In case of an incoherent, spontaneous emission process (photoluminescence), the expected 

IFRAC signals are fundamentally different. Here the phase relation between the excitation 

laser and re-emitted electric field form the sample is lost and the emitted intensity is 

proportional to the incoherent carrier population en  in the light-emitting state. We emphasize 

that despite of the incoherent nature of the emission, coherences fringes can be observed in 

autocorrelation measurements. Such fringes necessarily result from interferences in the 

excitation process of the system. This is readily understood by considering a dipole-allowed 

one-photon transition of a simple two-level system impulsively excited with a short pulse 

 
2

2/e rn d E   . Here, d  is the transition dipole moment and  rE   is the amplitude of 

the Fourier component of the laser electric field  E t  at the transition frequency r  between 

the ground and excited state of the system. The equality holds if the duration of the laser pulse 

is much shorter than the dephasing time of the two-level system. When impulsively exciting 

the system with a pair of pulses, a large population en  is therefore created if the field 

components at r  interfer contructively. The fringe spacing therefore is 2 / rT   . It is 

thus defined only by the energetics of the optically excited system and independent of the 

detection frequeny. It is important to note that in case of an incoherent emission process the 

emission frequency d  may differ from the transition frequency r  since the optically 

excited state may be coupled to the emitting state by inelastic relaxation processes. 

For multiphoton-excitation of a two-level system, the Rabi frequency     /r t d E t    

can be replaced by a generalized Rabi frequency     /
n

r t E t    [24]. Here,   is the 

transition matrix element for an n -photon transition between ground and excited state. The 
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impulsively excited carrier density is  
2

2/n

e rn d E   , where  n

rE   is the Fourier 

component of the n -th harmonic of the laser field at r . This results in a fringe-spacing 

2 / rT n  , which is – again – independent of the detection wavelength. 

 

Fig. 5. Schematic illustration of a four-level system with displaying both harmonic emission 

and multi-photon-induced photoluminescence. We assume that the electronic system is excited 

by an ultrafast laser pulse with electric field E(t) coupling the ground state 0 to an excited 

state 1 by two-photon absorption and to an excited state 2  by three-photon absorption. 

Second harmonic radiation is emitted from 1  whereas carriers in 2  are assumed to relax 

non-radiatively at rate 
rk  to a state 3  from which they return to the ground state by PL 

emission. 

We therefore conclude very generally that coherent and incoherent emission processes 

result in fundamentally different IFRAC signals. Coherent emission processes such as 

Rayleigh scattering or optical harmonic generation result in a fringe spacing which is 

proportional to the detection wavelength. Incoherent spontaneous emission processes, 

however, are characterized by a detection-wavelength independent fringe spacing. This 

spacing is governed by the energy of the optically excited state which may differ from that of 

the light-emitting state. IFRAC measurements can therefore distinguish between coherent and 

incoherent emission and provide a full characterization of the coherence properties of the re-

emitted light. 

This leads us to conclude that in the case of the ZnO films studied in this work, the IFRAC 

signal in the blue emission region in Fig. 4(a) results predominantly from coherent second 

harmonic generation in the ZnO film whereas the IFRAC signal in the blue-green region in 

Fig. 4(a) reflects multiphoton-absorption in the ZnO film followed by incoherent, spontaneous 

emission from below-bandgap defect states. The short fringe spacing of 2.4T   fs and the 

strong power dependence of the of the optical nonlinearity 2 3.5b   indicates that, here, 

multiphoton-absorption creates carriers in the conduction band of ZnO which then relax into 

the light-emitting below-bandgap defect states. 

For a more quantitative analysis of the data in Fig. 4(a), we have simulated these results 

within the framework of optical Bloch equations. As schematically illustrated in Fig. 5, we 

model the ZnO film as an effective 4-level-system with a ground state 0  and three excited 

states 1 - 3 . We assume that state 1  is coupled to the ground state by two-photon 

absorption, whereas 2  couples to 0  by three-photon absorption. We also assume that 

carriers 2  can relax at a rate rk  to the low-lying state 3  from where they can 
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spontaneously emit light. The Hamiltonian of the isolated system is then given as 

0 iH i i , 0...3i  , and that for light-matter interaction is 

    1 20 1 1 0 0 2 2 0I r rH t      , with generalized Rabi frequencies 

   
2

1 /r t E t   and    
3

2 /r t E t  . Here   (  ) denotes the matrix element for 

two-photon (three-photon) interaction between states 0  and 1  ( 0  and 2 ). For 

simplicity, we assume real matrix elements. The time-evolution of the density matrix of the 

system is obtained by solving the Liouville-von Neumann equation 

 ,
rel

i
H

t t
  

 
  

 
. The last term includes possible dephasing and relaxation 

processes. The equations of motion for the relevant polarizations then read 

    01 10 1 11 00 1 0 01

1

0121
r T

i i                (1) 

    02 10 2 22 00 2 0 02

1

022 22
r

kr

T
i i       

 
   
 

        (2) 

Polarization dephasing times 12T  and 22T  are introduced phenomenologically. The 

population dynamics are deduced from 

    00 1 01 2 02 332 Im 2 Imr r emk          (3) 

  11 1 012 Imr    (4) 

  22 2 02 222 Imr rk      (5) 

 33 22 33r emk k     (6) 

Here 
1

emk 
 denotes the radiative lifetime of state 3 . The second harmonic field emitted 

from the sample is taken as     1 01ReSHE t d t   with 
1d  being the one-photon transition 

dipole matrix element of states 0  and 1 . The spontaneous emission intensity from level 

3  is modeled as      33 0PLI t PL     with  33 0t  being the population in level 3  at 

a finite delay time 0t  after the arrival of the laser pulse and  PL   being the emission 

spectrum in the blue-green region deduced from Figs. 3 and 4. The experimental data are 

modeled by taking a phase-locked pair of unchirped 6-fs-pulses as the input field  E t . The 

IFRAC traces are then simulated using        
2

, exp ,IF d SH d PL dI E i t dt I        . 

Model simulations have been performed taking unchirped laser pulses with a Gaussian 

spectrum and with the spectrum seen in Fig. 1(c). Results of such simulations for optimized 

system parameters are shown in Fig. 6(a). Obviously the salient features of the experiment, 

specifically the different wavelength dependence of the fringe spacings in the blue and blue-

green emission band are rather well reproduced. To reach good agreement with experiment, a 

few assumptions about the properties of the four-level-system are necessary: 

(i) The energy of the SH-emitting state 1  should be chosen around 3.1 eV (400 nm), slightly 

below the ZnO bandgap, and a short, yet finite, dephasing time 12 7 2T    fs should be 

assumed to match the IFRAC traces in the blue range. Good agreement is found when taking 

bandwidth-limited pulses with the spectrum shown in Fig. 1(c) and a dephasing time of 7 fs. 
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(ii) A large energy of the three-photon active state 2  of 5.1 eV (240 nm), far above the ZnO 

bandgap, should be chosen to match the detection-wavelength independent fringe spacing of 

2.4 fs in the blue-green emission band. The dephasing time 
22T  should not be longer than 3 

fs to match the time dynamics of the experimentally-recorded IFRAC trace. 

With these assumptions the wavelength-dependence and the dynamics of the IFRAC 

traces are reasonably well reproduced. Also the dynamics of the spectrally-integrated IAC 

traces in Fig. 6(c,d) are similar to those in the experiment (Fig. 4(c,d)). The IFRAC signal in 

the blue range shows a fringe spacing 4 / dT   . Clearly, the blue emission results almost 

entirely from coherent second harmonic emission. A closer comparison between the IFRAC 

simulations for coherent second harmonic emission (Fig. 6a) and the experimental data in the 

blue emission band (Fig. 4a) shows the following important features: (i) At sufficiently long 

delay times, all fringes have comparable signal intensities. These fringes persist even if the 

pulse delay   is much larger than the dephasing time 
12T . They result from the interference 

of the second harmonic fields 
SHE  generated by each of the two temporally well-separated 

pulses (s. Eq. (4) in Ref. 20). They persist until   becomes larger than the inverse spectral 

resolution of the monochromator used for IFRAC detection. These fringes give rise to the 

spectrally narrow second order sideband in the Fourier spectra. 

(ii) At early times also second harmonic signals induced by the direct interference of the laser 

fields of the two pulses on the sample contribute. These signals results in a rather complex 

temporal and spectral IFRAC pattern arising from the interference between both pulses and 

the coherent polarizations induced in the nonlinear medium. They therefore persist only for 

delays similar to 12T . Essentially, we find that “even” fringes at 4 / ,dn n     extend 

over the full range of detection wavelength range. The “odd” fringes at 

 2 1 2 / ,dn n     , however, have high intensity only for short detection 

wavelengths, 1 0d    , yet weak intensity for longer wavelengths. For the “even” 

harmonics, the fields at the fundamental laser frequency and at the second harmonic 

frequency are in phase, and constructive interference is seen for all detection wavelengths. For 

the “odd” harmonics, however, the interference pattern apparently depends on the phase of the 

second harmonic polarization 
01  which exhibits a phase jump at d  and hence gives rise to 

constructive interference for 1 0d    , yet destructive interference at longer wavelengths. 

A full analysis of these interference patterns is currently underway and will be given 

elsewhere. 
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Fig. 6. (a) Simulation of an IFRAC trace for the model system illustrated in Fig. 5 after 

excitation with a 6-fs-laser pulse plotted on a logarithmic scale. In agreement with the 

experimental data in Fig. 4(a), the simulation shows emission-wavelength-dependent 

interference fringes in the region around 440 nm, reflecting coherent second harmonic 

emission. The wavelength-independent fringes around 500 nm reflect incoherent three-photon-

induced photoluminescence. (b) Spectral Fourier transformations of the IFRAC traces plotted 

on logarithmic intensity scale. (c) IAC trace obtained by spectrally integrating the data in (a) 

from 380nm to 460nm. (d) IAC trace obtained by integrating the data in (a) from 460nm to 

520nm. 

In the region of the blue-green emission, the data in Fig. 6(a) show interference fringes 

with a spacing which is independent on the detection-wavelength. We take this a a clear 

signature that the blue-green emission arises predominantly from an incoherent 

photoluminescence process. A closer comparison between the Fourier-transformed IFRAC 

signals in Fig. 4(b) and 6(b) indicates, however, that the microscopic mechanisms resulting in 

the blue-green emission are certainly much more complicated than a three-photon-induced 

absorption into a higher-lying electronic state far above the bandgap. The strong power 

dependence of the nonlinear optical signal ( 2 3.5b  ) and the complex IFRAC-spectrum in 

Fig. 6(b) may probably be explained by an interference between different nonlinear optical 

processes. It is likely that this strong power dependence results from field-induced ionization 

processes, i.e., the generation of a dense electron-hole plasma in the ZnO film by below-band 

gap excitation. Its effect on the optical nonlinearities of ZnO nanostructures will be subject of 

further investigations. 

5. Conclusions 

In summary, we have studied the nonlinear optical properties of thin zinc oxide films using 

interferometric frequency-resolved autocorrelation (IFRAC) microscopy following impulsive 

excitation with 6-fs optical pulses focused to a spot size of 1 µm. Two emission bands with 

distinctly different coherence properties are observed in the blue and blue-green emission 

region. Both bands display very different wavelength dependencies of the interference 

patterns of their IFRAC signals. A new IFRAC analysis based on solutions of optical Bloch 

equations shows that this can directly be traced back to the different coherence properties of 
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the two emission channels. This analysis allows us to unambiguously assign the blue band as 

resonantly enhanced coherent second harmonic emission close to the band gap of ZnO. The 

blue-green emission band, displaying detection-wavelength independent fringes, results from 

multiphoton-absorption-induced incoherent spontaneous emission from below bandgap defect 

states. Our results show that IFRAC microscopy is a new and elegant way to fully 

characterize the coherence properties of the optical emission from nanostructures. With its 

high time resolution of a few fs only, it can directly probe the dynamics of coherent optical 

polarizations in nanostructures in the time domain. Its high spatial resolution makes it 

interesting for studying the nonlinear optical properties of single nanostructure and/or for 

coherent nonlinear optical microscopy. 
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Abstract: We theoretically analyzed the lower bound of energy dissipation 
required for optical excitation transfer from smaller quantum dots to larger 
ones via optical near-field interactions. The coherent interaction between 
two quantum dots via optical near-fields results in unidirectional excitation 
transfer by an energy dissipation process occurring in the larger dot. We 
investigated the lower bound of this energy dissipation, or the intersublevel 
energy difference at the larger dot, when the excitation appearing in the 
larger dot originated from the excitation transfer via optical near-field 
interactions. We demonstrate that the energy dissipation could be as low as 
25 μeV. Compared with the bit flip energy of an electrically wired device, 
this is about 104 times more energy efficient. The achievable integration 
density of nanophotonic devices is also analyzed based on the energy 
dissipation and the error ratio while assuming a Yukawa-type potential for 
the optical near-field interactions. 
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1. Introduction 

Energy efficiency is an issue of increasing importance in today’s information and 
communications technology (ICT) in order to abate CO2 production [1]. Various approaches 
have been intensively studied regarding energy efficiency, ranging from analysis of 
fundamental physical processes [2,3] to system-level smart energy management [4]. Energy 
efficiency involving optical processes has also been considered in terms of, for example, how 
we can fully exploit the low-loss, wavelength-multiplexed, high-bandwidth nature of optical 
communications for efficient energy usage [5,6]. 

The fundamental physical attributes of photons exploited so far are, however, typically 
just the ability to utilize fully optical end-to-end connections and the multiplexing nature of 
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propagating light. One of the primary objectives of this paper is to note another unique 
attribute available on the nanometer scale, that is, optical near-field interactions [7]. In related 
issues, the limit on the integration density determined by power dissipation and signal-to-
noise ratio was studied by Thylén et al. in systems composed of metal and quantum dots [8]. 
However, the fundamental physical mechanisms studied so far are based on a dipole 
coupling, which is significantly different from the optical excitation transfer via optical near-
field interactions discussed in this paper. Here we theoretically demonstrate that the energy 
dissipation in optical excitation transfer via optical near-field interactions could be as low as 
25 μeV, which is about 104 times smaller than the bit flip energy in a conventional electrically 
wired device. 

As discussed in detail later, optical excitations could be transferred from smaller quantum 
dots (QDs) to larger ones via optical near-field interactions that allow transitions even to 
conventionally electric-dipole forbidden energy levels. Such optical excitation transfers have 
been experimentally demonstrated in various materials, such as CuCl [9], CdSe [10], and 
CdTe [11]. Geometry-controlled nanostructures are also seeing rapid progress, such as in 
size- and density-controlled InAs QDs [12], stacked InAs QDs [13], ring-shaped QDs [14], 
and ZnO nanorods [15]. Theoretical foundations have been constructed, such as the dressed 
photon model that unifies photons and material excitations on the nanometer scale, validating 
the non-zero transition probabilities even for conventionally electric-dipole forbidden energy 
levels [7]. Based on these principles and enabling technologies, a wide range of device 
operations have been demonstrated, such as logic gates [16,17], interconnects [18], energy 
concentration [11,19], and so forth. In considering a bit flip in nanophotonic logic gates, we 
need to combine multiple optical excitation transfers from smaller QDs to larger ones among 
multiple quantum dots; for instance, three QDs are needed in the case of an AND gate 
[16,18]. Therefore, this paper, dealing with the energy dissipation in optical excitation 
transfer composed of two dots, constitutes a foundation for nanophotonic devices in general. 

The energy dissipation in such an optical excitation transfer from a smaller QD to a large 
one is the energy relaxation processes that occur at the destination QD (namely, the larger 
QD). In other words, the coherent interaction between two QDs via optical near-fields results 
in a unidirectional excitation transfer from a smaller QD to a larger one by the energy 
dissipation occurring in the larger QD [20]. In electrically wired devices, the dissipation 
occurring in external circuits is crucial in completing signal transfer. Such a fundamental 
principle also impacts tamper resistance against non-invasive attacks; tampering of 
information could easily be possible by monitoring power consumption patterns in 
electrically wired devices [21], whereas it is hard in optical excitation transfer since energy 
dissipation occurs at the destination QDs [22]. In this paper, we quantitatively investigate 
how such energy dissipation at the destination QD could be minimized. Here, it should be 
noted that the primary objective of this paper is to reveal the theoretical limitations of the 
principle provided by optical excitation transfer. We start our discussion with a theoretical 
model for cubic quantum dots and assume typical values for the inter-dots distance and 
interaction time, and so on. However we can extend the theoretical investigation into the 
parameter range where one of the ideal dots corresponds practically to a coupled quantum dot 
system in which inter-dot electron transfer takes place between energy level with a separation 
much smaller than those feasible by a single quantum dot. 

2. Modeling 

We begin with the interaction Hamiltonian between an electron–hole pair and an electric 
field, which is given by 

 3 †

, ,

ˆ ˆ ˆ( ) ( ) ( ),int i j

i j e h

H d r e 


   r r E r r  (1) 

where e represents a charge, 
†ˆ ( )i r  and ˆ ( )j r  are respectively creation and annihilation 

operators of either an electron (i, j=e) or a hole (i, j=h) at r, and E(r) is the electric field [23]. 
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In usual light–matter interactions, E(r) is a constant since the electric field of diffraction-
limited propagating light is homogeneous on the nanometer scale. Therefore, as is well 
known, we can derive optical selection rules by calculating the dipole transition matrix 
elements. As a consequence, in the case of cubic quantum dots for instance, transitions to 
states containing an even quantum number are prohibited. In the case of optical near-field 
interactions, on the other hand, due to the steep electric field of optical near-fields in the 
vicinity of nano-scale material, an optical transition that violates conventional optical 
selection rules is allowed. A detailed physical discussion is found in Ref [7]. 

Using near-field interactions, optical excitations in quantum dots can be transferred to 
neighboring ones. For instance, assume two cubic quantum dots whose side lengths are a and 

2a , which we call QDS and QDL, respectively, as shown in Fig. 1(a). Suppose that the 

energy eigenvalues for the quantized exciton energy level specified by quantum numbers (nx, 
ny,nz) in a QD with side length L are given by 

 
2 2

2 2 2

( , , ) 2
( ),

2x y zn n n B x y zE E n n n
ML


   


 (2) 

where EB is the transition energy of the bulk exciton, and M is the effective mass of the 
exciton. According to Eq. (2), there exists a resonance between the level of quantum number 
(1,1,1) for QDS and that of quantum number (2,1,1) for QDL. Hereafter, the (1,1,1)-level of 

QDS is denoted by ES, and the (2,1,1)-level of QDL is called 
2LE . There is an optical near-

field interaction, which is denoted by 
2SLU , due to the steep electric field in the vicinity of 

QDS. Therefore, excitons in S can move to L2 in QDL. Note that such a transfer is prohibited 
in propagating light since the (2,1,1)-level in QDL contains an even number. In QDL, the 
exciton undergoes intersublevel energy relaxation due to exciton–phonon coupling, denoted 
by Γ, which is faster than the near-field interaction [9,24], and so the exciton relaxes to the 

(1,1,1)-level of QDL, which is called 
1LE  hereafter. We should note that the intersublevel 

relaxation determines the uni-directional exciton transfer from QDS to QDL. Also, we assume 
far-field input light irradiation at the optical frequency ωext. 

 

Fig. 1. (a) Optical near-field interaction between a smaller quantum dot (QDS) and a larger one 
(QDL). The input light is given by external propagating light at an optical frequency ωext. (b) 
State transition diagram of the two-dot system. 

Here we first introduce quantum mechanical modeling of the total system based on a 
density matrix formalism. There are in total eight states where either zero, one, or two 
exciton(s) can sit in the energy levels of S, L1, and L2 in the system, as schematically 
summarized in the diagram shown in Fig. 1(a). Here, the interactions between QDS and QDL 

are denoted by 
iSLU  (i=1,2), and the radiative relaxation rates from ES and 

1LE  are 

respectively given by 
S  and 

L . Then, letting the (i,i) element of the density matrix 
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correspond to the state denoted by i in Fig. 1(b), the quantum master equation of the total 
system is given by [25] 

 

 
   

   

† † †

† † † † † †
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where the interaction Hamiltonian Hint is given by 

 

1

1

2

2

1 2

1 2

2 1

2 1

2

2

1

1

( )

( )

( ) ( )

( ) ( )

( )

( )

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

S L

S L

S L S L

S L S L

S L

S L

i

SL

i

SL

i i

SL SL

int i i

SL SL

i

SL

i

SL

U e

U e

U e U e
H

U e U e

U e

U e

 

 

     

   

  

  

 
 
 
 
 
 
 

 






 

,







(4) 

where S , 
1L , and 

2L  respectively indicate eigenenergy levels associated with SE , 
1LE , 

and 
2LE . The matrices †S , 

†

1L , and †

2L  respectively are creation operators that create 

excitations in 
SE , 

2LE , and 
1LE , defined by 

 
† † †
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and S, L1, and L2 in Eq. (4) are respectively annihilation operators given by the transposes of 
the matrices of Eq. (5). Hext indicates the Hamiltonian representing the interaction between the 
external input light at frequency ωext and the quantum dot system, given by 
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1 1
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†

1 1
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 

       


      


 (6) 

where gate(t) specifies the duration and the amplitude of the external input light. Also, note 

that the input light could couple to the (1,1,1)-level ES in QDS, and to the (1,1,1)-level 
1LE  in 

QDL, because those levels are electric dipole-allowed energy levels. Setting the initial 
condition as an empty state, and giving the external input light in Eq. (6), the time evolution 
of the population is obtained by solving the master equation given by Eq. (3). 

3. Lower bound of energy dissipation in the optical excitation transfer 

Then we introduce two different system setups to investigate the minimum energy dissipation 
in the optical excitation transfer modeled above. In the first one, System A in Fig. 2(a), two 
quantum dots are closely located in the region where the optical excitation transfer from QDS 

to QDL occurs. We assume 
2

1

SLU 
 of 100 ps in System A, denoted by 1

AU   in Fig. 2(a), which 
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is close to typical values of optical near-field interactions experimentally observed in CuCl 
QDs (130 ps) [16], ZnO quantum-well structures (130 ps) [17], ZnO QDs (144 ps) [26], and 
CdSe QDs (135 ps) [27]. The intersublevel relaxation time, due to exciton–phonon coupling, 

is in the 1–10 ps range [9,24,28], and here we assume 1 10 ps  . In System B on the other 

hand, shown in Fig. 2(b), the two quantum dots are located far away from each other. 
Therefore the interactions between QDS and QDL are negligible, and thus the optical 
excitation transfer from QDS to QDL does not occur, and the radiation from QDL should 

normally be zero. We assume 
2

1

SLU   10,000 ps for System B, denoted by 1

BU   in Fig. 2(b), 

indicating effectively no interactions between the quantum dots. 
One remark here is that the particular value of the inter-dot interaction time of System A 

and System B is related to the distance between two quantum dots. The optical near-field 
interaction between two nanoparticles is known to be expressed as a screened potential using 
a Yukawa function, given by 

 
exp( )

,
A r

U
r


  (7) 

 

Fig. 2. Two representative quantum dot systems: (a) System A, where the inter-dot interaction 
is strong (100 ps), and (b) System B, where the interaction is negligible (10,000 ps). (c) 
Yukawa-type screened potential of an optical near-field interaction between two QDs as a 
function of the inter-dot distance. 

where r is the distance between the two [29]. In this representation, the optical near-field is 
localized around nanoparticles, and its decay length is equivalent to the particle size. Here it 
should be noted that the inter-dot distance of System B indicates how closely independent 
functional elements can be located. In other words, the interaction time of System B is 
correlated with the integration density of the total system. In order to analyze such spatial 

density dependences, we assume that 
2

1

SLU 
 values of 100 ps and 10,000 ps correspond to the 

inter-dot distances of 50 and 500 nm, respectively. Here, the stronger interaction (100 ps) has 
been assumed, as already mentioned, based on a typical interaction time between closely 
separated quantum dots [7]. We also assume that the negligible magnitude of the interaction 
(10,000 ps) corresponds to a situation when the inter-dot distance is around optical 
wavelengths. Figure 2(c) shows the Yukawa-type potential curve given by Eq. (7). Further 
discussion on the integration density will be given at the end of this paper. 

The energy dissipation in the optical excitation transfer from QDS to QDL is the 

intersublevel relaxation in QDL given by 
2 1L LE E   . Therefore, the issue is to derive the 

minimum of Δ. When this energy difference is too small, the input light may directly couple 
to L1, resulting in output radiation from QDL, even in System B. In other words, we would not 
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be able to recognize the origin of the output radiation from QDL if it involves the optical 
excitation transfer from QDS to QDL in System A, or it directly couples to L1 in System B. 
Therefore, the intended proper system behavior is to observe higher populations from L2 in 
System A while at the same time observing lower populations from L2 in System B. 

We first assume pulsed input light irradiation with a duration of 150 ps at 3.4 eV 
(wavelength 365 nm), and assume that the energy level S is resonant with the input light. 

Also, we assume the radiation lifetime of QDL to be 1 1 nsL
   and that of QDS to be 

1 3/22 1 ~ 2.83 nsS
    since it is inversely proportional to the volume of the QDs [10]. The 

solid and dashed curves in Fig. 3 respectively represent the evolutions of populations related 

to the radiation from the energy level of 
1LE  and ES for both System A and System B, 

assuming three different values of Δ: (i) Δ=2.5 meV, (ii) Δ = 17 μeV, and (iii) Δ = 0.25 μeV. 

In the case of (i), there is nearly zero population in System B from 
1LE , which is the 

expected proper behavior of the system since there are no interactions between the quantum 

dots. The radiation from QDS is observed with its radiation decay rate ( S ). In System A, on 

the other hand, populations from 
1LE  do appear. Note that the population involving the output 

energy level 
1LE  is only 0.17 when the input pulse is terminated (t = 150 ps), whereas the 

population involving ES at t = 150 ps is 0.81. Therefore, the increased population from 
1LE  

after t = 150 ps is due to the optical excitation transfer from QDS to QDL. In the case of (iii), 
due to the small energy difference, the input light directly couples with L1; therefore, both 

System A and System B yield higher populations from 
1LE , which is an unintended system 

behavior. Finally, in case (ii), the population from L1 in System B is not as large as in case 
(iii), but it exhibits a non-zero value compared with case (i), indicating that the energy 
difference Δ = 17 μeV may be around the middle of the intended and unintended system 
operations involving optical excitation transfer between QDS and QDL. 

 

Fig. 3. Evolutions of the populations of the radiation from QDS (dashed curve) and QDL (solid 
curve) with 150 fs-duration input pulse radiating both System A and System B. The energy 
dissipation in QDL is arranged to be (i) 2.5 meV, (ii) 17 μeV, and (iii) 0.25 μeV. 

When we assume a longer duration of the input light, the population converges to a steady 
state. Radiating a pulse with a duration of 10 ns at the same wavelength (365 nm), Fig. 4(a) 

summarizes the steady state output populations involving energy level 
1LE  evaluated at t = 10 

ns as a function of the energy dissipation. The intended system behavior, that is, higher output 
population in System A and lower one in System B, is obtained in the region where energy 
dissipation is larger than around 25 μeV. 
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Fig. 4. (a) Steady-state population involving energy level 
1LE  in System A (squares) and 

System B as a function of the energy dissipation. For System B, three different cases are 

shown, with 
-1

BU  of 500, 1,000, and 10,000 ps respectively indicated by , , and  marks. 

(b) Energy dissipation as a function of error ratio regarding optical excitation transfer and 

classical electrically wired device (more specifically a CMOS logic gate) based on Ref [2]. 

The energy dissipation of optical excitation transfer is about 104 times lower than that in 
classical electrically wired devices. (c) As the optical near-field interaction time of System B 
decreases, the lower bound of the error ratio increases, indicating that the performance could 
be degraded with increasing integration density. The error ratio is evaluated as the number of 
independent functional blocks within an area of 1 μm2. 

If we treat the population from System A as the amplitude of the “signal” and that from 
System B as “noise”, the signal-to-noise ratio (SNR) can be evaluated based on the numerical 
values obtained in Fig. 4(a). To put it another way, from the viewpoint of the destination QD 
(or QDL), the signal should come from QDS in its proximity (as in the case of System A), not 
from QDS far from QDL (as in the case of System B); such a picture will aid in understanding 
the physical meaning of the SNR defined here. Also, here we suppose that the input data are 
coded in an external system, and the input light at frequency ωext irradiates QDS. With SNR, 
the error ratio (PE), or equivalently Bit Error Rate (BER), is derived by the formula 

(1/ 2) ( / 2 2)EP erfc SNR  where 2( ) 2 / exp( )
x

erfc x x dx


  , called the 

complementary error function [30]. The circles in Fig. 4(b) represent the energy dissipation as 
a function of the error ratio assuming the photon energy used in the above study (3.4 eV). 
According to Ref [2], the minimum energy dissipation (Ed) in classical electrically wired 
devices (specifically, energy dissipation required for a single bit flip in a CMOS logic gate) is 
given by 
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which is indicated by the squares in Fig. 4(b). For example, when the error ratio is 106, the 
minimum Δ in the optical excitation transfer is about 0.024 meV, whereas that of the classical 
electrical device is about 303 meV; the former is about 104 times more energy efficient than 
the latter. 

As mentioned earlier, the performance of System B depends on the distance between the 

QDs. When the interaction time of System B ( 1

BU  ) gets larger, such as 500 ps, the steady 

state population involving L1 is as indicated by the triangular marks in Fig. 4(a); the 
population stays higher even with increasing energy dissipation compared with the former 

case of 1

BU    10,000 ps. This means that the lower bound of the SNR results in a poorer 

value. In fact, as demonstrated by the triangular marks (1) in Fig. 4(b), the BER cannot be 

smaller than around 104, even with increasing energy dissipation. The lower bound of the 

BER decreases as the interaction time 1

BU   increases (namely, weaker inter-dot interaction), 

as demonstrated by the triangular and square marks (2) to (6) in Fig. 4(b). 
Now, suppose that an independent nanophotonic circuit needs a spatial area specified by 

the square of the inter-dot distance corresponding to UB so that no interference occurs 
between adjacent circuits; this gives the integration density of nanophotonic circuits in a unit 
area. When the energy cost paid (namely, the energy dissipation) is 3.4 meV, the BER of the 
system is evaluated as the square marks in Fig. 4(c) as a function of the number of 
independent functional blocks within an area of 1 μm2; we can observe that the system likely 
sacrifices more errors as the integration density increases. 

Finally, here we make a few remarks regarding the discussion above. First, we assume 
arrays of “identical” independent circuits in the above density discussion. Therefore, two 
circuits need spatial separations given by UB so that unintended behavior does not occur. 
However, when two adjacent nanophotonic circuits are operated with different optical 
frequencies so that they can behave independently [18], those two circuits could be located 
more closely, which would greatly improve the integration density as a whole. Hierarchical 
properties of optical near-fields [31] would also impact the integration density. Further 
analysis and design methodologies of complex nanophotonic systems, as well as comparison 
to electronic devices, will be another issue to pursue in future work. Second, the energy 
separation in a single destination QD being limited by its size is lying in the range of meV, so 
that the results of energy separations in μeV range correspond to the cases where the 
destination dot QDL represents a theoretical model of a coupled quantum dot system such as a 
pair of quantum dots. It exerts optical near-field interactions with QDS followed by inter-dot 
electron transfer resulting in optical radiation. In fact, one of the authors’ research group have 
recently demonstrated a spin-dependent carrier transfer leading to optical radiation between a 
coupled double quantum wells system composed of magnetic and nonmagnetic 
semiconductors [32], which can be applicable to quantum dot systems [33]. Third, as 
mentioned in the introduction, in considering a bit flip in nanophotonic devices, we need to 
combine multiple optical excitation transfers from smaller dots to larger ones in systems 
composed of multiple quantum dots, for instance, three dots in the case of an AND gate [16]. 
In a future study, we will investigate the required energy for nanophotonic devices in general 
based on the results shown in this paper. 

4. Summary 

In summary, we theoretically investigated the lower bound of energy dissipation required for 
optical excitation transfer from smaller quantum dots to larger ones via optical near-field 
interactions. A quantum mechanical formulation of quantum dot systems provides systematic 
and quantitative analysis of the intended and unintended behaviors of optical excitation 
transfer as a function of the energy dissipation, or intersublevel relaxation, occurring at the 
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destination quantum dot. We demonstrated that the energy dissipation is as low as 25 μeV, 
which is about 104 times more energy efficient than the bit flip energy in a conventional 
electrically wired device. We also discussed the integration density of nanophotonic devices 
by taking account of energy dissipation, bit error rate, and the optical near-field interactions 
whose spatial nature is characterized by a Yukawa-type potential. 

We will also investigate the energy efficiency by comparing this approach to light 
harvesting antennae observed in nature [34,35] whose physical mechanism is known to be 
similar to optical excitation transfer between QDs. More generally, it has been known that the 
energy efficiency in biological systems is 104 times superior to today’s electrical computers 
[36]. We will also seek how to realize computational systems by combinations of optical 
excitation transfer, whose elemental energy efficiency could be comparable to that of 
biological systems. 
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network of optical near-field interactions. With a density-matrix-based formalization of interdot near-field
interactions, our theoretical approach allows systematic analysis of layered CdTe quantum dot systems, reveal-
ing dominant factors contributing to the efficient optical excitation transfer and demonstrating good agreement
with previous experimental observations. We also show that the efficiency of optical excitation transfer could
be further improved by optimizing the interaction network.
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I. INTRODUCTION

Optical near-field interactions on the nanometer scale
have been studied intensively both theoretically and experi-
mentally because of their potential impact in a wide range of
applications. One of their unique enabling functions is opti-
cal excitation transfer between nanoscale matter, such as
semiconductor quantum dots �QDs�, via optical near-field
interactions.1 This offers various applications, including
subwavelength-scale optical devices beyond the diffraction
limit of light,2–5 light harvesting systems,6–9

nanofabrication,10 and many others. Experimental materials
exploiting optical near-field interactions have been seeing
rapid progress, such as randomly diffused quantum dots,11–14

geometry-controlled quantum dot arrangements,15,16 ZnO
nanorods,17 and others. Theoretical fundamentals have also
been built, such as in the dressed photon model,1 which ex-
plains the possibility of optical transitions between conven-
tionally electric dipole forbidden energy levels, thanks to the
localized nature of a photon dressed by material excitations
in its vicinity.18

One of the most interesting consequences of optical exci-
tation transfer is energy concentration to larger quantum dots
from smaller ones via optical near-field interactions. Those
have been observed in some materials, most notably CuCl,3,6

CdSe,14,15 CdTe,19,20 and InAs quantum dots.21 In Refs. 19
and 20, the Feldmann group experimentally demonstrated
superefficient energy concentration, where the radiation from
layered graded-size CdTe quantum dots exhibits a signal
nearly four times larger than that from structures composed
of uniform-size quantum dots, which has been called exciton
recycling19 or superefficient exciton funneling.20

In the literature, dipole-dipole interactions such as Förster
resonant energy transfer are typically used in explaining en-
ergy transfer from smaller QDs to larger ones.15,22 However,
it should be noted that such point-dipole-based modeling
does not allow optical transitions to dipole-forbidden energy
sublevels, which is often the case with the experimental con-
ditions of two closely located QDs of slightly different size

�rigorously, with a size ratio of 1.45 in the case of spherical
QDs, as discussed in Sec. II�. Also, recent experimental ob-
servations in light harvesting antenna indicate the inaccuracy
of dipole-based modeling.9,23 On the other hand, as men-
tioned already above, the localized nature of optical near
fields frees us from conventional optical selection rules,
meaning that optical excitation could excite QDs to energy
levels that are conventionally electric dipole forbidden.1,4

This has been demonstrated experimentally and validated
theoretically in, e.g., logic devices and systems,24 and energy
concentration applications.3,6

In this paper, we analyze the superefficient energy con-
centration in layered QD systems like those experimentally
reported in Refs. 19 and 20 within the theoretical framework
of optical near-field interactions. We formulate an interaction
network among layered nanostructures whereby the dynam-
ics of the structure-dependent optical excitation transfer in-
volving electric dipole forbidden energy levels is systemati-
cally analyzed based on a density-matrix formalism. We
demonstrate that the increase in the radiation from the
graded-size quantum dot system shows good agreement be-
tween the experiment and theory.

This paper is organized as follows. In Sec. II, we first
review the experimental observations in layered CdTe quan-
tum dot nanostructures reported so far and describe theoret-
ical elements of optical excitation transfer via optical near-
field interactions. In Sec. III, we demonstrate the modeling
of the interaction networks in the layered quantum dot sys-
tems. In Sec. IV, we quantitatively analyze the structure-
dependent optical excitation transfer, including its agreement
with the experiments. Also, we demonstrate another system
showing further improved efficiency in optical excitation
transfer. Section V concludes the paper.

II. REVIEW OF EXPERIMENTAL AND THEORETICAL
ELEMENTS OF OPTICAL NEAR-FIELD

INTERACTIONS

First we briefly summarize the experimental observations
reported in Ref. 19 that shows optical excitation transfer in
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two kinds of representative layered nanostructures. One kind
is a system consisting of quantum dots of the same size, as
schematically shown in Fig. 1�a�, called a reference �REF�
system. It consists of seven layers of 3.5-nm-diameter CdTe
quantum dots. The other system, called a cascaded energy
transfer �CET� system, shown in Fig. 1�b�, also has a seven-
layer structure, but the diameters are stepwise increasing in
the first four layers �1.7, 2.5, 3.2, and 3.5 nm� and stepwise
decreasing in the subsequent three layers �3.2, 2.5, and 1.7
nm�. These REF and CET systems were synthesized using
layer-by-layer assembly methods.25,26

With optical excitation at a wavelength of 350 nm, the
CET system exhibits nearly four times larger photolumines-
cence than the REF system at emission wavelengths around
612 nm, which corresponds to the radiation from the 3.5-nm-
diameter CdTe QDs.19 Note that there is only one layer of
3.5-nm-diameter QDs in the CET system, whereas the REF
system has seven layers of those QDs. Note that the experi-
mental quantum yield of the REF system is very low, on the
order of 2%, compared with a quantum yield of about 20%
for isolated dots. The authors of Refs. 19 and 20 interpret
their findings consistently in terms of nonradiative trap states
and exciton recycling from the trap states of larger dots into
QD states of smaller dots. It has been reported that these trap
states are actually Te-related hole traps on the surface of the
CdTe QDs.27 In this paper, we call QDs having trap states
dark dots.

In this section, we describe elements of the theoretical
framework, which will be later applied in the analysis of the
REF and CET systems in Sec. III. The present paper trans-
fers the concept of layered CET systems to layered systems
of QDs, such as those studied in Refs. 2 and 14 where exci-
tation transfer via optical near-field interactions takes place
between the ground states of smaller dots QDS �radius RS�
and the first excited states of larger dots QDL �radius RL�.
The condition that these energy levels are in resonance can,
for spherical QDs, be discussed using the simple, but widely
used estimation of Brus28 for the energy eigenvalues of QD
states specified by the orbital angular momentum quantum
number l and the magnetic quantum number m,29

E�n,l� = Eg +
�2�nl

2

2R2 � 1

me
+

1

mh
� − 1.8

e2

�R
. �1�

Here, Eg is the band-gap energy of the bulk semiconductor,
me�mh� is the effective mass of the electron �hole�, � is the

dielectric constant, and �nl are determined from the bound-
ary conditions, for example, �n0=n� , �11=4.49.

According to Eq. �1�, there exists a resonance between the
level of quantum number �1,0� of QDS and that of quantum
number �1,1� of QDL when the size ratio RL /RS is appropri-
ately configured. Based on the material parameters for CdTe
QDs �Ref. 30� used in the experiment described above,
whose radii range from around 1–4 nm, such a resonance
occurs when RL /RS�1.45 is satisfied. The nominal ratio of
the diameters of adjacent CdTe QDs in the experimental
CET system does not exactly satisfy this condition. How-
ever, it is known that QD sizes could typically tolerate a
�10% deviation from the optimal condition,31 which in-
cludes the experimental combinations of the diameters of the
QDs used.

It should be noted that optical transitions to the �1,1� level
in QDL are prohibited in conventional optical selection rules;
only transitions to states specified by l=m=0 are allowed,
where l and m are the orbital angular momentum quantum
number and magnetic quantum number, respectively.29 How-
ever, when those two QDs are closely located, thanks to the
large spatial inhomogeneity of the localized optical near
fields at the surface of nanoscale material, an optical transi-
tion that violates conventional optical selection rules is
permitted.1 Therefore, an exciton in the �1,0� level in QDS
could be transferred to the �1,1� level in QDL. In QDL, due to
the sublevel energy relaxation, which is faster than the near-
field interaction, the exciton relaxes to the �1,0� level. There-
fore, unidirectional optical excitation transfers from QDS to
QDL is accomplished.

III. NETWORK OF OPTICAL NEAR-FIELD
INTERACTIONS IN LAYERED QUANTUM DOTS

A. Analysis of the REF system

1. Modeling of the REF system

We now consider optical excitation transfer in the REF
and CET systems introduced in Sec. II with a network of
interactions between QDs via optical near fields. First we
consider modeling of the REF system. As shown in Fig. 2�a�,
we represent the REF system as a 5-row�7-column system
composed of the same-sized QDs and assume that only one
QD in the system yields output radiation, whereas all of the
others are dark. That is, the concentration of bright QD is
1 / �5�7��2.9%, which is comparable to the experimental
value of about 2% luminescence yield. Each of the quantum
dots is identified by the notation QDSi

, where the suffixes S
and i, respectively, specify its horizontal position S
= �A ,B ,C ,D ,E ,F ,G� and vertical position i= �−2,
−1,0 ,1 ,2�. We suppose that those QDs have two energy
levels: the �1,0�-energy level in QDSi

denoted by Si
�1,0� and

the �1,1� level denoted by Si
�1,1�. The sublevel relaxation con-

stant from Si
�1,1� to Si

�1,0� is given by �Si
, which is faster than

the radiative or nonradiative relaxation constant from Si
�1,0�,

denoted by �Si
.

We assume interdot interactions in the �1,1� level as fol-
lows. The interactions between horizontally adjacent quan-
tum dots are denoted by USiTi

, where the suffixes are given

(a) REF system (b) CET system

FIG. 1. �Color online� �a� Layered quantum dot system consist-
ing of uniform-sized elements, called the REF system. �b� Layered
quantum dot system consisting of four different, graded-sized ele-
ments, called the CET system.
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by �S ,T�= ��A ,B� , �B ,C� , �C ,D� , �D ,E� , �E ,F� , �F ,G�� and
i= �−2, . . . ,2�. At the bottom of Fig. 2�a�, horizontal interac-
tions among QDs located in row i=0 are schematically indi-
cated. Also, the interactions between vertically adjacent
quantum dots are given by USiSi+1

, where S= �A , . . . ,G� and
i= �−2,−1,0 ,1�. The left-hand side of Fig. 2�a� schemati-
cally shows the array of QDs in column D.

Now, the interaction Hamiltonian regarding one-exciton
states where an exciton exists at one of the energy levels of
Si

�1,1� is given by submatrices Hi and Hi,j,

Hint
�1,1� =�

H2 H1,2 O O O

H1,2 H1 H0,1 O O

O H0,1 H0 H−1,0 O

O O H−1,0 H−1 H−2,1

O O O H−2,1 H−2

	 , �2�

where O represents an empty matrix. The diagonal elements
in Eq. �2� specify horizontal interactions given by
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FIG. 2. �Color online� Theoretical modeling of �a� the REF system and �b� the CET system. The radiative relaxation from the center QD,
denoted by QDD0

, contributes to the output.
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Hi = ��
0 UAiBi

0 0 0 0 0

UAiBi
0 UBiCi

0 0 0 0

0 UBiCi
0 UCiDi

0 0 0

0 0 UCiDi
0 UDiEi

0 0

0 0 0 UDiEi
0 UEiFi

0

0 0 0 0 UEiFi
0 UFiGi

0 0 0 0 0 UFiGi
0

	 ,

�3�

where i= �−2, . . . ,2� and � is Planck’s constant divided by
2�. The nondiagonal elements in Eq. �2� describe the vertical
interactions in the system, given by

Hi,j = � diag�UAiAj
,UBiBj

,UCiCj
,UDiDj

,UEiEj
,UFiFj

,UGiGj
� ,

�4�

where �i , j�= ��−2,−1� , �−1,0� , �0,1� , �1,2��. The sublevel
relaxation from the energy levels of Si

�1,1� is described by a
diagonal matrix N�

�1,1� whose diagonal elements are given by
�Si

. Letting 	�1,1��t� be the density matrix corresponding to
the Hamiltonian introduced above and H�0� be the unper-
turbed Hamiltonian, the master equation for the system is
given by32

d	�1,1��t�
dt

= −
i

�

�H�0� + Hint

�1,1��,	�1,1��t�� − N�
�1,1�	�1,1��t�

− 	�t��1,1�N�
�1,1�. �5�

The lower level in QDSi
, namely, the �1,0� level denoted by

Si
�1,0�, could be filled via the sublevel relaxation denoted by

�Si
from Si

�1,1�. The relaxation constants from Si
�1,0� are given

by a diagonal matrix N�
�1,0� whose diagonal elements are

given by �Si
.

Now, remember that only one QD in the system is bright
and all the rest are dark. That is, most of the energy levels of
Si

�1,0� should be treated as trap states. In representing those
trap states in the REF system, we assume that there are no
interactions between QDs among the energy levels of Si

�1,0�.
Letting 	�1,0��t� be the density matrix corresponding to the
energy level of Si

�1,0�, the master equation for the system is
given by

d	�1,0��t�
dt

= −
i

�

H0,	�1,0��t�� − N�

�1,0�	�1,0��t� − 	�1,0��t�N�
�1,0�

+ P�
	�1,1��t�� , �6�

where P� represents the relaxations from the energy levels of
Si

�1,1�.

2. Numerical evaluation of the REF system

In the numerical calculation, we assume that the horizon-
tal and vertical interactions are equal; namely, we assume
USiTi

−1 =USkSk+1

−1 =100 ps. The radiation lifetime of the bright
CdTe quantum dot is assumed to be 2 ns. The sublevel re-
laxation constants in QDSi

are given by �Si

−1=10 ps. We con-

sider that QDD0
, located in the center, is a bright one whose

population regarding the �1,0� level gives an output signal,
whereas all the other dots are dark ones whose �1,0�-level
populations do not contribute to the output. Also, we regard
the nonradiative relaxation time �Si

−1=40 ns �Si�D0� from
the �1,0� level of QDSi

to be 20 times larger than the radiative
relaxation time �D0

−1 =2 ns. In experiments, the interdot inter-
action time between CdTe quantum dots has been reported to
be 254 ps, and the possibility of 100 ps was discussed in Ref.
26; we investigate the interaction-time dependence later in
Sec. IV. The radiation lifetime of CdTe QDs can range from
hundreds of picoseconds up to hundreds of nanoseconds.33 In
this paper, as stated above, we set the radiation lifetime as
�D0

−1 =2 ns in agreement with the experimental findings in
Ref. 34.

Then we assume that there is an initial exciton in either
one of the �1,1� levels of the QDs in the system. Here, since
the �1,1� level is an electric dipole forbidden energy level for
propagating light, such an initial state is physically unreason-
able. However, since the primary interest in this paper is to
highlight the effects of interdot optical excitation transfer
involving electric dipole forbidden energy levels, which play
a critical role in the CET system described below, we assume
such an initial condition, so that the input exciton could have
the possibility of interacting with the adjacent dots.

Finally, by solving quantum master equations given by
Eqs. �5� and �6�, the time evolution of the �1,0� level of QDD0
with initial excitation at the �1,1� level of QDSi

is obtained,
which is denoted by 	D0

�t ;Si�. For example, Fig. 3�a� dem-
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onstrates 	D0
�t ;A0�, 	D0

�t ;B0�, and 	D0
�t ;C0�, all of which

stay nearly at zero level. This is due to the fact that nearly all
of the populations are trapped at the energy levels A0

�1,0�,
B0

�1,0�, and C0
�1,0�. The curve of 	D0

�t ;D0� exhibits a higher
population thanks to the sublevel relaxation from the �1,1�
level to the �1,0� level in QDD0

. The output signal for the
initial excitation at Si is obtained by integrating the time
evolutions of 	D0

�t ;Si� between 0 and 10 ns,

�D0� 	D0
�t;Si�dt , �7�

where i= �−2, . . . ,2�. The results are discussed and compared
with those of the CET system in Figs. 3�b� and 4 in Sec. IV.

B. Analysis of the CET system

1. Modeling of the CET system

Next, with respect to the CET system, Fig. 2�b� represents
a 5-row�7-column system composed of four kinds of quan-
tum dots. The identification of each of the QDs is the same
as with the REF system. Along the columns, the sizes of the
quantum dots are uniform. The QDs located in the central

column �column D� have the largest radius. The QDs located
in their proximity, that is, in columns C and E, are smaller
than those in column D and their radii are tuned such that,
according to Eq. �1�, the �1,0� levels of QDCi

and QDEi
,

namely, Ci
�1,0� and Ei

�1,0�, are resonant with those of the �1,1�-
energy level of QDDi

, that is, Di
�1,1�. Similarly, we assume

resonances between two levels in adjacent layers: Bi
�1,0�

=Ci
�1,1�=Fi

�1,0�=Ei
�1,1� and Ai

�1,0�=Bi
�1,1�=Gi

�1,0�=Fi
�1,1�.

Now, we formulate interdot interactions by introducing an
interaction Hamiltonian. It is a block diagonal given by

Hint =�
HAB O O O O

O HBC O O O

O O HCDE O O

O O O HEF O

O O O O HFG

	 . �8�

If state indices of HBC, for example, are spanned by the order
of B2

�1,1�, C2
�1,0�, B1

�1,1�, C1
�1,0�, B0

�1,1�, C0
�0,1�, B−1

�1,1�, C−1
�1,0�, B−2

�1,1�,
and C−2

�1,0�, which are energetically degenerate, HBC is given
by
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HBC = ��
0 UB2C2

UB1B2
0 0 0 0 0 0 0

UB2C2
0 0 UC1C2

0 0 0 0 0 0

UB1B2
0 0 UB1C1

UB0B1
0 0 0 0 0

0 UC1C2
UB1C1

0 0 UC0C1
0 0 0 0

0 0 UB0B1
0 0 UB0C0

UB−1B0
0 0 0

0 0 0 UC0C1
UB0C0

0 0 UC−1C0
0 0

0 0 0 0 UB−1B0
0 0 UB−1C−1

UB−2B−1
0

0 0 0 0 0 UC−1C0
UB−1C−1

0 0 UC−2C−1

0 0 0 0 0 0 UB−2B−1
0 0 UB−2C−2

0 0 0 0 0 0 0 UC−2C−1
UB−2C−2

0

	 , �9�

where UBiCi
represents the horizontal interactions between QDBi

and QDCi
, whereas UCiCi+1

indicates vertical interactions
between QDCi

and QDCi+1
through the energy level of Bi

�1,0��=Ci
�1,1��. The relaxation constants for the corresponding states are

given by

N�
BC = diag��B2

2
,
�C2

2
,
�B1

2
,
�C1

2
,
�B0

2
,
�C0

2
,
�B0

2
,
�C−1

2
,
�B−1

2
,
�C−2

2
,
�B−2

2
� . �10�

Letting 	BC�t� be the density matrix for the above Hamil-
tonian, the master equation is given by

d	BC�t�
dt

= −
i

�

�H�0� + HBC�,	BC�t�� − N�

BC	BC�t� − 	BC�t�N�
BC

+ P�
BC
	AB�t�� . �11�

The last term on the right-hand side of Eq. �11� takes into
account the fact that the lower level in QDBi

, namely, the
�1,0� level denoted by Bi

�1,0�, can be filled via the sublevel
relaxation denoted by �Bi

from the upper level Bi
�1,1�, whose

behavior is given by the differential equations that corre-
sponds to Eq. �11� and whose density matrix is given by
	AB�t�.

2. Numerical evaluation of the CET system

In the numerical calculation, we first assume that the hori-
zontal and vertical interactions are equal; namely, USiTi

−1

=USkSk+1

−1 =100 ps. As in the REF system, the radiation life-
time of the bright QDs located in the center is �D0

−1 =2 ns, and
the sublevel relaxation time is �Si

−1=10 ps. Again, we assume
that only the relaxation from the �1,0� level in the center, that
is, QDD0

, contributes to the output. We assume that the sys-
tem has an initial exciton in either the �1,1� level in QDSi

�S
=B ,C ,D ,E ,F� or the �1,0� level in QDSi

�S=A ,G�.

IV. STRUCTURE-DEPENDENT EFFICIENCY OF OPTICAL
EXCITATION TRANSFER

What is particularly notable in the CET system is that the
excitons trapped in the trap states in columns A, B, C, E, F,
and G have the chance to be transferred to the adjacent en-

ergy level through near-field interactions. Therefore, the
probability of exciton transfer to the �1,0� level in D0 from
other dots could significantly improve. In fact, as shown in
Fig. 3�a�, 	D0

�t ;A0�, 	D0
�t ;B0�, and 	D0

�t ;C0� in the CET
system exhibit higher populations than in the REF system.

Finally, the output signal in the CET system is obtained
by following the same procedure defined by Eq. �7�, which is
represented as the gray bar graph in Fig. 3�b�; the enhance-
ment factor with respect to the REF system is about 3.95,
which agrees well with the experimental observations shown
in Sec. II, indicated as the dashed bars in Fig. 3�b�.

Figure 4�a� illustrates the dependency of the horizontal
and vertical interdot interactions in the CET system. The
circular marks in Fig. 4�a� show the output signal as a func-
tion of vertical interaction time �USiSi+1

−1 � while the horizontal
interactions remain constant �USiTi

−1 =100 ps�. The output is
nearly constant. On the other hand, the output increases as
the horizontal interaction time �USiTi

−1 � decreases keeping the
vertical interactions constant �USiSi+1

−1 =100 ps�, as shown by
the square marks in Fig. 4�a�. This clearly indicates that the
energy transfers between the different-sized quantum dots
via optical near-field interactions along the horizontal direc-
tions allow excitons to avoid being dissipated in trap states,
leading to increased output signal.

Figures 4�b� and 4�c� summarizes the integrated output
populations from QDD0

as a function of the input excitation
position for both the REF and CET systems. As is evident,
the output populations from QDD0

in the REF system are
constituted almost entirely of an initial exciton located in
QDD0

, whereas in the CET system, the input excitons geo-
metrically located far from QDD0

can have an impact on the
radiation from QDD0

. Interestingly, regarding QDs in rows
i=−2 and −1, distant QDs contribute to the output from
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QDD0
more than the geometrically closer QDs do. For in-

stance, QDs B−1 and B−2 contribute to the radiation from
QDD0

more than QDs such as C−1 and C−2 do. This is due to
the fact that, for input excitons in QDs B−1 and B−2, the
chance of being trapped at QDs D−1 and D−2 is reduced.

Those internal mechanisms of optical excitation transfer
in the CET system indicate that the output populations could
be further improved by an appropriate design of the interac-
tion network. For example, by removing the largest dark
dots, namely, QDs D−2, D−1, D1, and D2, from the CET
system, the output population should greatly improve be-
cause it eliminates the possibility of input excitons to be
trapped at those QDs. Figure 5�a� schematically shows such
a modified system denoted by CET’. As expected, the output
populations from QDD0

improved as shown in Fig. 5�b�. As a
total system, the output signal is about 9.8 times larger than
that from the REF system.

V. CONCLUSION

We investigated the efficient optical excitation transfer in
layered quantum dot structures by introducing a network of
optical near-field interactions. With density-matrix-based
modeling of the layered, graded-sized quantum dot systems,
our theoretical analysis allows systematic handling of
structure-dependent interdot interactions and reveals domi-
nant factors contributing to the efficient optical excitation
transfer. Our analysis shows good agreement with the experi-
mental observations, where a graded-sized seven-layer QD
system exhibits nearly four times larger photoluminescence

compared with a uniform-sized QD system. We also show
that the efficiency could be further improved by optimizing
the interaction network.

We should also emphasize that the theoretical modeling
strategy demonstrated in Sec. III can be applied to interac-
tion networks other than the REF, CET, and CET’ systems
discussed in this paper. General properties that emerge from
networks of optical near-field interactions on the nanometer-
scale will be one important research challenge in the future.
Experimentally, Akahane et al. realized stacked InAs QD
devices consisting of more than 100 layers based on
molecular-beam epitaxy.16 Also, the sizes of QDs could po-
tentially be controlled layer by layer. We will seek further
theoretical and experimental insights in layered QD systems
regarding their energy transfer efficiencies, as well as achiev-
ing functionalities for a wide range of system applications.
Those pursuits will provide us with a further understanding
of the network of optical near-field interactions in QD sys-
tems.
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Abstract
We performed in situ real-time monitoring of the change in surface roughness during
self-organized optical near-field etching. During near-field etching of a silica substrate, we
detected the scattered light intensity from a continuum wave (CW) laser (λ = 633 nm) in
addition to the etching CW laser (λ = 532 nm) light source. We discovered that near-field
etching not only decreases surface roughness, but also increases the number of scatterers, as
was confirmed by analyzing the AFM image. These approaches provide optimization criteria
for the etching parameter and hence for further decreases in surface roughness.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

A reduction of the surface roughness (Ra) to less than
1 Å to minimize light scattering losses is required in
various applications such as high-quality, extreme-UV optical
components, high-power lasers, and ultra-short pulse lasers [1].
Ra is formally defined as the arithmetic average of the absolute
values of the surface height deviations from the best-fitting
plane. Although chemical–mechanical polishing (CMP) has
been used to flatten the surfaces [2], it is generally limited to
reducing Ra to about 2 Å because the polishing pad roughness
is as large as 10 μm, and the polishing-particle diameters in
the slurry are as large as 100 nm. We therefore developed a
non-contact self-organized method of near-field etching that
succeeded in reducing the Ra to as small as 1.36 Å [3].

Near-field etching utilizes a nonadiabatic photochemical
reaction [3–6]. To photochemically etch the silica
nonadiabatically, a continuum wave (CW) laser (λ = 532 nm)
was used to dissociate the Cl2 gas. As this photon energy
is lower than the absorption band edge energy of Cl2 (λ =

400 nm) [7], the conventional Cl2 adiabatic photochemical
reaction is avoided. However, on a surface with nanometer-
scale roughness, generation of a strong optical near field would
be expected. As a virtual exciton–phonon–polariton can be
excited at this roughness, unlike on the flat part of the surface,
a higher molecular vibrational state can be excited [4, 5]. Cl2 is
therefore selectively photo-dissociated to generate radical Cl∗

atoms wherever the optical near field is generated. The Cl∗

atoms etch away the surface roughness; the etching process
automatically stops when the surface becomes flattened.

In a previous near-field etching study [3], the reduction
in Ra was confirmed using an atomic force microscope
(AFM) after etching. Because the scanning area of the AFM
measurement was restricted to less than 10 μm × 10 μm, Ra

had to be obtained as an average of several scanning areas.
Furthermore, scattering loss reduction at the surface could not
be confirmed.

For the present investigations, we performed an in situ
real-time monitoring of the scattered light at the substrate
surface during near-field etching. In addition, we obtained
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Figure 1. Schematic of the in situ real-time monitoring of the surface
roughness during the near-field etching.

the correlation length of the surface roughness, allowing
estimation of the structural change due to the near-field
etching. These approaches allowed us to optimize the etching
parameters to further decrease the surface roughness.

2. Experiment

We used 30 mm diameter planar synthetic silica substrates
synthesized by vapor-phase axial deposition with an OH group
concentration of less than 1 ppm [8]. The substrates were
preliminarily polished by CMP prior to the near-field etching.
The near-field etching was done with a CW laser (λ = 532 nm)
having a uniform power density of 0.28 W cm−2 over the
substrate (see figure 1). The Cl2 pressure in the chamber
was maintained at 100 Pa at room temperature. The scattered
light was generated with a CW laser with wavelength 632 nm,
power density 0.127 W cm−2 and spot size diameter 1 mm.
As this photon energy is lower than both the absorption band
edge energy of Cl2 (λ = 400 nm) and the light source for the
near-field etching (λ = 532 nm), it does not contribute to the
near-field etching. To increase the sensitivity and selectivity
for detection of the scattered light, the incident light was
polarized perpendicular to the x-axis (P-polarized light), and
the polarized light parallel to the x-axis (S-polarized light)
was detected after passing through a λ = 632 nm ± 1.5 nm
band pass filter (BPF) and a polarizer. The scattered light
intensity, detected by a photodetector (PD1), was normalized
to the incident light intensity detected by another photodetector
(PD2). The surface roughness was also evaluated with the
AFM after near-field etching. As the scanning area of the
AFM was much smaller than the substrate, we measured
the surface roughness Ra in nine representative areas, each
10 μm × 10 μm and separated by 100 μm. The scanned
area was 8192 (x-axis) × 256 (y-axis) pixels with a spatial
resolution of 1.2 nm (x-axis) and 40 nm (y-axis), respectively.

3. Results and discussion

Figures 2(a) and (b) show typical AFM images of the scanned
10 μm×10 μm silica substrate area before and after 30 min of
near-field etching, respectively. Figure 2(c) shows the cross-
sectional profiles of figures 2(a) and (b), where the near-
field etching yielded a dramatic decrease in peak-to-valley
measurements from 1.73 nm (curve B) to 1.05 nm (curve A).

The solid curve in figure 3 shows the normalized scattered
light intensity, obtained during the near-field etching. The
normalized scattered light intensity was at maximum at an
etching time of 13 min (indicated by the downward arrow in
figure 3), and it decreased steadily as etching time increased.
The etching time dependence of the average R̄a for the nine
Ras, also plotted in this figure, indicates that R̄a decreases as
the etching time increases. The minimum R̄a was 1.35 Å at an
etching time of 30 min. This increase in normalized scattered
light intensity during the near-field etching accompanied by the
decrease in R̄a might originate from the increase in the number
of scatterers. The details are discussed below.

We calculated the spatial power spectral density and the
correlation length from the AFM images; these provided
the data from which the structural changes in the surface
morphology could be analyzed. First, we calculated the power
spectral density based on the Yule–Walker method [9, 10]
using a cross-sectional profile along the x-axis at the center
of the AFM image. The etching time dependence of the
power spectral density (figure 4(a)) shows that the spectral
density reached maximum at a 20 min etching time. Although
R̄a only contains information about the individual scatterers,
both the scattered light and power spectra yield lateral surface
information about the scatterer. Thus, the increase in the
normalized scattered intensity and the spectral density were
originated from the increase in the number of scatterers.
Furthermore, we also obtained the etching time dependence
of the lower- and higher spatial frequency components of the
spectral density. Figure 4(b) shows the results, where the
low and high-frequency components were fixed at scales of
1.0 ×10−3 (nm−1) (solid circles) and 1.3 ×10−1 (nm−1) (solid
squares), respectively. From the lines fitted to these values by
the least-squares method, it was found that the low-frequency
component decreased with increased etching time, whereas
the high-frequency components increased. These results
indicate that the size of the scatterer decreased as etching
time increased. To confirm this postulate, we calculated the
correlation length of the AFM images.

For the given surface function f (u), the correlation
function, C f (u), defined by

C f (u) = lim
L→∞

1

2L

∫ +L

−L
f (z) f (z + u) du, (1)

is a measure of the correlation between two points on the
surface separated by a distance u. For stationary stochastic
processes, the correlation function is a monotonically
decreasing function of the correlation length Lc, where Lc

corresponds to the average protrusion width in the surface
profile, i.e., the width of the scatterer. This correlation
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Figure 2. Typical AFM images of the silica substrate (a) before and (b) after the near-field etching (etching time of 30 min).
(c) Cross-sectional profiles for (a) (curve B) and (b) (curve A).
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Figure 3. The etching time dependence of the normalized scattered
light intensity (ISC/IIN, solid curve) and the R̄a (solid squares). ISC,
detected scattered intensity using PD1; IIN, detected incident light
intensity using PD2.

function is well approximated with an exponential model of
the form [11]

C f (u) = δ2
f exp(−u/Lc) (2)

where δ f is the standard deviation of the roughness function.
Another important roughness quantity is its power spectrum,
S(σ ), where σ represents the spatial frequencies present in
the roughness function. The correlation function C f (u) and
the power spectrum S(σ ) are linked to each other through the
Wiener–Khintchine relations [12]

C f (u) =
∫ ∞

−∞
exp(iσu)S f (σ ) dσ (3)

S f (σ ) = 1

2π

∫ ∞

−∞
exp(−iσu)C f (σ ) du. (4)

Using the defining equation (4), the power spectrum
associated with the exponential model is in the form of a
Lorentzian

S f (σ ) = δ2
f

π

Lc

1 + Lcσ 2
(5)

where, as noted previously, σ , δ f , and Lc are the spatial
frequencies, the standard deviation of the roughness function,
and the correlation length, respectively [11, 12]. From
this simple relation between power spectrum and correlation
length, we see that as Lc decreases, the low-frequency
components decrease, whereas the high-frequency components
increase. This can be understood by considering that a
decrease in the size of the scatterer results in a decrease in the
low-frequency components and simultaneously results in an
increase in high-frequency components. Using equations (1)
and (2), we derived Lc and δ f of surface profile along the
x-axis at the center of the AFM images. Figure 5(a) shows
the etching time dependence of Lc; Lc decreased to as little
as 80 nm as the near-field etching time proceeded. This
result agrees with the power spectral density change shown
in figures 4(a) and (b). In addition, we found a reduction
in the standard deviation of the roughness function δ f (see
solid squares in figure 5(a)), indicating that the substrate
surface was etched uniformly across the substrate. This high
spatial uniformity indicated that the near-field etching is a self-
organized process.
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and (c) Schematic of structural change of the scatterer. Dashed, solid,
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after near-field etching, respectively.

Based on these time dependences, we then considered
structural change during near-field etching. The decrease in
Lc rules out the possibility of structural change when the
number of the scatterers remains constant (figure 5(b)) because
for this structural change Lc, i.e., the width of the scatterer,
remains constant. The increase in scattered light intensity
and spectral density should originate from the increase in the
number of scatterers, as shown schematically by the solid
line in figure 5(c). This structural change is supported by
the fact that the Lc halved at an etching time of 10 min
(figure 5(a)).

To visually understand the above postulate, we analyzed
the AFM images numerically. First, the AFM images were
digitized with a threshold height of 0.5 nm. Figures 6(a)–
(d) show the respective AFM images for 0–30 min etching
time; the white area corresponds to the protruding area, i.e., the
scatterer. Second, we evaluated the diameters of the scatterer
by approximating them as circles of equal area. Figure 6(e)
shows the diameter distributions of the scatterers fitted by
the log-normal curves. Here, we found that the number of
scatterers increased with etching times of 10 and 20 min,
whereas the peak diameter decreased. Figure 6(f) shows the
comparison of Lc, previously presented as the solid circles in
figure 5(a), and the obtained peak diameters of the scatterers.
The coincidence of both etching time dependences agrees with
the above postulate that the width of the scatterers decreases
as etching time increases. Figure 6(g) shows the comparison
of the number of scatterers and the scattered light intensity
(ISC/IIN), previously plotted as the solid line in figure 3. This
comparison indicates that both values are maximum at an
etching time of 10 min, meaning that the near-field etching
produces smaller scatterers, i.e., an increase in the number
of scatterers, resulting in an increase in the scattered light
intensity.

4. Conclusion

We performed in situ real-time monitoring of surface
roughness during optical near-field etching by detecting the
scattered light intensity. This method yields both the surface
roughness and lateral surface information for the scatterer.
Comparison of the etching time dependence of the surface
roughness and the power spectrum showed that near-field
etching not only decreased the surface roughness, but also
increased the number of scatterers, as was confirmed by
analyzing the AFM image. The longer wavelength for the
dissociation light source is expected to suppress the adiabatic
photochemical reaction [5] and realize a smaller surface
roughness. Optimizing the etching parameters, i.e., the
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Figure 6. (a)–(d) Digitized AFM image of etching time of 0, 10, 20, 30 min, respectively. (e) Scatterer diameter distribution for (a)–(d).
(f) The comparison of Lc (same as the solid circles in figure 5(a)) and the obtained peak diameter of the scatterer. (g) Comparison of scatterer
number and scattered light intensity ISC/IIN (previously plotted as the solid line in figure 3).

wavelength, power density, etching time, etc, should further
decrease the surface roughness.

Acknowledgments

This work was partially supported by the New Energy and
Industrial Technology Development Organization (NEDO)
under the program of Strategic Development on Rational-
ization Technology using Energy and under the program of
Comprehensive Activity for Personnel Training and Industry-
Academia Collaboration based on the NEDO project.

References

[1] Wua B and Kumar A 2007 J. Vac. Sci. Technol. B 25 1743
[2] Cook L M 1990 J. Non-Cryst. Solids 120 152

[3] Yatsui T, Hirata K, Nomura W, Ohtsu M and Tabata Y 2008
Appl. Phys. B 93 55

[4] Kawazoe T, Kobayashi K, Takubo S and Ohtsu M 2005
J. Chem. Phys. 122 024715

[5] Kobayashi K, Kawazoe T and Ohtsu M 2005 IEEE Trans.
Nanotechnol. 4 517

[6] Yatsui T and Ohtsu M 2009 Appl. Phys. Lett. 95 043104
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A reduction of the surface roughness (Ra) to less than 1 Å is required in various applications 

such as hard-disk and optical-disk processing. Ra is formally defined as the arithmetic average 

of the absolute values of the surface height deviations from the best-fitting plane. Although 

chemical-mechanical polishing (CMP) has been used to flatten the surfaces [1], it is generally 

limited to reducing Ra to about 2 Å because the polishing pad roughness is as large as 10 m, 

and the polishing-particle diameters in the slurry are as large as 100 nm. We therefore 

developed a new polishing method that uses near-field etching based on an autonomous 

phonon-assisted process, which does not use any polishing pad, with which we obtained 

ultra-flat silica surface with angstrom-scale average roughness (see Fig. 1) [2,3]. Since this 

technique is a non-contact method without a polishing pad, it can be applied not only to flat 

substrates but also to three-dimensional substrates that have convex or concave surfaces, such 

as micro-lenses, optical-disk, and the inner wall surface of cylinders. Furthermore, this 

method is also compatible with mass-production. 
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A reduction of the surface roughness (Ra) to less than 1 Å is required in various applications such as hard-disk 
and optical-disk processing. Ra is formally defined as the arithmetic average of the absolute values of the 
surface height deviations from the best-fitting plane. Although chemical-mechanical polishing (CMP) has been 
used to flatten the surfaces [1], it is generally limited to reducing Ra to about 2 Å because the polishing pad 
roughness is as large as 10 m, and the polishing-particle diameters in the slurry are as large as 100 nm. We 
therefore developed a new polishing method that uses near-field etching based on a phonon-assisted process, 
which does not use any polishing pad, with which we obtained ultra-flat silica surface with angstrom-scale 
average roughness (see Fig. 1) [2,3]. Since this technique is a non-contact method without a polishing pad, it can 
be applied not only to flat substrates but also to three-dimensional substrates that have convex or concave 
surfaces, such as micro-lenses, optical-disk, and the inner wall surface of cylinders. Furthermore, this method is 
also compatible with mass-production. 
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Figure 1 Schematic of near-field etching. Atomic force microscopic images of (a) before and (b) after the optical near-field etching. 
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The superradiance had been predicted by Dicke in 1954 theoretically [1] and observed in atomic and 

molecular systems experimentally [2]. In the recent experiments, the superradiance and superfluorescence by 
nano-structures of solid-state materials such as an ensemble of quantum dots were observed [3, 4]. The 
superradiance by solid-state materials has advantage for the application of devices as compared with that by 
other materials such as atoms and molecules. Our group also observed the superradiant behaviour of emissions 
from a semiconductor nano-rod as shown in Fig. 1 (a). This sample is a nano-array of quantum-well dots 
(QWDs) with the width of 3.25 nm and barrier layers with the width of 9 nm. The diameter of the rod is 80 nm. 
The number of QWDs is about ten. In order to clarify the mechanism of the new type of superradiance by solid-
state materials, we constructed the full-quantum-mechanical theory of superradiance [5], in which theory, the 
fundamental equations of the superradiant photoluminescence were derived by the scheme of the semiconductor 
luminescence equations [6]. The important development of our theory is an introduction of a correlation between 
polarizations via a radiation field which is the origin of superradiance. Here we will clarify the characteristics of 
superradiant emissions from the nano-array of QWDs and prove that the superradiance by our sample of the 
nano-rod can be realized theoretically.  

In our theoretical model, all QWDs were assumed to be two-level systems which do not interact with each 
other and do with the photon field. We ignored the dependence of QWDs on the position in a real space because 
the length of the array is smaller than the wavelength of the radiation field which is resonant to QWDs. We 
calculated the time evolution of the peak intensity of photoluminescence as shown in Fig. 1 (b) and the 
population as shown in Fig. 1 (c). The parameters were set as follows: the number of QWDs N = 10 and the 
excitation density nex is from 0.1 to 1.0. From Fig. 1 (b), we find that the time profile of emissions changes from 
the curve of an exponential decay to the pulse-like curve when nex becomes larger than 0.5. In short, the 
superradiance can occur by our sample of the nano-rod when the population inversion is realized in each QWD. 
We also confirmed numerically that the origin of this superradiance is the correlation between polarizations in 
QWDs. From Fig. 1 (c), we find that the decay of the population becomes more rapid when nex > 0.5 as an 
evidence of superradiance. In contrast to the above case of the population inversion, the decay of the population 
is restrained when nex < 0.5. This shows 
that the subradiant emissions occur in 
the case of the low-density excitation by 
a nature of two-level systems of our 
sample. As a next step, we included the 
anisotropic interaction between QWDs 
and the photon field caused by the thin 
forms of QWDs. The dependence of 
superradiance on the direction of 
emissions was researched numerically. 
Thus, we clarified the mechanism of 
superradiant emissions and proved that 
the superradiance can be realized by our 
sample of the nano-array of QWDs.  
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Fig. 1 (a) Schematic drawing of a nano-array of quantum-well dots. (b) Time 
evolution of the peak intensity of photoluminescence. (c) Time evolution of the 
population. N and nex are the number of quantum-well dots and the excitation 
density. 
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Abstract- We theoretically demonstrate optical pulsation based 

on optical near-field interactions at the nanoscale. We observe 
pulsation in populations pumped by continuous-wave light 
excitation based on optical energy transfer from smaller to larger 
quantum dots. This will provide critical insights toward the 
design and implementation of experimental nanophotonic pulse 
generating devices.  

I. INTRODUCTION 

Generating an optical pulse train is one of the most 
important functionalities required for optical systems. However, 
conventional principles of optical pulse generation are based 
on optical energy build-up in a cavity whose size is much 
larger than the optical wavelength; thus, the volume and the 
energy efficiency of the entire system have serious limitations. 
For nanophotonic applications [1], novel principles should be 
developed on the nanometer scale. Shojiguchi et al. 
theoretically investigated the possibility of generating 
superradiance in N two-level systems interacting with optical 
near-fields [2]. This approach, however, requires precise 
control of the initial states, which is not straightforward to 
implement. In this paper, we theoretically demonstrate a 
mechanism of optical pulsation based on optical near-field 
interactions at the nanometer scale pumped by continuous-
wave (CW) light irradiation [3]. With an architecture 
composed of two subsystems each of which involves energy 
transfer based on optical near-field interactions, we observe 
pulsation in the populations based on a model system using a 
density matrix formalism. The details of the theoretical 
elements of this paper will be found in Ref. [3].  

II. PRINCIPLE OF OPTICAL PULSATION BASED ON OPTICAL 
NEAR-FIELD INTERACTIONS 

Optical excitation transfer via optical near-field interactions 
is one of the unique attributes available at the nanometer scale, 
which allows populating even energy levels that are 
conventionally dipole forbidden [1]. Here we assume two 
spherical quantum dots whose radii are RS and RL, which are 
denoted by QDS and QDL, respectively in Fig. 1(a). The energy 
eigenvalues of states specified by quantum numbers (n,l) are 
given by 2 2 2/ 2nl g ex nlE E E MR     (n=1,2,3,…), 
where Eg is the band gap energy of the bulk semiconductor, Eex 
is the exciton binding energy in the bulk system, M is the 
effective mass of the exciton, and nl are determined from the 
boundary conditions. There exists a resonance between the 
level of quantum number (1,0) of QDS (S1) and that of quantum 
number (1,1) of QDL (L2) if RL / RS = 4.49/  1.43. Due to the 
large spatial inhomogeneity of the localized optical near-fields 
at the surface of nanoscale material, an optical transition to the 
(1,1)-level in QDL, which is conventionally forbidden, is 
allowed. Therefore, an exciton in the (1,0)-level in QDS could 
be transferred to the (1,1)-level in QDL. In QDL, due to the 
sublevel energy relaxation with a relaxation constant , which 
is faster than the near-field interaction, the exciton relaxes to 
the (1,0)-level (L1), from where it radiatively decays. 

Here, when the lower level of QDL is populated by an 
external input, the optical excitation occurring in QDS cannot 
be transferred to QDL because the lower energy level in QDL is 
populated, which is called the state filling effect [1]. Putting it 
another way, the population of the (1,0)-level in QDS is 

 
Figure.1 Schematic diagrams of (a) optical excitation transfer from a smaller QD (QDS) to a larger QD (QDL) via optical near-field interactions, (b) 
system architecture of pulsation composed of two subsystems each of which provides optical excitation transfer from QDS to QDL. (c) Evolution of 
population in the lower energy level of QDG with different CW input light amplitudes where pulsations are observed with adequate parameter range. 
(d) Peak-to-peak population of the pulsation vs CW input light amplitude. (e) The period of pulsation depends on the input CW light amplidudes.  

 
Figure 1. Schematic diagrams of (a) optical excitation transfer from a smaller QD (QDS) to a larger QD (QDL) via optical near-field interactions, (b) 
system architecture of pulsation composed of two subsystems each of which provides optical excitation transfer from QDS to QDL. (c) Evolution of 
population in the lower energy level of QDG with different CW input light amplitudes where pulsations are observed with adequate parameter range. (d) 
Peak-to-peak population of the pulsation vs input CW light amplitude. (e) The period of pulsation depends on the input CW light amplitudes.  
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changed by the external input applied to L1 in QDL. Now, the 
optical pulsation based on optical excitation transfer comes 
from the idea that the externally applied change induced in L1 
can be provided in a self-induced manner by S1 with a certain 
timing delay. If QDS is irradiated with continuous input light, 
such a change should repeat with a certain period; that is, a 
pulsed signal should result. 

We consider two quantum dot systems, each of which 
consists of one smaller and one larger QD, as shown in Fig. 
1(b). One system, called System 1 hereafter, is represented by 
one smaller dot (QDC) and one larger dot (QDG). A 
continuous-wave input is provided to the upper level of QDC. 
The optical near-field interaction between QDC and QDG is 
denoted by UCG. Another system, called System 2, provides a 
delay time by multiple use of smaller and larger dots, as 
already experimentally realized in Ref. [4]. However, modeling 
the delay caused by multiple QDs makes the discussion of 
pulsation mechanisms unnecessarily complicated; thus, we 
assume an arbitrary delay time applied to the input signal of 
System 2, denoted by  , followed by the last two quantum 
dots in the delay system, namely, a smaller QD (QDA) and a 
larger QD (QDB), as indicated in Fig. 1(b). Here, QDA accepts 
radiation from QDC in System 1; that is, the change of the 
states in QDC is transferred to QDA. The optical near-field 
interaction between QDA and QDB is denoted by UAB. The 
output from QDB then influences the lower energy level of 
QDG. We described the details of the above modeling based on 
a density matrix formalism. For example, regarding System 1, 
there are in total three energy levels (namely, C1 in QDC, and 
G1 and G2 in QDG). The radiative relaxation rates from C1 and 
G1 are respectively given by C and G. Then we rigorously 
derived the quantum master equations for System 1 and 
System 2, respectively [3].  

III. DEMONSTRATION OF THE PULSATIONS 

We assume the following typical parameter values based on 
experimental observations of energy transfer observed in ZnO 
nanorods [5]; inter-dot optical near-field interactions (144 ps), 
sublevel relaxation (10 ps), radiative decay times of the smaller 
dot (443 ps), and the large dot (190 ps). Also, we assume 1 ns 
for the delay  in System 2 in Fig. 1(b). Figure 1(c) 
demonstrates an example of the evolution of the populations 
involving the lower level of QDG (G1) for different CW input 
light amplitudes, where optical pulsation is successfully 
observed with appropriate input light amplitudes, as 
summarized in Fig. 1(d). The period of the pulsation, or 
frequency, depends on the input CW light amplitude, which is 
one of the indications that the pulsation is based on optical 
excitation transfer among the QDs, as shown in Fig. 1(e). To 
observe such an effect more clearly, Fig. 2 shows the 
parameter dependencies on the inter-dot interactions between 
QDC and QDG (UCG) and the radiation lifetime of QDC (C). 
The squares and circles in Fig. 2(a) indicate the peak-to-peak 
value of the pulsations in populations as a function of UCG and 
the radiation lifetime of QDC, respectively. To seek the origin 
of such behavior, we investigate the virtually isolated System 1, 
namely an independent system composed only of QDC and 
QDG. Figure 2(b) represents the steady-state populations 
involving the lower level of QDG (G1) as a function of the 
radiation lifetime of QDC. Increasing the radiation lifetime of 
QDC allows an excitation generated in QDC to be transferrable 
during that lifetime, thus increasing the possibility of transition 
to QDG, shown by the circles in Fig. 2(b). On the other hand, 
increasing the inter-dot interaction time, namely, weaker inter-
dot interactions, degrades the populations in QDG, as shown by 
the squares in Fig. 2(b). Here we should note that the pulsation 
vanishes, in Fig. 2(a), when UCG

-1 is larger than 230 ps, 
corresponding to a population involving G1 of around 0.02 in 
Fig. 2(b). In Fig. 2(a), the pulsation also vanishes when C

-1 is 
smaller than 300 ps, which also corresponds to a population 
involving G1 of around 0.02 in Fig. 2(b). This agreement, or 
unified understanding, of two different parameter 
dependencies indicates that the energy transfer via optical 
near-field interactions plays a crucial role in the optical 
pulsation at the nanometer scale. 
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Figure 2. Parameter dependencies to inter-dot optical near-field 
interactions and the radiation lifetime. (a) Peak-to-peak population of 
the pulsation. (b) Populations involving G1. 
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Abstract- Optical near-field interactions exhibit high-efficiency 
energy transfer between closely positioned nanometric materials, 
and the subsequent optical response induced by the transfer can 
be controlled by modulating the spatial distribution. We 
experimentally demonstrated the basic concept of such 
modulatable optical near-field interactions, termed Modulatable 
Nanophotonics, with quantum dots dispersed on a flexible 
substrate. 

I. INTRODUCTION 

Nanophotonics, which utilizes the local interactions between 
nanometric materials via optical near-fields [1], enables novel 
photonic devices, fabricated structures, and systems, which can 
meet the requirements of future optical technologies [2], 
especially in realizing novel functions and operations in optical 
devices that cannot be implemented by utilizing any 
conventional optical techniques. Although there are various 
applications of nanophotonics, the realization of diverse optical 
functions from a single device and retrieval techniques using 
optical far-field responses are likely to be important [3]. In this 
paper, we describe our concept of Modulatable Nanophotonics 
as one idea to realize this. We experimentally demonstrated the 
concept by using modulatable optical near-field interactions 
between randomly dispersed resonant quantum dot (QD) pairs 
on a flexible substrate. 

II. MODULATABLE NANOPHOTONICS USING QUANTUM DOTS 
DISPERSED ON A FLEXIBLE SUBSTRATE 

Research in nanophotonic devices has been actively pursued 
[4]. In device operation, it is essential to transfer a signal and to 
fix the transferred signal intensity at the output terminal, which 
can be achieved by transferring optical near-field energy and 
its subsequent dissipation, respectively. Generally, this 
operation exhibits a one-to-one correspondence with respect to 
input signals, because the structure and alignment of 
nanometric materials are essentially constant. In order to 
realize a one-to-many correspondence with a single device, it is 

necessary to implement modulatable optical near-field 
interactions and associated modulatable optical functions, a 
concept we call Modulatable Nanophotonics.  

To demonstrate Modulatable Nanophotonics, we utilize the 
emission from resonant QD pairs dispersed on a flexible 
substrate. Generally, closely positioned resonant QD pairs 
exhibit high-quantum efficiency, selective energy transfer via 
induced optical near-fields between QDs. The energy transfer 
depends on the individual energy levels of each QD. Only if 
the conditions are matched with each other, that is, if a 
resonant relation exists, energy can be successfully transferred 
from small QD to large QD. Transferred energy is immediately 
dissipated as emission from the large QD. Here, if the substrate 
has enough flexibility, flexing the substrate can vary the 
distance between the QDs. Because the extent of the spatial 
distribution of the optical near-fields depends on the material 
size, and thus, magnitude of energy transfer decreases rapidly 
with increasing the separation between the QDs, the resonant 
relation via optical near-fields is destroyed by flexing the 
substrate.  

Figures 1 show schematic diagrams of comparing emitting 
processes with non-resonant and resonant QDs. In the case of 
non-resonant QDs as QDS-NR and QDL-NR in Fig. 1(a), energy 
transfer does not occur, and each QD emits individually 
regardless of whether or not the substrate is flexed. Change of 
the emission spectrum only depends on the number of QDs per 
unit area. Therefore, rates of change of the spectral peak 
intensities at before and after the flexion from each QD are 
obtained as IS-NR2 IS-NR1 = IL-NR2 IL-NR1 , where IS-NR1, IS-NR2, IL-

NR1, and IL-NR2 represent the spectral peak intensities from QDS-

NR and QDL-NR at before and after the flexion, respectively. On 
the other hand, when using resonant QD pairs, as QDS-R and 
QDL-R in Fig. 1(b), energy transfer occurs only when the QDs 
are closely positioned, and emission is obtained only from 
QDL-R. Here, if the QDS-R and QDL-R are separated by flexion 
of the substrate, the resonant relation is destroyed and QDS-R 
and QDL-R emit equivalently, as non-resonant QDs do. 
Therefore, different rates of change of the spectral peak 



intensities at before and after the flexion are obtained from 
QDS-R and QDL-R as IS-R2 IS-R1 ! IL-R2 IL-R1 , where IS-R1, IS-R2, 
IL-R1, and IL-R2 represent the spectral peak intensities from QDS-

R and QDL-R at before and after the flexion, respectively.  

 
Figure 1 Schematic diagram of modulatable optical response of QDs 
dispersed on flexible substrates with (a) non-resonant QD pairs and (b) 
resonant QD pairs. 

III. EXPERIMENTAL DEMONSTRATION 

We used commercially available CdSe/ZnS QDs which non-
resonant and resonant relations via optical near-field 
interactions, which has been experimentally demonstrated [5]. 
As a flexible substrate, we used polydimethylsiloxane (PDMS), 
which is optically transparent and is generally considered to be 
an inert, non-toxic, and non-flammable material. Both non-
resonant and resonant QD pairs were dispersed on individual 
PDMS substrates, and the samples were excited by a 457 nm 
laser diode. In our experiment, each sample was set on a hole 
formed in a vacuum desiccator, and substrate flexing was 
achieved by evacuation.  

We observed emission spectra with non-resonant and 
resonant samples at before and after the flexion of each 
substrate. From the spectra, peak intensities of the emission 
spectra from each QD are measured. Figure 2 shows the 
change rate of each spectrum peak intensity between before 
and after the flexion. The +50% of the rate is experimentally 
intended by the change of the number of QDs per unit area. As 
shown, with the non-resonant QD pairs, the rates of QDS-NR 
and QDL-NR are nearly equal ( IS-NR2 IS-NR1 ! IL-NR2 IL-NR1 ). In 
contrast, with the resonant QD pairs, the rates are clearly 
different (  IS-R2 IS-R1 ! IL-R2 IL-R1 ). These are the expected 
behaviors as noted above.  

In general, the different rates of change of each spectral peak 
intensity correspond to a change in color tone of the emission 
from the sample. Our experimental result indicates that the 
change in color tone of the emission is successfully obtained 
by the flexion of the substrate.   

 
Figure 2 Change rates of each emission spectrum peak intensity between 
before and after the flexion with non-resonant and resonant QD pairs. 

IV. CONCLUSION 

In conclusion, we have described the basic concept of 
Modulatable Nanophotonics and experimentally demonstrated 
the concept by utilizing non-resonant and resonant QD pairs 
dispersed on a PDMS substrate. Moreover, in the point of view 
of the information retrieval, results of our demonstration 
indicate that Modulatable Nanophotonics can retrieve effects 
of optical near-field interactions as modulation of emission 
spectrum. Selecting appropriate QD pairs can realize various 
modulatabilities of Nanophotonics. By developing the concept 
further, our idea can be applied to a modulatable multi-
spectrum emitting element whose emission spectrum can be 
switched by modulation on the nanometric scale. 
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Resume : Because conventional photocatalysts are activated only under
ultraviolet light irradiation, the effective use of visible light is a very important
goal. We generated hydrogen using visible light in a phonon-assisted optical
near-field process. Carrier excitation using propagating light requires photon
energy higher than the band gap energy (3.3 eV for ZnO). An optical near-field
can excite coherent phonons in nanoscale structures, i.e., a phonon-assisted
process. To realize an efficient phonon-assisted process, we introduced ZnO
nanorods grown by metal–organic vapor-phase epitaxy (MOVPE) as
electrodes. The optical near-field generated around a material depends on the
material size. In the MOVPE process, the temperature controls the diameter of
the ZnO nanorods. We prepared samples of ZnO nanorods with diameters of
100 and 10 nm. Water was electrolyzed using the electrodes, and hydrogen
was generated at the Pt counter electrode. The current was measured under
visible light irradiation (2.6 eV). The current was more than 20 times greater
using the 10-nm nanorods than using the 100-nm nanorods.
Photoluminescence measurements revealed that the visible light excitation did
not originate from impurities. We realized a visible-light excitation process due
to a phonon-assisted optical near-field by introducing fine ZnO nanorod
structures as small as 10 nm in diameter.
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Resume : ZnO quantum dots (QDs) are promising materials for realizing
nanophotonic devices at room temperature, owing to their large exciton
binding energies. The recent demonstration of QDs has resulted in
nanometer-scale signal transmission devices, in which the unidirectional
energy flow from a small QD (QDS) to a large QD (QDL) is satisfied by
resonant near-field energy transfer and energy dissipation in the QDL. To
increase signal transmission efficiency, we optimized the QDS/QDL size ratio.
We synthesized ZnO QDs using a Sol-Gel method and then combined a 3.0-nm
QDS with a 4.5-nm QDL. For these radii, the first excited state of the QDL
resonated with the ground state of the QDS. The mean surface-to-surface
separation of the QDs was 3 nm. When the mixing ratio R (=NL [number of
QDL]/NS [number of QDS]) of the QDs was less than 4, a photoluminescent
(PL) signal was obtained only at 3.41 eV, corresponding to the ground state
of the QDL. When the value of R exceeded 4, an additional peak appeared in
the PL signal at 3.52 eV, corresponding to the ground state of the QDS.
Furthermore, the maximum PL intensity at 3.41 eV was at R=4. If NL
increased, the energy transfer from the QDS to the QDL was blocked due to
state filling. These results indicate that there is an optimum R value for near-
field energy transfer. This assumption is confirmed by the increased energy
transfer time from the QDS to the QDL as NL increased.
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16:55 Size control of sol-gel-synthesized ZnO quantum dots using photo-assisted
desorption
Authors : Y. Liu, T. Yatsui, and M. Ohtsu The University of Tokyo
Resume : Recently, techniques involving quantum dots (QDs) have been
actively studied for producing nanometer-sized optical devices (nanophotonic
devices). To realize high performance in a nanophotonic device, it is necessary
to resonate the discrete levels of the excitons in the QDs. For this, the size
variance of the QD must be reduced to 10% or less. We selected ZnO QDs to
fabricate nanophotonic devices, because ZnO has a large exiton binding
energy. However, in conventional ZnO QD synthesis in liquid by the sol-gel
method, the QD size variance can be as large as 25%. To solve this problem,
we developed a new sol-gel method employing light-assisted chemical etching.
When synthesized ZnO QDs are irradiated by light with photon energies higher
than their bandgap energy, electron-hole pairs trigger an oxidation-reduction
reaction in the QDs. Thus, the ZnO atoms depositing on the QD surface are
desorbed. The ZnO QD size can be controlled accurately by the absorbed light
intensity and wavelength. With this method we succeeded in reducing the QD
size variance from 23% to 18%, as was shown in the half bandwidth of the
ZnO QD’s PL spectrum and TEM image. Furthermore, this technique was found
to be effective at reducing the number of defect levels formed due to oxygen
defects generated during ZnO QD synthesis. As a result, we succeeded in
removing the defect level perfectly.
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Innovations in optical technology are required for the 
development of future information processing systems, 
which includes increasing the integration of photonic 
devices by reducing their size and levels of heat 
generation. To meet this requirement, we proposed 
nanophotonic signal transmission (NST) devices that 
consist of semiconductor quantum dots (QDs) [1,2]. 
These NST devices operate using excitons in QDs as the 
signal carrier, due to optical near-field interactions 
between closely spaced QDs. The exciton energy transfers 
to another QD when the exciton energy levels are 
resonant and, therefore, the optical beam spot may be 
decreased to be as small as the QD size. To produce the 
NST device, a new technique is required for positioning 
and alignment of QDs with precise separation. 
 Figure 1(a) illustrates our approach for the 
development of a self-assembling NST device with 
angstrom-scale controllability in spacing among QDs 
using silane-based molecular spacers and DNA [3]. First, 
ZnO QDs 5 nm diameter in diameter were synthesized 
using the Sol-Gel method [4]. Then, the surfaces of QDs 
were coated with a silane coupling agent 0.6 nm in length. 
The function of the agent is to maintain the spacing 
between QDs, and to be adhesive to anionic DNA, due to 
its cationic nature. We used � DNA (stretched length = 16 
�m) as a template, and when the QDs are mixed, the QDs 
are self-assembled onto the DNA by electrostatic 
interactions. Dense packing of the ZnO QDs along the 
DNA was obtained, as shown by transmission electron 
micrography (TEM) (Fig. 1(b)). The separation between 
QDs (S) was determined by TEM and shown to be 1.2 nm, 
which was in good agreement with twice the length of 
silane coupling agents. Such a high density of packing, 
despite the electrostatic repulsion between ZnO QDs, was 
due to the quaternary ammonium group of the silane 
coupling agent [3]. 
 To observe the optical properties of the aligned 
ZnO QDs, the DNA with QDs was stretched and 
straightened on the silicon substrate using combing 
technique [5], where the silicon substrate was terminated 
with silane coupling agent and the anionic DNA was 
adsorbed on the cationic silicon substrate. We obtained 
the isolated chain of ZnO QDs (see Fig. 2(a)). From the 
polarization dependence of photoluminescence (PL) at a 
wavelength of 350 nm (Fig. 2(b)), corresponding to the 

ground state of 5-nm ZnO QDs, the strong PL emission 
was obtained by excitation of parallel polarization along 
the QD chains (E0). Previous studies on the excitation 
polarization dependence of nanorods [6] indicated that the 
PL under parallel excitation (E0) is much greater than that 
under perpendicular polarization (E90), due to the 
absorption anisotropy. Similar polarization dependence 
was observed in our chained structure. It is possible that 
the dipoles between adjacent QDs are coupled with 
optical near-field interaction, and QD chains have large 
dipolar strength (see Fig. 2(b)), indicating that they act as 
an NST device along the chained QDs. 

 
 As optical near-field energy can transmit through 
the resonant energy level, NST devices have a number of 
potential applications, such as wavelength division 
multiplexing using QDs of different sizes. 
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Abstract—We examine autonomous optical excitation transfer in 
mixtures of different-sized quantum dots networked via optical 
near-fields at the nanometer scale. We theoretically and 
experimentally demonstrate optical excitation transfer via the 
network of optical near-field interactions among quantum dots. 
The topology-dependent efficiency of excitation transfer is also 
investigated. The results of our analysis of autonomous and 
energy-efficient light–matter interactions at the nanoscale, called 
nanophotonics, will provide useful insights into the design of 
robust and energy-efficient information and communications 
systems and networks. 

Index Terms—nanophotonics, nanometer-scale systems, 
nanostructures, network in the nanometer-scale, new generation 
network, optical excitation transfer, optical near-fields 

I. INTRODUCTION 

PTICS is expected to play a crucial role in enhancing 
system performance to handle the continuously growing 

amount of digital data and new requirements demanded by 
industry and society [1]. However, there are some 
fundamental difficulties impeding the adoption of optical 
technologies in information processing and communication 
systems [2-6]. One problem is the poor integrability of optical 
devices in systems due to the diffraction limit of light. This is 
because the optical wavelength used in a given system is 
typically around 1 m, which is about 100 times larger than 
the gate width of present silicon VLSI hardware. 

Nanophotonics, on the other hand, which is based on local 
interactions between nanometer-scale materials via optical 
near-fields, is not restricted by conventional diffraction of 
light, allowing ultrahigh-density integration [2-4]. Optical 
excitation transfer between quantum dots (QDs) via optical 
near-field interactions will be one of the most important 
mechanisms in realizing novel devices and systems [2,3,7,8]. 

Moreover, qualitatively novel features that are unavailable in 
conventional optics and electronics are enabled by such 
optical excitation transfer [9,10].  

In this paper, we demonstrate optical excitation transfer in a 
mixture composed of different-sized (larger and smaller) QDs 
networked via optical near-fields in their vicinities. We 
theoretically demonstrate an optimal mixture of two different-
sized QDs concerning the optical near-field interaction 
network based on a density matrix formalism, which agrees 
well with experimental results obtained using CdSe/ZnS QD 
mixtures with diameters of 2.0 nm and 2.8 nm. In addition, we 
theoretically examine the topology-dependent efficiency of 
optical excitation transfer, which also clearly exhibits 
autonomous, energy-efficient networking behavior occurring 
at the nanometer scale.  

This paper is organized as follows. In Section II, we 
describe the physical fundamentals of optical excitation 
transfer between QDs. In Section III, we discuss a network of 
optical near-field interactions and analyze the mixture-
dependent optical excitation transfer theoretically and 
experimentally. In Section IV, we investigate the topology-
dependency of the excitation transfer. In Section V, we discuss 
what we can learn from these physical principles and 
phenomena physically existing at the nanometer scale and 
their implications for information and communications 
applications, as well as information networking. 

II. OPTICAL EXCITATION TRANSFER VIA OPTICAL NEAR-
FIELD INTERACTIONS BETWEEN QUANTUM DOTS 

In this section, we first briefly review the fundamental 
principles of optical excitation transfer involving optical near-
field interactions [2,3]. Conventionally, the interaction 
Hamiltonian between an electron and an electric field is given 
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where   is the dipole moment, †ˆ ( )r   and ˆ ( )r   are 

respectively creation and annihilation operators of the electron 

at r


, and ˆ ( )D r
   is the operator of electric flux density. In 

usual light–matter interactions, the operator ˆ ( )D r
   is a constant 

since the electric field of propagating light is considered to be 
constant on the nanometer scale. Therefore, one can derive 
optical selection rules by calculating a transfer matrix of an 
electric dipole. As a consequence, in the case of cubic QDs, 
for instance, transitions to states described by quantum 
numbers containing an even number are prohibited [2]. In the 
case of optical near-field interactions, on the other hand, due 
to the steep electric field of optical near-fields in the vicinity 
of nanometer-scale matter, an optical transition that violates 
conventional optical selection rules is allowed [2,3]. 

Optical excitations in nanostructures, such as QDs, can be 
transferred to neighboring ones via optical near-field 
interactions [8-10]. For instance, assume that two cubic QDs 
whose side lengths are a and a2 , which are called QDS and 
QDL, respectively, are located close to each other, as shown in 
Fig. 1(a). Suppose that the energy eigenvalues for the 
quantized exciton energy level specified by quantum numbers 

),,( zyx nnn  in the QD with side length a (QDS) are given by  

2 2
2 2 2

( , , ) 2
( )

2x y zn n n B x y zE E n n n
Ma


   

 

where EB is the energy of the bulk exciton, and M is the 
effective mass of the exciton. According to (2), there exists a 
resonance between the level of quantum number (1,1,1) in 
QDS and that of quantum number (2,1,1) in QDL. There is an 
optical near-field interaction, which is denoted by USL, due to 
the steep electric field in the vicinity of QDS. It is known that 
the inter-dot optical near-field interaction is given by a 
Yukawa-type potential [2]. Therefore, excitons in QDS can 
move to the (2,1,1)-level in QDL. Note that such a transfer is 
prohibited for propagating light since the (2,1,1)-level in QDL 
contains an even number. In QDL, the exciton sees a sublevel 
energy relaxation, denoted by , which is faster than the near-
field interaction, and so the exciton goes to the (1,1,1)-level in 
QDL.  

In Sections III and IV, we apply these theoretical arguments 
to systems composed of multiple quantum dots and investigate 
their impact on fundamental features of optical excitation 
transfer occurring at the nanometer scale. 

 
 
Fig. 1. (a) Optical excitation transfer from smaller quantum dot (QDS) to
larger one (QDL) via optical near-field interactions. (b) Multiple quantum dot
system composed of multiple smaller QDs and one larger QD. (c-f) Example
systems.  

 

 
Fig. 2. Example of the system modeling based on a density matrix
formalism. (a) Parameterizations for inter-dot near-field interactions,
radiative relaxations, and non-radiative relaxations in the S2-L1 system. (b)
Schematic representation of state transitions in the S2-L1 system.  
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III. NETWORK OF OPTICAL NEAR-FIELD INTERACTIONS 

Here we consider a quantum dot system shown in Fig. 1(b), 
where multiple smaller dots (denoted by Si) can be coupled 
with one larger dot, denoted by L. We also assume inter-dot 
interactions between adjacent smaller quantum dots; that is, (i) 
Si interacts with Si+1 (i=1,...,N-1) and (ii) SN interacts with S1, 
where N is the number of smaller QDs. For instance the 
system shown in Fig. 1(c) consists of two smaller QDs and 
one larger QD, denoted by S2-L1. Similarly, S3-L1, S4-L1, 
S5-L1 systems are composed of three, four, and five smaller 
QDs in addition to one large QD, which are respectively 
shown in Figs. 1(d), (e), and (f).  

Now, what is of interest is to maximize the flow of 
excitations from the smaller dots to the larger one. We deal 
with this problem theoretically based on a density matrix 
formalism. In the case of the S2-L1 system, composed of two 
smaller QDs and one larger QD, the inter-dot interactions 
between the smaller dots and the larger one are denoted by 

iS LU , and that between the smaller dots is denoted by 
1 2S SU , as 

schematically shown in Fig. 2(a). The radiations from S1, S2, 
and L are respectively represented by the relaxation constants 

1S , 
2S , and 

L . We suppose that the system initially has two 

excitations S1 and S2. With such an initial state, we can prepare 
a total of eleven bases where zero, one, or two excitation(s) 
occupy the energy levels; the state transitions are 
schematically shown in Fig. 2(b). In the numerical calculation, 
we assume 

iS LU  = 200 ps and 
1 2S SU = 100 ps as typical 

parameter values. Following the same procedure, we also 

derive quantum master equations for the S3-L1, S4-L1, and 
S5-L1 systems with initial states in which all smaller quantum 
dots have excitations. Finally, we can calculate the population 
of the lower level of QDL, the time integral of which we 
regard as the output signal.  

We compare the output signal as a function of the ratio of 
the number of smaller dots to the larger one assuming that the 
total number of QDs, regardless of their sizes (smaller or 
larger), in a give unit area is the same. As shown in the circles 
in Fig. 3(a), the most efficient transfer is obtained when the 
ratio of the number of smaller dots to the larger one is 4. That 
is, increasing the number of smaller quantum dots does not 
necessarily contribute to increased output signals. Because of 
the limited radiation lifetime of QDL, not all of the initial 
excitations can be successfully transferred to QDL due to the 
state filling of the lower level of QDL. Therefore, part of the 
input populations must be decayed at QDS, which results in 
loss in the transfer from the smaller QDs to the larger one 
when there are too many excitations in the smaller QDs 
surrounding one larger QD.  

Such an optimal mixture of smaller and larger QDs was 
experimentally demonstrated by using two kinds of CdSe/ZnS 
core/shell quantum dots whose diameters were 2.0 nm and 2.8 
nm [11,12]. The quantum dots were dispersed in a matrix 
composed of toluene and ultraviolet curable resin and were 
coated on the surface of a silicon photodiode (Hamamatsu 
Photonics K.K., Si Photodiode S2368). As schematically 
shown in Fig. 3(b), half of the surface of the photodiode was 
spin-coated with an ultraviolet-curable resin containing a 
mixture of quantum dots, which was then cured by ultraviolet 
radiation, whereas the other half of the surface was coated 
with the same resin without the quantum dot mixture. Input 
light was selectively radiated onto each area to evaluate the 
difference in the generated photocurrent. The increase of the 
induced photocurrent via the QD-coated area with input light 
wavelengths between 340 nm and 360 nm is shown by the 
squares in Fig. 3(b). We attribute such an increase to the 
optical excitation transfer through which the input light 
wavelength is red-shifted to wavelengths where the 
photodetector is more sensitive. The maximum increase was 
obtained when the ratio of the number of smaller QDs to 
larger ones was 3:1. This agrees with the theoretical optimal 
ratio discussed above.  

IV. TOPOLOGY-DEPENDENT, AUTONOMOUS, EFFICIENT 

OPTICAL EXCITATION TRANSFER 

In the previous section, we observe that the amount of 
optical excitation transferred from the smaller QDs to the 
larger one depends on the ratio of the number of smaller and 
larger QDs. This indicates that we could increase the output by 
further engineering the network structure among the QDs. In 
this section, by taking the S5-L1 system shown in Fig. 1(f) as 
an example, we demonstrate that the output signal could be 
increased when the network among the quantum dots is 
adequately configured.  

 
 

 
 
Fig. 3. (a) Optimal ratio of the number of smaller QDs to larger ones so that
the optical excitation transfer is the most efficiently induced. (b) Schematic
diagram of the experimental demonstration.  
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Figure 4(a), denoted by E0, represents the original S5-L1 
system which is the same as the one shown in Fig. 1(f). Here, 
assume that some of the interactions between QDS (denoted by 
S1 to S5) and QDL are degraded, or lost, due to, for instance, 
material disorder such as violation of the condition 
represented by (1). There are in total eight such configurations 
concerning the symmetry; for instance, when one of the five 
links between QDS and QDL is degraded, such a situation is 

represented by the system E1 schematically shown in Fig. 4(b). 
(The interaction between S1 and L is indicated by X.) Similarly, 
when the number of degraded links is two, the system should 
be represented either by the system E2 or E2' shown 
respectively in Fig. 4(c) and (d).  

Figure 5(a) demonstrates the time evolutions of the 
populations associated with radiation from QDL. Figure 5(b) 
summarizes the integrated populations as a function of the 
network configurations illustrated in Fig. 4. Interestingly, 
systems with degraded interactions, except the system E5 
which has no valid links between QDS and QDL, exhibit a 
higher output signal than the system without link errors, 
namely, the system E0. For example, the system E2 exhibits 
an output signal about 1.64 times higher than the system E0. 
This corresponds to the results described in Section III, where 
the output is maximized when the ratio of the number of QDS 
to QDL is 4, meaning that the excessively high number of 
excitations in QDS connected to QDL cannot be transferred. 
Thanks to the "limited" interactions between QDS and QDL, 
such as in the case of the systems E2 and E2', the excitations 
located in QDS have more chance to be transferred to QDL. In 

 

 
 
Fig. 5. (a) The time evolution of the populations associated with the QDL
in systems E0, E1, E2, E3, and E4 in Fig. 4. (b) Time integrated
populations for the systems in Fig. 4, where systems with certain
negligible, or essentially nonexistent links result in higher output signal
levels.  

 

 
 
Fig. 4. Eight different network topologies in the S5-L1 system where some of the interactions between QDS and QDL are degraded, or lost. (Degraded
interactions are indicated by "X") 

 

 
 

Fig. 6. Time evolutions of the populations associated with the smaller QDs
(S1 to S5) in the system E2 in Fig. 4. 
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representing such an effect, Fig. 6 summarizes the evolutions 
of populations associated with S1 to S5 in the system E2, 
where the interactions between [S2 and L] and [S3 and L] are 
negligible, or essentially nonexistent. Note that the 
populations associated with S2 and S3 remain at a higher level, 
indicating that the optical excitations in S2 and S3 are 
effectively "waiting" in the smaller dots until they have the 
opportunity to be transferred to QDL by way of the interactions 
between smaller dots.  

V. IMPLICATIONS FOR INFORMATION AND 

COMMUNICATION SYSTEMS 

Finally, we would like to conclude with a few remarks 
about how these findings in nanometer-scale light–matter 
interaction networks can be applied to information and 
communications technologies (ICTs). The first point we 
would like to address here is the autonomous behavior of the 
optical excitations. As we could see, there is no "central 
controller" in the systems, and yet, efficient transport of the 
optical excitations is realized, as clearly observed in the 
discussions above. Such an intrinsic, seemingly intelligent 
behavior of the nanometer-scale physical system may also 
provide valuable lessons for designing self-organizing, 
distributed, complex ICT systems on Internet-scale. In the 
wake of the current redesign efforts toward a future Internet, 
novel distributed and autonomous strategies for new 
generation networks (NwGN) are being considered [13] that 
are able to cope with the numerous requirements the Internet 
will be facing in the future. Some of these approaches are 
based on biological or physical phenomena that exhibit self-* 
capabilities, e.g., self-organization, self-adaptability, which 
permit a flexible and autonomous management of the network 
[14]. Furthermore, using distributed and autonomous network 
systems helps avoiding unbalanced traffic load and energy 
consumption [13], as well as reduces the dependence of the 
network on single points of failure and thus leads to improving 
the overall sustainability and reliability.  

Closely related to this is also the second observation that the 
increase in the output signal induced by degraded interactions 
indicates robustness against errors occurring in the system. 
This point is also of great importance for future 
communication networks. Since new generation networks are 
expected to accommodate a large number of heterogeneous 
end devices, access technologies, network protocols/services, 
and traffic characteristics, the consideration of failures or 
sudden fluctuations in performance seems inevitable. 
Designing robust mechanisms is, therefore, a key issue and 
utilizing such an intrinsic robustness of nanophotonics, which 
has the potential to provide superior robustness to errors, 
while requiring less hardware redundancy than current 
proposals with redundancies of the order of 10 to 100 [15], 
may provide helpful guidelines and/or principles for 
constructing efficient future ICT systems.  

Third, it was demonstrated that a single process of optical 
excitation transfer is about 104 times more energy efficient 
compared with the single bit flip energy required in current 
electrical devices [16]. A system-level, comprehensive 

comparison of energy efficiency is an important and timely 
subject that should be explored in future. These studies will be 
extremely helpful for developing energy efficient strategies to 
assist in handling the tremendous growth in traffic and 
required processing energy anticipated in future 
communication networks [17,18]. 
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In this study, we investigated a novel process to excite TiO2 using sub-bandgap 

photon via the phonon-assisted optical near-field(ONF). Recently it has been reported 

by Ohtsu et al. that the optical near-field generated at nanomeric materials allows the 

excitation of dipole forbidden phonon states, coincident with the excitation of electronic 

levels, which is called as non-adiabatic process. This process has been confirmed to be 

able to excite electrons with sub-bandgap photons in many material systems. For the 

nanostructure of materials plays an important role in the generation of ONF, we 

introduced nano-structured TiO2 thin film with different grain sizes by CVD method. 

TiO2 thin film was grown directly onto FTO substrate by CVD method with the 

thickness of 1.0, 0.5, 0.3, 0.1 µm, respectively. The size and the protrusion of TiO2 grains 

were controlled by the film thickness. The SEM images showed that the thicker film has 

larger grains of TiO2. The photocatalytic activity of TiO2 thin films under UV and visible 

laser (488nm) irradiation were investigated by PEC measurement in 0.5M NaClO4 

buffered with phosphate buffer (pH=7.4). Compared with UV irradiation, under visible 

irradiation, the more significant differences between samples with different grain sizes, 

have been observed. For example, the 1µm-thick sample showed a double higher IPCE 

under UV irradiation, while a 3 times higher IPCE under 488nm irradiation, compared 

with the 100nm-thick sample. From these results, we suggest that for all samples, the 

observed visible photo response is the combination of surface defects effect and the 

phonon-assisted optical near-field effect. And it is likely that the larger protrusion 

structure the surface possesses, the larger the visible response could be obtained. 

Towards improving the effect of ONF, the growth of TiO2 nanorod with sufficient size by 

the so-called GLAD (Glancing Angle Deposition) method and the PEC evalution are 

under investigation. 
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ABSTRACT BODY: ABSTRACT BODY: ABSTRACT BODY: ABSTRACT BODY: Integration of various and complex chemical processes on a microfluidic chip 

was realized by our basic technique for general micro-integration: micro unit operations (MUOs) 

and continuous flow chemical processing (CFCP). The high performances have been demonstrated 

in analysis, diagnosis and synthetic systems. In order to support the concept, multiphase parallel 

flow is important fluidic control method to form complex chemical networks. Recently, our focus 

has been centered on an even smaller space, extended-nano space (10-1000 nm). In this space, we 

found unique physicochemical water properties such as higher viscosity and higher proton mobility 

than those in microspace. The new chemical operations utilizing these unique properties are 

expected which leads to novel functional devices. Similar to microspace, multiphase parallel flow is 

also key method to realize complex chemical processes in extended-nano space. Extended-nano 

space has extremely high surface-to-volume ratio, and surface properties (hydrophilic/hydrophobic) 

affect the stabilization of multiphase parallel flow. Therefore, partial surface modification is 

important methodology. So far, there were several methods for partial surface modification: light, 

electron beam, SPM. Especially, optical method is essential for closed extended-nano space. 

However, partial surface modification with spatial resolution less than optical diffraction limit (~500 

nm) is usually difficult and conventional optical method cannot be applied to the extended-nano 

space. Then, I focus on optical near-field. As the optical near-field is nanometer-scale light formed 

around the nano-object and behave as high energy photon (exciton-phonon polariton). By combining 

the near-filed light and nanostructure in extended-nano space, the partial surface modification 

smaller than diffraction limit is expected. In this research, we developed a new method for partial 

surface modification in extended-nano channel.  Photocatalytic reaction of TiO2 by optical 

near-field visible light was induced to partially remove the octadecyltrimethoxysilane (ODS) on 



TiO2/glass nanopillar surface.  The nanostrucuture made the photochemical reaction by visible light 

(488nm).  The experimental results for the principle verification will be presented. 
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ABSTRACT 

We report a self-assembly method that produces 
greater spatial uniformity in InGaN thin films using optical 
near-field desorption. Spatial homogeneity in the In 
fraction was reduced by introducing additional light during 
the photo-enhanced chemical vapour deposition of 
InGaN. 

1. INTRODUCTION 
The control of light-emitting-diode (LED) colour is 

important in many applications, including the generation of 
white light [1] and in optical communications [2]. The 
photon energy, h em, emitted from a composite 
semiconductor can be tailored by adjusting its composition. 
White light-emitting diodes (WLEDs) were developed 
using gallium nitride (GaN)-based LEDs because the h em, 
from GaN can be shifted from 400 nm to 1.5 m by 
adjusting the indium (In) content in InxGa1-xN from x = 0 to 
1, respectively [1,3]. Although some commercial WLEDs 
combine the emission of three coloured LEDs, the 
resulting colour-rendering index over a broad spectrum is 
low due to the low spatial uniformity of In. As a result, this 
type of WLED has yet to replace fluorescent lamps in 
many applications. Here we report a self-assembly 
method that yields greater spatial uniformity of In in InGaN 
thin film using optical near-field desorption. The spatial 
heterogeneity of the In fraction was reduced by introducing 
an additional light source (i.e., a desorption light source) 
during the photo-enhanced chemical vapour deposition 
(PECVD) of InGaN thereby causing near-field desorption 
of InGaN nanoparticles. The degree of nanoparticle 
desorption depended on In content of the film, and the 
photon energy of the desorption light source ultimately 
determined the emitted photon energy of the thin film [4]. 

2. CONTROLLING THE THIN FILM COMPOSITION 
USING THE OPTICAL NEAR-FIELD 

Figures 1(a) and 1(b) illustrate the approach to 
obtaining a more spatially uniform device composition 
using optical near-field effects. During the initial stages of 
Inx1Ga1-x1N nanoparticle growth (bandgap energy Ex1), a 
lattice vibrational mode can be excited by far-field light 
originating from an optical near field caused by coupling of 
exciton-polaritons and phonons (Fig. 1(a)) [5]. If the 
nanoparticles are concurrently illuminated by a desorption 
source with photon energy of h x2 (< Ex1), a strong optical 

absorption due to a multistep excitation of lattice 
vibrational modes induces desorption of a fraction of the 
nanoaparticle population [6]. The absorption is 
enhanced by increasing the In content. As the deposition 
proceeds with desorption source illumination, the growth 
is governed by a trade-off between In deposition (where 
the In content x < x1) and In desorption (where x > x1). 
Thus, the resulting In content in the film is a function of 
h x2, and both spatial heterogeneity of the In fraction and 
spectral broadening (Fig. 1b) are avoided. 

 
3. EXPERIMENT 

A spectral change was observed upon introduction of 
the desorption light source during PECVD of InGaN at 
room temperature [7] in which h em was determined by 
the photon energy h x2. A 5th-harmonic, Q-switched 
Nd:YAG laser (h depo = 5.82 eV,  = 213 nm) was used to 
excite and photodissociate trimethylgallium (TMG), 

Time of
illumination

Position on
the substrate

In deposition
(x<x1)In desorption

(x>x1)

(b)

x1 

Lattice
vibrational

mode

x=x1

x=x2
>x1

InxGa1-xN(a)

Ex1
=h x1

h x2

In content x

Fig. 1 
Controlling the thin film composition using the 

optical near field. (a) A schematic diagram shows 
the energy dispersion and the generation of lattice 
vibrational modes induced by an optical near field 
on InGaN nanoparticles. (b) Spatial distributions of 

x are shown as a function of deposition time for 
InxGa1-xN whilst illuminated with the desorption 

light source. 
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triethylindium (TEI) and ammonia (NH3, 99.999 %). The 
choice of laser was based on the strong photo-absorptions 
of gas-phase TMG (Eg > 4.59 eV), TEI (Eg > 4.77 eV) and 
NH3 (Eg > 5.66 eV), respectively [8,9]. The desorption light 
source was introduced through an optical window, and H2 
gas was introduced around the window to prevent GaN 
deposition onto the window. The substrate was placed at 
the centre of the reaction chamber and irradiated with a 
2-mm spot size of excitation light. The total pressure in the 
reaction chamber was 5.4 Torr, and the deposition time 
was 60 min. 

4. RESULTS AND DISCUSSION 
The morphology of the GaN sample was investigated 

with a scanning electron microscope (SEM). Figures 2(a) 
through 2(c) show magnified SEM images. Similar 
morphologies, consisting of 100-nm lines, were observed 
at different TEI flow rates, rTEI. The relative atomic 
compositions of indium, gallium and nitrogen were 
obtained by monitoring photoluminescence (PL) induced 
by a continuous wave He�–Cd laser (3.81 eV,  = 325 nm), 
in which the PL peak was shifted by changing rTEI (Fig. 
2(d)). The In content, x, was determined according to  

E = 3.42-4.95 x,     (1) 
where E refers to the PL peak energy [10]. Figure 2(e) 
shows that x was a linear function of rTEI, which agrees 
with results obtained using low-temperature metal-organic 
chemical vapour deposition (MOCVD) [11].  

Based on the above results, a spectral shift was 
induced by introducing desorption light during PECVD. 
InGaN was grown with rTEI = 2.5 × 10-3 sccm and under 
illumination with a desorption light source of h x2 = 2.71 
eV. As shown in Fig. 3(a), the PL intensity in the region 
h em < h x2 (curve X�’) decreased relative to that 
observed in the absence of desorption light (curve X). 
The difference in PL intensity, Idiff, between X and X�’ (Fig. 
3(b)) clearly shows the decrease in the PL intensity of X�’ 
at energies less than h x2, indicating near-field 
desorption as described in Fig. 1(a). Using a desorption 
light source with h x2 = 2.33 eV, which is lower in energy 
than the peak PL of deposited InGaN (2.5 eV) in the 
absence of desorption light, similar decreases in PL 
intensity were observed for rTEI = 2.5 × 10-3 sccm and rTEI 
= 5.0 × 10-3 sccm (curves Y�’ and Z�’ in Fig. 3(c), 
respectively). The difference in PL between Y and Y�’, 
and Z and Z, as indicated by curves Y�” and Z�” in Fig. 3(d), 
respectively, shows that the PL intensity of both Y�’ and Z�’ 
decreased at energies below h x2= 2.33 eV. In addition, 
Fig. 3(d) shows that higher levels of rTEI (curve Z�”) 
resulted in increased Idiff values at h x2 > 2.33 eV relative 
to those obtained at lower rTEI (curve Y�”). This further 
indicates In desorption. This result confirms that the use 
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Magnified images show films fabricated with rTEI = 0 

(a), 2.5 × 10-3(b), 5.0 × 10-3 (c) sccm. Spectral control 
by adjusting the TEI flow rate, rTEI, at room 

temperature. (d) PL spectra obtained at 5 K were 
acquired following room-temperature film deposition 
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rTMG = 0.5 sccm. (e) The indium content of InGaN is 

shown as a function, rTEI. Spectral control by adjusting 
the TEI flow rate, rTEI, at room temperature. 
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Spectral changes induced by desorption light 

illumination at 2.71 eV during PECVD. (a) PL spectra 
were obtained at 5 K using room-temperature 

PECVD with rTEI = 2.5 × 10-3 (curves X and X�’) and a 
desorption source energy of h x2 = 2.71 eV. (b) The 

difference spectrum is shown for X �– X�’. 
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illumination at 2.33 eV during PECVD. (c) PL spectra 
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of the desorption light source during film deposition did not 
permit additional In doping other than that determined by 
the photon energy of the desorption light source itself. This 
effect resulted in a film with a more spatially uniform In 
content. 

5. CONCLUSION 
Since the deposition method described herein is based 

on a photo-desorption reaction, it can be applied with other 
deposition techniques, such as MOCVD [1], molecular 
beam epitaxy [12] and pulsed-laser depositions [13], and 
can also be applied with other compound semiconductors 
such as InGaAs [14]. 
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INVESTIGATION OF PHONON-ASSISTED OPTICAL NEAR-FIELD   
EXCITATION ON NANOSTRUCTURED TiO2 TOWARDS ON-CHIP FUEL 

CELL APPLICATION 
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ABSTRACT 

We report herein the investigation of a novel non-adiabatic optical near-field (ONF) excitation on nanostructured 
TiO2 photo-anode. The usage of ONF allows the transition to the dipole forbidden phonon states, which is called the 
phonon-assisted ONF transition, and hence allows us to excite TiO2 by sub-bandgap photon. Here, we investigated the 
usage of ONF to induce the photocatalytic activity of TiO2 with visible light instead of conventional UV light. By 
introducing nanostructure into TiO2 photo-anode  to generate optical near-field at the surface of electrode,  we confirmed 
the enhancement of  photo current in the visible range, and this current is attributed to the phonon-assisted ONF 
excitation. This study should lead to a novel approach to excite TiO2 by sub-bandgap photon, consequently improve its 
visible-light response photocatalytic performance. It also suggest that this kind of  nanostructured semiconductor 
photocatalyst have promising properties for hydrogen production from water splitting.  
 
KEYWORDS: Nanostructured titaninum dioxide, visible-light response photocatalyst, optical near-field(ONF), 
phonon-assisted excitation, overall water splitting. 

 
INTRODUCTION 

Over the past decades, due to the increasing need for clean energy, significant effort has been made to investigate 
semiconductor photocatalysts such as TiO2, ZnO, and WO3 that can efficiently produce hydrogen from water splitting. 
Yet the large bandgaps of those materials and the lack of absorption in visible range of solar spectrum is the major 
limitation so far. To overcome this, there have been approaches to manipulate the bandgaps of metal oxides by doping 
both transition metals as well as nitrogen, or carbon. The doping enhances the visible absorption whereas it makes 
recombination centers for photogenerated holes and electrons that conversely reduce the photocatalytic performance[1-
2]. The visible-light response photocatalyst still remains a big issue. In this study, we report a novel approach to excite 
TiO2 with visible light by using optical near-field without changing the electronic band structure of material. Thus unlike 
in the case of doping,  it is expected to hav1e no influence on the  photocatalytic performance of  TiO2.  

Recently it has been reported by Ohtsu et al. that the optical near-field generated at nanomeric surface of material 
allows the transition of electric dipole forbidden states, together with the conventional excitation of electronic levels.  
This novel excitation has been confirmed to be able to excite the carriers by sub-bandgap photons in many kinds of 
materials and has already been applied in the development of  novel photochemical vapor deposition [3], 
photolithography [4], self-organized photochemical etching [5], etc. Herein, we studied for the first time the usage of this 
novel property of optical near-field to excite photocatalyst TiO2 by visible light. Besides, the enhancement of proton 
conductivity in nanochannels suggested us the usage of nanochannel-array as a novel class of proton exchange 
membrane for micro fuel cell application[6]. In the future, taking the advantages of these two effects, we are also 
simultaneously developing the integration of the investigated visible-light response photocatalyst into micro device and 
realizing the overall water splitting reactor and fuel cell in micro/nanofluidic device. 

 
CONCEPT 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 



 
Fig. 2 (A) PEC cell set up (B) SEM images of  (a) nano-pillar and thickness (b) 0.1 µm, (c) 0.5 µm, (d) 1.0 µm CVD 

samples respectively  

Fig. 1 shows the schematic diagram of the excitation of titanium dioxide with sub-bandgap photon by two-step 
phonon-assisted process. The first step is the excitation of electrons from valence band to intermediate phonon states by 
optical near-field. The intermediate phonon states exist in the bandgap are dipole-forbidden levels that can not be excited 
by conventional propagating light, and hence optical near-field is indispensable for the transition to such levels. In the 
second step, electrons can be excited from phonon states to conduction band by both optical near-field and propagating 
light, since this is a dipole-allowed transition[3]. We have studied this multi-step phonon assisted excitation on TiO2 thin 
film by introducing nanostructures into TiO2 film and evaluating the visible light response of TiO2 thin film in 
photocatalytic water splitting reaction based on photo electro chemical (PEC) cell.  
 
EXPERIMENTAL 

Since the nanostructure and morphology of materials play important roles in the generation of ONF, especially the 
protrusion surface structure[3], we introduced nanostructures into TiO2 thin film by both (1)Top-down and (2) bottom-up 
approach. For the top-down method, the nano-pillar pattern was fabricated onto quartz substrate by EB lithography and 
dry etching process. We have reached the limitation of pillar sizes as 200nm, and pitch between pillars and depth as 
200nm and 300nm. Two layers of Ti (50nm) (conducting layer) and TiO2 (100nm) were deposited onto the quartz 
substrate to form a TiO2 electrode. For the bottom-up approach, TiO2 thin films were grown directly onto transparent 
conducting  substrate SnO2:F by CVD method with the thickness of 1.0, 0.5, 0.3, 0.1 µm, respectively. The morphology 
of films were controlled by film thickness. The morphology and the surface average roughness(Ra) of the films were 
characterized  by scanning electron microscope (SEM) and atomic force microscope (AFM). The photocatalytic 
performance of TiO2 photo anode was evaluated by PEC measurement with a 3-electrode cell setup, as shown in Fig. 2A. 
For comparison, the photo anode were irradiated by UV (SP-9 Spot Cure UV source) and 488nm laser. The electrolyte 
used in all measurement was 0.5M NaClO4. A bias voltage of 0.5V vs Ag/AgCl was applied to all measurements.  
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Fig. 3  Photo response current of CVD samples under(A) UV & (B) 488nm irradiation 

RESULTS AND DISCUSSION 
Fig. 2B shows the SEM images of  nano-pillar samples and CVD samples. In case of CVD samples, the thicker film 

shows the larger grain size and protrusion structure that promise a better ONF effect.  
The X-ray diffraction (XRD) spectra show that, TiO2 thin film in nano-pillar sample was a mixed phases of rutile and 

anatase at the ratio 5:1, while the film deposited by CVD showed all anatase crystal phase.  
For nano-pillar samples, under both UV and visible irradiation, there was no significant difference in photo-response 

current between nano-pillar fabricated and non-fabricated film. This result suggested that the nano-scale of nano-pillar 
was not sufficient to generate optical near-field and consequently not able to contribute the effect large enough to be 
observed in our measurement. However, we could not introduce the finer nanostructure by this top-down method. The 
visible response of both patterned and non-patterned samples can be attributed to the absorption of  surface defects such 
as oxygen vacancies.   

Fig. 3 shows the UV and 488nm photo response of  CVD samples. Under UV irradiation, the TiO2 films with the 
larger grains showed the larger photo currents due to the enhancement of specific surface area(Fig. 3A), while under 
visible irradiation, the more significant difference between samples with different surface roughness has been observed. 
For example, the 1µm-thick sample showed a double higher Incident-photon-to-current conversion efficiency (IPCE) 
under UV irradiation, while a 3 times higher IPCE under 488nm irradiation, compared with the 100nm-thick sample. 
This enhancement could be attributed to the optical near-field nonadiabatic multi-step excitation process. 
The investigation to separate the photo response current derived from absorption of surface defect and optical near-field 
effect is undergoing. Besides, towards the improvement of optical near-field generation, the Glancing Angle Deposition 
(GLAD) sputtering method is being introduced to control the fine TiO2 nanorod structure with optimized size, and the 
size dependence of the optical near-field effect is under investigation. 

 
CONCLUSION 

We have prepared nanostructured TiO2 thin film and investigated the phonon-assisted optical near-field excitation by 
PEC measurement. Our results confirmed the excitation of TiO2 with sub-bandgap photon by using the novel non-
adiabatic transtition property of optical near-field. The fine nanomeric surface structure of the materials was realized to 
be the most significant factor in this effect. This study suggested a novel approach to develop visible-light reponse 
photocatalytic materials using optical near-field by merely introducing nanoscale structure and morphology. 
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Photon modes and second harmonic generation
in ZnO nano-needle arrays
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Localization of visible light is a fascinating topic in modern physics. Not only is it of fundamental in-
terest in itself, but the resulting strong electromagnetic field enhancements concentrated to dimensions
below the diffraction limit allow for novel ultrafast, non-linear, nano-optical experiments and applica-
tions.

Weak localization and strong light-matter interaction can be achieved in disordered dielectric materials
[1]. In recent experiments, some of the present authors illuminated a densely packed array of ZnO
nanorods fabricated by metal-organic vapor phase epitaxy. Ultrashort (6-fs) laser pulses around 800 nm
are focused onto the sample with a Cassegrain objective. Pronounced spatial fluctuations of the resulting
second-harmonic emission by more than an order of magnitude are seen, see Figure 1.

Figure 1: Experimental (left) and calculated (right) spatially resolved |E|4 patterns show strong field
enhancements on a sub-wavelength sizescale. Model parameters: The nano needles (transparently over-
layed) have an average distance of about 40 nm; the needle radius is 50 nm; the source is a 5 fs pulse
centered at 780 nm.

In our calculations, we algorithmically create random spatial distributions of cylinders which are very
similar to those seen in SEM images of the actual sample. These distributions are then used as input to a
finite difference time-domain (FDTD) Maxwell solver. In our contribution, we present field distributions
obtained from 2-D calculations (i.e., cylinders extent infinitly in their axial direction) showing strong,
localized field enhancements which we compare with the experimental results. Additionally, we show
first results of full 3-D calculations of our complete model system (i.e., substrate layer, nano-needles,
and air) which provide detailed insight in the dynamics and spatial distribution of the second harmonic
generation.
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Abstract We theoretically demonstrate that the minimum energy dissipation required for optical 
excitation transfer in quantum dot systems on the nanometer-scale via optical near-field interactions 
could be about 25 !eV, nearly 104 times more energy-efficient than conventional electrically wired 
devices. 

 
Introduction 
Energy efficiency is one of the most important 
requirements in today’s information and 
communications technology (ICT) in order to 
abate CO2 production. Various approaches have 
been intensively studied regarding energy 
efficiency, ranging from analysis of fundamental 
physical processes to system-level smart energy 
management1,2.  

The fundamental physical attributes of 
photons exploited so far are, however, typically 
just the ability to utilize fully optical end-to-end 
connections and the multiplexing nature of 
propagating light. The primary objective of this 
paper is to note another unique attribute 
available on the nanometer-scale, that is, optical 
near-field interactions3. Here we theoretically 
demonstrate that the minimum energy 
dissipation in optical excitation transfer via 
optical near-field interactions could be around 
25 !eV, which is 1000 times as low as the 
thermal fluctuations, and is significantly smaller 
than in conventional electrically wired devices.  

Optical Excitation Transfer for 
Communication on the Nano-scale 

Optical excitations could be transferred from 
smaller quantum dots to larger ones via optical 
near-field interactions that allow even transitions 
to conventionally electric-dipole forbidden 
energy levels. The electric field is homogeneous 
on the nanometer scale in conventional light–
matter interactions due to to diffraction-limited 
propagating light. As a consequence, we can 
derive optical selection rules where, in the case 
of cubic quantum dots for instance, transitions to 
states containing an even quantum number are 
prohibited. On the other hand, in the case of 

optical near-field interactions, the steep electric 
field of optical near-fields in the vicinity of nano-
scale material allow optical transitions that are 
prohibited in propagating light3. For instance, 
assume two cubic quantum dots whose side 
lengths are a and a2 , which we call QDS and 
QDL, respectively, as shown in Fig. 1(a). 
Suppose that the energy eigenvalues for the 
quantized exciton energy level specified by 
quantum numbers (nx,ny,nz) in a QD with side 
length a are given by  

2 2
2 2 2

( , , ) 2 ( )
2x y zn n n B x y zE E n n n
Ma
"

# $ $ $
! ,             (1) 

 

Fig. 1: (a) Optical near-field interaction in a two-QD 
system. (b,c) Intended and unintended systems 

where an optical excitation transfer does and does 
not occur, respectively.  

 
where EB is the energy of the bulk exciton, and 
M is the effective mass of the exciton. According 
to eq. (1), there exists a resonance between the 
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level of quantum number (1,1,1) for QDS and 
that of quantum number (2,1,1) for QDL. 
Hereafter, the (1,1,1)-level of QDS is denoted by 
S, and the (2,1,1)-level of QDL is called L2. There 
is an optical near-field interaction, which is 
denoted by 

2SL
U , in the vicinity of QDS. 

Therefore, excitons in S can move to L2 in QDL. 
Note that such a transfer is prohibited in 
propagating light since the identifier (2,1,1) of 
the level in QDL contains an even number. In 
QDL, the exciton sees a sublevel energy 
relaxation, denoted by %, which is faster than the 
near-field interaction, and so the exciton goes to 
the (1,1,1)-level of QDL, which is called L1 
hereafter.  

The energy dissipation in such an optical 
excitation transfer from a smaller QD to a larger 
one is the energy relaxation processes occuring 
at the larger QD, which guarantees the 
unidirectionality of the signal transfer1. We 
quantitatively examine how such energy 
dissipation at the larger QD could be minimized.  

We introduce quantum mechanical modeling 
of the total system based on a density matrix 
formalism. There are in total eight states where 
either zero, one, or two exciton(s) can sit in the 
energy levels S, L1, and L2 in the system. Here, 
the interactions between QDS and QDL are 
denoted by 

iSL
U  (i=1,2), and the radiative 

relaxation rates from S and L1 are respectively 
given by &S and &L. Also, we assume far-field 
input light irradiation at the optical frequency 
ext' , which could couple to the (1,1,1)-level in 

QDS (S) and QDL (L1) because those levels are 
electric dipole-allowed energy levels. 

Such optical excitation transfers have been 
experimentally demonstrated in various 
materials, such as CuCl, CdSe, CdTe, InAs QDs, 
and ZnO nanorods4-6. These principles have 
also been applied to basic applications in ICT, 
such as logic gates6, interconnects7, and energy 
concentration4.  

Minimum Energy Dissipation in Optical 
Excitation Transfer 

Here we introduce two different system setups 
to investigate the minimum energy dissipation in 
the optical excitation transfer modeled above. In 
the first one, System A in Fig. 1(b), two quantum 
dots are located close together where the optical 
excitation transfer from QDS to QDL occurs. We 
assume 

2

1
SLU (  of 100 ps in System A, which is a 

typical interaction time between closely 
separated quantum dots4. In System B on the 
other hand, shown in Fig. 1(c), the two quantum 
dots are located far away from each other. 
Therefore, the interactions between QDS and 

QDL are negligible, and thus the optical 
excitation transfer from QDS to QDL does not 
occur, and the radiation from QDL should 
normally be zero. We assume 

2

1
SLU ( # 10,000 ps 

for System B, indicating that there are effectively 
no interactions between the quantum dots.  

The energy dissipation in the optical excitation 
transfer from QDS to QDL is the sublevel 
relaxation in QDL. Therefore, the issue is to 
derive the minimum of such dissipation. When 
the dissipation, given by the energy difference 
between L1 and L2, denoted by ), is too small, 
the input light may directly couple to L1, resulting 
in output radiation from QDL even in System B. 
In other words, we would not be able to 
recognize the origin of the output radiation from 
QDL if it involves the optical excitation transfer 
from QDS to QDL in System A, or if it directly 
couples to L1 in System B. Therefore, the proper 
system behavior is to observe higher 
populations from L2 in System A while at the 
same time observing lower populations from L2 
in System B. 

 
Fig. 2: Evolutions of the populations in Systems A 

and B as a function of energy dissipation. 
 

We first assume pulsed input light irradiation 
with a duration of 150 ps at 3.4 eV (wavelength 
365 nm), and assume that the energy level S  is 
resonant with the input light. Also, we assume 
the radiation lifetime of QDL to be &L

-1=1 ns and 
that of QDS to be &S

-1=2.83 ns, since it is 
inversely proportional to the volume of the QD. 
The sublevel relaxation time is given by %-1=10 
ps. The solid and dashed curves in Fig. 2 
respectively represent the evolutions of 
populations related to the radiation from the 
energy levels L1 and S for both System A and 
System B, assuming three different values of ): 
(i) )*#*+,-.*!eV, (ii) )*#*/0*!eV, and 
(iii)*)*#*-,.*meV, which respectively correspond 
to about kT/10, kT/1500, and kT/100000, where k 
is the Boltzmann constant and T represents 
room temperature.  
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In the case of (i), there is nearly zero 
population in System B from L1, which is the 
expected proper behavior of the system since 
there are no interactions between the quantum 
dots. The radiation from QDS is observed with its 
radiation decay rate (&S). In System A, on the 
other hand, populations from L1 do appear. Note 
that the population involving the output energy 
level L1 is only 0.17 when the input pulse is 
terminated (t=150 ps), whereas the population 
involving S at t=150 ps is 0.81. Therefore the 
increased population from L1 after t=150 ps is 
due to the optical excitation transfer from QDS to 
QDL. In the case of (iii), due to the small energy 
difference, the input light directly couples with 
L1; therefore, both System A and System B yield 
higher populations from L1, which is an 
unintended system behavior. Finally, in the case 
of (ii), the population from L1 in System B is not 
as large as in case (iii), but it exhibits a non-zero 
value compared with case (i), indicating that the 
energy difference ()*#*/0*!eV) may be around 
the middle of the intended and unintended 
system operations involving optical excitation 
transfer between QDS and QDL. 

 
Fig. 3: Output populations in System A and B as a 

function of the energy dissipation. (b) Energy 
dissipation as a function of error ratio in optical 
excitation transfer and electrically wired device. 

 
When we assume a longer duration of the 

input light, the population converges to a steady 
state. When radiating a pulse with a duration of 
t=150 ps at the same wavelength (365 nm), Fig. 
3(a) summarizes the steady state output 
populations involving energy level L1 evaluated 

at t=10 ns as a function of the energy dissipation. 
The intended system behavior, that is, a higher 
output population in System A and a lower one 
in System B, is obtained in the region where 
energy dissipation is larger than around 25 !eV.  

If we treat the population from System A as 
the "signal" amplitude and that from System B 
as “noise”, the signal-to-noise ratio (SNR) can 
be evaluated based on the numerical values 
obtained in Fig. 3(a). With SNR, the error ratio 
(PE) is derived by the formula 

1 2(1/ 2) / 2 2EP erfc SNR#  where ( )erfc x  

represents the complementary error function8. 
The circles in Fig. 3(b) represent the energy 
dissipation as a function of the error ratio 
assuming the photon energy used in the above 
study (3.4 eV). According to Ref. 2, the 
minimum energy dissipation (Ed) in classical 
electrically wired devices (specifically, energy 
dissipation required for a single bit flip in a 
CMOS logic gate) is given by ln( 3 / 2)d EE kT P# , 
which is indicated by the squares in Fig. 3(b). 
For example, when the error ratio is 10-6, the 
minimum energy dissipation in optical excitation 
transfer is about 0.024 meV, whereas that of the 
classical electrical device is about 303 meV; the 
former is about 104 times more energy efficient 
than the latter.  

Conclusion 
In summary, we investigated the minimum 
energy dissipation required for optical excitation 
transfer from smaller quantum dots to larger 
ones via optical near-field interactions. We 
demonstrate that the minimum energy 
dissipation could be around 25 !eV, which is 
about 104 times more energy efficient than 
conventional electrically wired devices. We will 
further investigate the minimum energy required 
to operate nanophotonic systems, including 
technological and experimental limitations.  
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Recent advances in nanophotonics allow the design of optical devices and systems at 

densities beyond those conventionally limited by the diffraction of light. In addition to 

physical principles and experimental technologies of nanophotonics, system-level 

fundamentals from the viewpoint of information are also indispensable in order to grasp 

the limitations of nanophotonic systems and to exploit their optimal performances. Here 

we demonstrate information theoretic and information-network theoretic approaches to 

nanophotonic systems while assessing the optical near-field interactions in the 

nanometer-scale via angular-spectrum frameworks and dressed photon models. We 

analyze the information  capacity of hierarchical nanophotonic systems using mutual 

information. Also, we show  optimized optical near-field interactions network among  

quantum dots for efficient energy concentration. Such insights  contribute to further 

progress of nanophotonics for information and  communications applications. 
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