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Brightening of excitons in carbon nanotubes on
dimensionality modification
Yuhei Miyauchi1,2*, Munechiyo Iwamura1, Shinichiro Mouri1, Tadashi Kawazoe3, Motoichi Ohtsu3

and Kazunari Matsuda1

Despite the attractive one-dimensional characteristics of
carbon nanotubes1, their typically low luminescence quantum
yield, restricted because of their one-dimensional nature2–9,
has limited the performance of nanotube-based light-emitting
devices10,11. Here, we report the striking brightening of excitons
(bound electron–hole pairs)12,13 in carbon nanotubes through an
artificial modification of their effective dimensionality from one
dimension to zero dimensions. Exciton dynamics in carbon
nanotubes with luminescent, local zero-dimension-like states
generated by oxygen doping14 were studied as model
systems. We found that the luminescence quantum yield of
the excitons confined in the zero-dimension-like states can be
more than at least one order larger (∼18%) than that of the
intrinsic one-dimensional excitons (typically ∼1%), not only
because of the reduced non-radiative decay pathways but also
due to an enhanced radiative recombination probability
beyond that of intrinsic one-dimensional excitons. Our findings
are extendable to the realization of future nanoscale photonic
devices including a near-infrared single-photon emitter oper-
able at room temperature.

The low luminescence quantum yield of semiconducting carbon
nanotubes (hereafter, termed (carbon) nanotubes), which is typi-
cally, at most, only a few percent for dispersed nanotubes7,8,15–17,
is deeply related to their one-dimensional nature. The balance
between radiative and non-radiative relaxation rates (that is, the
probability) of electron–hole bound states, termed excitons12,13,
determines the nanotube luminescence quantum yield. Fast non-
radiative decay, which dominates exciton recombination in nano-
tubes and results in their low luminescence quantum yield, is
mainly caused by the quenching of one-dimensional mobile exci-
tons due to the rapid collision between these excitons and local
quencher states, which include nanotube defects and end sites4–6,8,9.
Moreover, the temperature-limited radiative relaxation rate
(/T21/2), characteristic of one-dimensional excitons, substantially
reduces the quantum yield at room temperature2,3,7. Efforts to
improve the luminescence quantum yield by reducing the defect
quenching of excitons18,19 have been reported. Conversely, if a
local defect is not an exciton quencher18–20 but is luminescent by
virtue of appropriate local electronic structures14,21–25, the local
state may function as a zero-dimension-like quantum state that cap-
tures mobile excitons and converts them to photons (as shown in
Fig. 1) with a radiative relaxation rate possibly lying beyond that
of intrinsic one-dimensional excitons. Therefore, one-dimensional
nanotubes with luminescent, local zero-dimension-like states offer
a unique opportunity for photophysical investigation of nearly
ideal zero-dimensional–one-dimensional hybrid systems.
Moreover, understanding the excitonic properties of these states

can lead to the development of novel strategies for brightening
nanotube excitons beyond the intrinsic limit for future
photonics applications.

We examined the excitonic characteristics of luminescent, local
zero-dimension-like states embedded in one-dimensional carbon
nanotubes. Figure 2a shows photoluminescence excitation maps
of carbon nanotubes with and without the doping of oxygen
atoms that generate these local states14. The distinct luminescence
peak at E11* (�1.07 eV) appears after oxygen-doping treatment14

(see Methods and Supplementary Section S1), while the change in
the intrinsic luminescence feature at E11 (�1.25 eV) is small. The
luminescence peak at E11* has been attributed to light emission
from the zero-dimension-like local states generated by oxygen
doping in carbon nanotubes14. The excitation maxima at E11 and
E11* are coincident with the second sub-band exciton energy E22
of (6,5) nanotubes, indicating that the photogenerated intrinsic
excitons are converted into local excitons with energy E11*.

Figure 1 | Schematic of a carbon nanotube with a luminescent local state.

A photoexcited intrinsic exciton is mobile along the nanotube axis (blue

spot). When the mobile exciton collides with a local state (red spot), where

the exciton energy becomes lower than that of the intrinsic state, the mobile

exciton can be trapped by the local state. If the local state has no efficient

non-radiative decay paths, it should work as a luminescence centre, and the

exciton can decay radiatively by emitting a photon.
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Hereafter, we denote the intrinsic exciton state with energy Eii as
Xii , and the oxygen-derived local states with energy E11* as
X11*. Figure 2b compares the absorption spectra of pristine
(non-doped) and oxygen-doped nanotubes. The distinct absorption
peaks of intrinsic X11 and X22 excitons of (6,5) nanotubes are
almost unchanged, and there are no prominent absorption
features originating from the X11* excitons around E11*. The small
changes in the absorption spectra indicate that the number
density of the X11* sites is very small (deduced to be on the order
of one X11* site per micrometre; Supplementary Section S4), and
most parts of the nanotubes, except for the oxygen-doped sites,
remain unchanged.

Figure 2c–h compares the photoluminescence and absorption
spectra of various oxygen-doped nanotubes with different X11*
peak intensities, which reflect the variable density of the local
X11* states. We see a considerable change in the photoluminescence
spectra of the pristine nanotubes, as shown in Fig. 2c–e. As the inte-
grated photoluminescence intensity of the X11 peak at E11 (I11)
decreases slightly, that of the X11* peak at E11* (I11*) appears and
increases drastically.

In Fig. 3a we plot the integrated photoluminescence intensity of
the X11* state, I11*, as a function of the decreasing X11 photolumi-
nescence intensity DI11. Here, DI11 is defined as DI11¼ |I11 2 I0|,
where I0 is the X11 photoluminescence intensity of the pristine
nanotubes. A linear relationship was found to exist between
the change in I11 (DI11) and the value of I11*, as indicated by the
dotted, straight line in Fig. 3a, where the slope of the line,
I11*/DI11, is 7.5+0.6. This linear relation contains rich information
on the photophysical parameters of the zero-dimension-like
X11* states.

In this study, as shown in Fig. 3b, we consider the migration (dif-
fusion) of the intrinsic one-dimensional excitons along the nano-
tube and the successive trapping at extrinsic local quenching sites
(defect sites), with a density of nq, or at local luminescent sites

(X11* sites), with a density of nx. Based on a one-dimensional diffu-
sion-limited exciton contact-quenching mechanism8,9 that predicts
the luminescence quantum yield h of one-dimensional excitons,
where h/ (nqþ nx)22, the ratio of I11* to DI11 (for DI11 ≪ I0) is
evaluated as (Supplementary Section S2)

I11
∗

DI11
≤ 1

2
h∗

h0

( )
E11

∗

E11

( )
(1)

where h0 and h* are the luminescence quantum yields of an exciton
in the X11 (non-doped) and X11* states, respectively. Hence, a linear
relationship between I11* and DI11 is expected for small DI11. From
equation (1), a value of h*/h0 ≥ 18+1 is derived from the exper-
imental results in Fig. 3a. That is, the quantum yield of a single
X11* site is at least �18 times larger than that obtained from a
X11 state. Thus, at room temperature, the luminescence quantum
yield of the X11* state, h*, is estimated to be h* ≥ 18+6%, given
that the quantum yield of the X11 excitons is h0 ¼ 1.0+0.3%, as cal-
culated from the reported radiative lifetime of 1.6+0.3 ns (ref. 8)
and the observed photoluminescence decay of X11 excitons,
described in the following (Supplementary Section S3).

To clarify the mechanism of the large quantum yield enhance-
ment of the X11* states discussed above, we examined photolumi-
nescence decay in pristine and oxygen-doped nanotubes
(Fig. 4a,b). Clearly, the photoluminescence decay of the X11* exci-
tons at E11* (red filled circles in Fig. 4b) is much slower than that
of the X11 excitons at E11. We conducted a numerical fitting pro-
cedure of the intensity decay I 11

(*)(t) using the stretched exponential
function exp[2(t/t0)1/2] with a characteristic timescale t0 for the
E11 photoluminescence decay based on a kinetic model of the diffu-
sion-limited one-dimensional exciton contact quenching8, and
using the double exponential functions for the decay of the one-
dimension-like X11* excitons at E11* (Supplementary Section S3).
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Figure 2 | Optical spectra of carbon nanotubes with luminescent local states. a, Photoluminescence excitation maps of nanotubes before (pristine) and

after (O-doped) oxygen-doping treatment. Vertical and horizontal axes correspond to the excitation and emission photon energies, respectively. Colours in

the map correspond to the photoluminescence intensity (white being the highest and black the lowest). b, Optical absorption spectra of the pristine (black

dotted curve) and oxygen-doped (red solid curve) nanotubes. The vertical dotted line indicates energy E11* (�1.07 eV). c–e, Photoluminescence spectra of

the various nanotubes with variable oxygen-doping measured under E22 energy excitation (2.175 eV). The slight differences observed for the pristine spectra

are due to the use of different batches of starting material. f–h, Optical absorption spectra of various nanotubes around the E11 energy. The

photoluminescence and absorption spectra with the same background colours [(c,f), (d,g), (e,h)] were taken from the same nanotubes. In c–h, the black and

red solid curves correspond to optical spectra of pristine and oxygen-doped carbon nanotubes, respectively.
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Here, we define a quantity kt (*)l¼
�

0
1I11

(*)(t)/I11
(*)(0)dt, which cor-

responds to the time-integrated exciton number normalized by the
initial exciton number and related to h0 and h* as h0¼ tR

21kt l and
h*¼ tR

*21kt*l, respectively, where tR and tR* are the radiative life-
times of the X11 and X11* states, respectively. From the fitting pro-
cedure (Supplementary Section S3), the values ktl¼ 16+4 ps and
kt*l¼ 95+7 ps are obtained. This contributes to an enhancement
of the quantum yield of the X11* excitons equivalent to approxi-
mately six times that of the intrinsic X11 excitons.

The further quantum yield enhancement necessary to account
for the net 18× quantum yield enhancement is attributed to the
shortened radiative lifetime. Considering the experimentally esti-
mated values of h*/h0 ≥ 18+1 and ktl/kt*l¼ 0.17+0.04 ≈ 1/6,
the ratio of the radiative lifetimes can be evaluated through the
relation tR/tR*¼ (h*/h0)(ktl/kt*l) as tR/tR* ≥ 3.0+0.8, which
indicates that the radiative decay rate of the X11* exciton (1/tR*)
is more than approximately three times that of the intrinsic X11
excitons (1/tR).

Let us now discuss the mechanisms of the reduced non-radiative
decay rate, given as a factor of 1/6× (the extended exciton lifetime),
and the enhanced radiative decay rate, given as a factor of ≥3× (the
shortened radiative lifetime), of the X11* excitons relative to the X11
excitons. First, the reduced non-radiative exciton decay is mainly
attributed to exciton immobilization by the localization effect.
Once the mobile exciton is stopped at a local X11* state, the
exciton can avoid collision with quenching sites and live longer,
which contributes to the �6× quantum yield enhancement. If

only this 6× enhancement is considered, the quantum yield is eval-
uated to be 6+2%, which is close to the quantum yield of �7% esti-
mated for a clean air suspended nanotube26.

The dimensionality modification of the excitons is more critical
for understanding the further quantum yield enhancement than
recovering the original quantum yield of intrinsic one-dimensional
excitons. Because of the one-dimensional nature of the intrinsic X11
excitons, their effective radiative decay rates are limited by the
momentum mismatch between photons and thermally excited exci-
tons in the one-dimensional band dispersion2,3,7. This restriction is
responsible for the characteristic one-dimensional radiative decay
rate that is proportional to T21/2. In contrast, the spatially localized
zero-dimension-like states should be free from this momentum
restriction, which could lead to enhancement of the radiative
decay rate. Considering the possible E11 homogeneous line width
of at least 10 meV at room temperature7, however, the enhancement
factor due to this effect is at most 1.6. Hence, to fully explain the
enhancement of the radiative decay rate by a factor of 3+0.8, an
additional enhancement mechanism of a factor of at least 1.9+0.5
is required.

The remaining issue that should be addressed before we further
discuss the enhancement mechanism is whether there is a lower-
lying dark (optically forbidden) X11* exciton state. If a lower-lying
dark state exists, the effective radiative decay rate of excitons can
be reduced due to the accumulation of excitons in this dark state,
as is actually the case for the intrinsic X11 excitons2,3. In contrast,
if there is no X11* dark state, excitons in the X11* sites can be free
from the restriction caused by the dark state and may achieve a
larger effective radiative decay rate. To examine this issue, we con-
ducted temperature-dependent photoluminescence studies
(Fig. 4c–e). The major findings are summarized as follows. The
temperature-dependent variations of both I11 and I11* in the low-
temperature range shown in Fig. 4d,e are reproduced well by consid-
ering exciton diffusional transport and reduction of the bright
exciton population due to the existence of lower-lying dark states,
not only in the X11 states, but also in the X11* states, which is con-
sistent with a theoretical prediction of an impurity-bound exciton in
carbon nanotubes27 (Supplementary Sections S5, S6). From the
numerical fitting results, we infer the existence of the X11* dark
state, eventually leading to no significant change in the X11* effective
radiative decay rate compared to that of the X11 excitons at room
temperature (Supplementary Section S6).

Given the negligible change related to the existence of the dark
state, we attribute the remaining enhancement of the radiative
decay rate by a factor of �2 to the increased oscillator strength
due to the squeezing of an exciton in the zero-dimension-like
X11* state, which is known as the ‘giant-oscillator-strength effect’
of a localized exciton28. The radiative decay rate tR

21 and the oscil-
lator strength f of an exciton follow the relation tR

21/ E2f, where
E is the exciton energy and f is approximately inversely proportional
to the average electron–hole separation, that is, the exciton size in a
one-dimensional nanotube. Hence, the radiative decay rate can be
enhanced by a factor of �2 for an exciton squeezed to be �40%
of its original size, considering the different exciton energies E11
and E11*. From the size of the X11 exciton29 (�2 nm in (6,5) nano-
tubes), the size of the X11* exciton is deduced to be �0.8 nm.

Our findings regarding the strongly enhanced luminescence
properties of sparsely distributed, zero-dimension-like excitonic
states beyond the intrinsic properties in one-dimensional carbon
nanotubes will stimulate research on the physics of zero-dimen-
sional–one-dimensional hybrid systems. Furthermore, the findings
presented here will allow the development of nanotube-based
novel optoelectronic devices while utilizing the advantages of both
zero-dimensional and one-dimensional electronic systems, such as
a near-infrared single-photon emitter21 driven by direct carrier-
injection30 that can be operated even at room temperature.
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Figure 3 | Relationship of luminescence intensities from mobile and local

excitons. a, Integrated photoluminescence intensity of the X11* peak (I11*) as

a function of the absolute value of the change in photoluminescence

intensity of the X11 peak DI11. I11* and DI11 are normalized by the

photoluminescence intensity of the X11 peak (I0) of pristine (non-doped)

nanotubes. The integrated photoluminescence intensities are evaluated by

peak decomposition procedures, where the X11* peak is fit by a Voigt

function, and where the weak and broad intensity tail of the lower energy

side is not included as I11*. b, Schematic of exciton migration and successive

trapping by local quenching sites (including the end sites of nanotubes) with

density nq or by local luminescent (X11*) sites with density nx.
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Methods
Sample preparation. The oxygen-doped (6,5) carbon nanotubes dispersed in a D2O
solution used in this work were prepared with ozone using the procedure reported
by Ghosh et al.14, but the experimental conditions and parameters were considerably
modified so that the broadening of the absorption peak14, indicating the degradation
of the intrinsic part of the nanotubes, could be minimized. Details of the sample
preparation procedure are described in Supplementary Section S1. In short, (6,5)-
rich CoMoCAT nanotubes were isolated by dispersion in D2O with 0.2% (wt/vol)
sodium dodecyl benzene sulphonate (SDBS), 60 min of moderate bath sonication,
40 min of vigorous sonication with a tip-type sonicator, and centrifugation at
130,000g for 4 h. A 0.75 ml volume of D2O, containing dissolved ozone with variable
density, was added to the resulting 2 ml of isolated nanotube dispersion. For the
control samples that were denoted as ‘pristine’ (non-doped) nanotubes, 0.75 ml of
D2O was added without dissolved ozone. The samples were left under a lighted desk
lamp (�5 mW cm22), typically overnight, before conducting the optical
measurements. In our protocol, the relative oxygen-doping level (number density of
the X11* site) was mainly controlled by the density of ozone dissolved in the D2O
solution. The relation between I11* and the estimated absorbance of ozone at 260 nm
in the added D2O solution is presented in Supplementary Fig. S2. The moderately
oxygen-doped nanotubes utilized for the temperature-dependent
photoluminescence measurements were deposited on a membrane filter and dried in
vacuum before the measurements. Further details of the sample preparation
protocols and parameters are presented in Supplementary Section S1.

Optical measurements and data analysis. Continuous-wave absorption and
photoluminescence spectra of dispersed nanotubes in D2O were measured at room
temperature using a near-infrared spectrometer with monochromated incident light.
All the optical measurements at room temperature were conducted on the liquid
samples in optical quartz cells. The time-resolved photoluminescence decay profiles
of the dispersed nanotubes in D2O were recorded at room temperature using a time-
correlated, single-photon counting technique under pulsed laser excitation
(80 MHz, �6 ps pulse duration with a photon energy of 1.378 eV) with a liquid-
nitrogen-cooled near-infrared photomultiplier attached with a microchannel plate.
The photoluminescence from each peak feature (E11 or E11*) was separated using
optical filters with a bandpass of �0.1 eV. The time-resolved measurements were
conducted on the same nanotubes for which the photoluminescence excitation maps
shown in Fig. 2a were taken. We fitted the data using the convolution of the
instrumental response function (IRF) with model functions to obtain the original
photoluminescence decay profiles (Supplementary Section S3). Temperature-
dependent photoluminescence measurements were performed on the as-deposited
samples attached to the cold finger of a liquid-helium-cooled microscopy cryostat,
with monochromated light from a broadband light source (Fianium, SC450) used
for photoexcitation. The measurements were conducted with an excitation energy of
2.175 eV (570 nm), corresponding to the second sub-band exciton energy E22 of

(6,5) nanotubes. The photoluminescence peaks of the nanotubes cast on a
membrane filter were broadened, suggesting a more inhomogeneous environment
for the cast nanotubes than that of the micelle-suspended nanotubes. We confirmed
that the temperature-dependent variation of the E22 exciton energy is sufficiently
small by observing the photoluminescence excitation spectra at 5 K and 298 K.

Received 1 October 2012; accepted 7 June 2013;
published online 7 July 2013

References
1. Saito, R., Dresselhaus, G. & Dresselhaus, M. S. Physical Properties of Carbon

Nanotubes (Imperial College Press, 1998).
2. Perebeinos, V., Tersoff, J. & Avouris, P. Radiative lifetime of excitons in carbon

nanotubes. Nano Lett. 5, 2495–2499 (2005).
3. Spataru, C. D., Ismail-Beigi, S., Capaz, R. B. & Louie, S. G. Theory and ab initio

calculation of radiative lifetime of excitons in semiconducting carbon nanotubes.
Phys. Rev. Lett. 95, 247402 (2005).

4. Cognet, L. et al. Stepwise quenching of exciton fluorescence in carbon nanotubes
by single-molecule reactions. Science 316, 1465–1468 (2007).

5. Rajan, A., Strano, M. S., Heller, D. A., Hertel, T. & Schulten, K. Length-
dependent optical effects in single walled carbon nanotubes. J. Phys. Chem. B
112, 6211–6213 (2008).

6. Miyauchi, Y., Matsuda, K., Yamamoto, Y., Nakashima, N. & Kanemitsu, Y.
Length-dependent photoluminescence lifetimes in single-walled carbon
nanotubes. J. Phys. Chem. C 114, 12905–12908 (2010).

7. Miyauchi, Y., Hirori, H., Matsuda, K. & Kanemitsu, Y. Radiative lifetimes and
coherence lengths of one-dimensional excitons in single-walled carbon
nanotubes. Phys. Rev. B 80, 081410(R) (2009).

8. Hertel, T., Himmelein, S., Ackermann, T., Stich, D. & Crochet, J. Diffusion
limited photoluminescence quantum yields in 1-D semiconductors: single-wall
carbon nanotubes. ACS Nano 4, 7161–7168 (2010).

9. Harrah, D. M. & Swan, A. K. The role of length and defects on optical quantum
efficiency and exciton decay dynamics in single-walled carbon nanotubes. ACS
Nano 5, 647–655 (2011).

10. Mueller, T. et al. Efficient narrow-band light emission from a single carbon
nanotube p–n diode. Nature Nanotech. 5, 27–31 (2010).

11. Hertel, T. Carbon nanotubes: a brighter future. Nature Photon. 4, 77–78 (2010).
12. Ando, T. Excitons in carbon nanotubes. J. Phys. Soc. Jpn 66, 1066–1073 (1997).
13. Wang, F., Dukovic, G., Brus, L. E. & Heinz, T. F. The optical resonances in

carbon nanotubes arise from excitons. Science 308, 838–841 (2005).
14. Ghosh, S., Bachilo, S. M., Simonette, R. A., Beckingham, K. M. & Weisman, R. B.

Oxygen doping modifies near-infrared band gaps in fluorescent single-walled
carbon nanotubes. Science 330, 1656–1659 (2010).

d

e

IRF

~1.25 eV (X11)
~1.07 eV

01.0 1.2 1.4 100 200 300
0

Temperature (K)

0 100 200 300

Temperature (K)

In
te

ns
ity

 (a
.u

.)

Without dark state
With dark state I11*

0In
te

ns
ity

 (a
.u

.)

I11

c

0

Photon energy (eV)
In

te
ns

ity
 (a

.u
.)

298 K

240 K

180 K

120 K

60 K

10 K

E11
E11*

a

10−2

10−1

100

C
ou

nt
s 

(a
.u

.)

Time delay (ps)

0 500 1,000 1,500

b

10−2

10−1

100

C
ou

nt
s 

(a
.u

.) IRF

~1.25 eV (X11)
~1.07 eV (X11*)

Time delay (ps)

0 500 1,000 1,500

Figure 4 | Time-resolved and temperature-dependent luminescence studies. a,b, Time-resolved photoluminescence decay profiles of pristine (non-doped)

(a) and oxygen-doped (b) nanotubes. Blue circles in a and b indicate the photoluminescence decay of X11 excitons taken at E11 (�1.25 eV), and the red circles

in b indicate the photoluminescence decay at E11* that corresponds to the decay of local X11* states. The grey solid curve is the IRF. c, Photoluminescence

spectra of moderately oxygen-doped nanotubes measured at various temperatures. d,e, Temperature-dependent variation of I11 (blue circles, d) and I11* (red

squares, e). The solid curves in d and e are reproduced by numerical fitting considering the diffusional transport of X11 excitons, exciton trapping at the X11*

sites, and the probability that the X11 (d) and X11* (e) excitons are in their bright states (calculated by taking into account the lower-lying dark states that

reside 6.6 meV (d) and 15 meV (e) below the bright states). The dotted curve in e is calculated without taking the existence of the lower-lying dark state

into account (Supplementary Sections S5 and S6).

LETTERS NATURE PHOTONICS DOI: 10.1038/NPHOTON.2013.179

NATURE PHOTONICS | ADVANCE ONLINE PUBLICATION | www.nature.com/naturephotonics4

4

http://www.nature.com/doifinder/10.1038/nphoton.2013.179
http://www.nature.com/doifinder/10.1038/nphoton.2013.179
www.nature.com/naturephotonics
www.nature.com/naturephotonics


© 2013 Macmillan Publishers Limited.  All rights reserved. 

 

15. O’Connell, M. J. et al. Band gap fluorescence from individual single-walled
carbon nanotubes. Science 297, 593–596 (2002).

16. Lebedkin, S. et al. FTIR-luminescence mapping of dispersed single-walled
carbon nanotubes. New J. Phys. 5, 140 (2003).

17. Crochet, J., Clemens, M. & Hertel, T. Quantum yield heterogeneities of aqueous
single-wall carbon nanotube suspensions. J. Am. Chem. Soc. 129,
8058–8059 (2007).

18. Ju, S.-Y., Kopcha, W. P. & Papadimitrakopoulos, F. Brightly fluorescent single-
walled carbon nanotubes via an oxygen-excluding surfactant organization.
Science 323, 1319–1323 (2009).

19. Lee, A. J. et al. Bright fluorescence from individual single-walled carbon
nanotubes. Nano Lett. 11, 1636–1640 (2011).

20. Crochet, J. J., Duque, J. G., Werner, J. H. & Doorn, S. K. Photoluminescence
imaging of electronic-impurity-induced exciton quenching in single-walled
carbon nanotubes. Nature Nanotech. 7, 126–132 (2012).
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ABSTRACT: Biologically inspired computing devices and architectures are
expected to overcome the limitations of conventional technologies in terms of
solving computationally demanding problems, adapting to complex environments,
reducing energy consumption, and so on. We previously demonstrated that a
primitive single-celled amoeba (a plasmodial slime mold), which exhibits complex
spatiotemporal oscillatory dynamics and sophisticated computing capabilities, can
be used to search for a solution to a very hard combinatorial optimization problem.
We successfully extracted the essential spatiotemporal dynamics by which the
amoeba solves the problem. This amoeba-inspired computing paradigm can be
implemented by various physical systems that exhibit suitable spatiotemporal
dynamics resembling the amoeba’s problem-solving process. In this Article, we
demonstrate that photoexcitation transfer phenomena in certain quantum
nanostructures mediated by optical near-field interactions generate the amoebalike spatiotemporal dynamics and can be used
to solve the satisfiability problem (SAT), which is the problem of judging whether a given logical proposition (a Boolean
formula) is self-consistent. SAT is related to diverse application problems in artificial intelligence, information security, and
bioinformatics and is a crucially important nondeterministic polynomial time (NP)-complete problem, which is believed to
become intractable for conventional digital computers when the problem size increases. We show that our amoeba-inspired
computing paradigm dramatically outperforms a conventional stochastic search method. These results indicate the potential for
developing highly versatile nanoarchitectonic computers that realize powerful solution searching with low energy consumption.

■ INTRODUCTION
Biological systems can be regarded as powerful computers in
which massive numbers of elements such as biopolymers,
proteins, and cells interact with each other and process vast
amounts of environmental information in a self-organized
manner.1 For example, chains of amino acids promptly solve
the protein folding problem, which is believed to be impossible
for conventional digital computers to solve in a practical
polynomial time.2 For such an intractable problem, the number
of all solution candidates, which should be examined
thoroughly, grows exponentially as a function of the problem
size and reaches an astronomical number, causing a
combinatorial explosion.3 What could be the source of the
tremendous computational powers of biological systems? We
believe that a key would be interactions among the elements.1

More specifically, the interactions, which involve dynamic

instabilities such as oscillations and fluctuations and physical
constraints such as conservation laws of several resources,
would generate complex spatiotemporal dynamics that could
explore a state space broadly and efficiently. Learning how
interacting biological elements perform powerful computations
will provide insightful role models for promoting nano-
architectonics, which aims to exploit novel functionalities
using interacting nanoscale elements.
Natural computing is an emerging research field that uses the

knowledge obtained from various natural phenomena, includ-

Special Issue: Interfacial Nanoarchitectonics

Received: January 22, 2013
Revised: March 22, 2013
Published: April 8, 2013

Article

pubs.acs.org/Langmuir

© 2013 American Chemical Society 7557 dx.doi.org/10.1021/la400301p | Langmuir 2013, 29, 7557−7564

7

pubs.acs.org/Langmuir
pubs.acs.org/Langmuir
pubs.acs.org/Langmuir
pubs.acs.org/Langmuir


ing biological processes, to complement and overcome the
limitations of conventional digital computers in solving
computationally demanding problems in a decentralized
manner, making optimal decisions adaptively in uncertain
environments, reducing energy consumption, and so on.4,5

Several algorithms for solving computationally demanding
problems have been abstracted from biological processes such
as information processing in neural networks,6 evolutionary
processes in genetic systems,7 optimal path finding by ants,8

and optimal solution search by swarms of insects.9 In this
context, a single-celled amoeboid organism, a plasmodium of
the true slime mold Physarum polycephalum (Figure 1a), has

been actively investigated owing to its intriguing computational
capabilities. For example, this amoeba, despite the absence of a
central nervous system, connects the optimal routes among
food sources by changing its amorphous shape.10,11 These
computational capabilities were expected to emerge from its
complex spatiotemporal behavior in which the volume of each
part oscillates with a period of approximately 1 to 2 min in a
fluctuating manner.12,13

Aono et al. devised an amoeba-based computer (ABC)14,15

that incorporates an amoeba to solve various optimization
problems. In the ABC, we harnessed complex spatiotemporal
oscillatory dynamics of the amoeba in a multilane chip (Figure

1a) by introducing unique optical feedback control (Figure 1b),
which we call bounceback control. Under normal conditions,
the amoeba supplies its intracellular resource (protoplasm) to
its pseudopod-like branches so that they elongate by repeating
several cycles of oscillations while conserving the total volume
of the entire body. However, the branches retreat when
stimulated by visible light as the resource bounces back from
the illuminated region owing to the photoavoidance response.
Sharing the constant volume of the resource, these branches
interact with each other by transmitting information on their
stimulated experiences through exchanging the resource to
make an optimal decision on resource allocation. In the ABC,
we updated the light stimulation of all of the lanes at 6 s
intervals, depending on the change in the amoeba’s shape.
Under this dynamic environment, the organism tried to deform
into an optimal shape, maximizing the body area for maximal
nutrient absorption while minimizing the risk of being exposed
to light stimuli.
We designed a rule for updating the light stimulation based

on certain recurrent neural network dynamics so that the
amoeba could search for a solution to the traveling salesman
problem (TSP).16 The TSP, one of the best-studied intractable
problems, is stated as follows: given a map of n cities that
defines the travel distance from any city to any other city
(Figure 1c), find the shortest route for visiting each city exactly
once and returning to the starting city. In the ABC, the
challenge for the amoeba to find the shortest route is that its
branches should not enter frequently illuminated lanes and
should elongate into the optimal combination of the least
frequently illuminated lanes. Note that the optimal combina-
tion cannot be found if this organism always obeys the optical
feedback control rule. To compare the route lengths of solution
candidates, it is necessary for the amoeba to make “errors” at
appropriate frequencies. That is, to explore the state space
broadly, sometimes the organism needs to misallocate the
resource to its branches, contrary to their normal photo-
avoidance response, so that the branches expand even when
illuminated and shrink even when unilluminated. In reality,
owing to the intrinsic spatiotemporal oscillatory dynamics, each
branch could vary its responses to light stimuli suitably
depending on its oscillation phase, so the amoeba could find
a high-quality solution through trial and error, as shown in
Figure 1d.17

We evaluated the computational performance of the ABC by
increasing the problem size n from 4 to 8 to explore how the
explosive growth in the number of solutions [(n − 1)!/2 = 3,
12, 60, 360, and 2520] affects the performance.18 Interestingly,
the ABC found a high-quality solution (a shorter route) with a
high probability and robustly maintained the high quality
independently of n. Moreover, the search time required to find
the solution grew almost linearly as a function of n, despite the
explosive expansion of the state space. These results suggested
that the ABC has an economical search ability to find a
satisfactory high-quality solution at a low exploration cost,
including a short search time. This might be a strategy of this
organism to survive adaptively in uncertain environments.
Extracting the essential factors from the amoeba’s economical

search process, Aono et al. formulated an amoeba-inspired
computing paradigm as a hybrid process of two spatiotemporal
dynamics that are counterparts of the shape-changing behavior
of the amoeba and the illumination-updating rule of the optical
feedback control.19 The former dynamics, which allocate the
resource so that it is supplied to nonstimulated units and is

Figure 1. Amoeba-based computing. (a) Amoeboid organism P.
polycephalum and Au-coated 64-lane chip resting on a nutrient-rich
agar plate. The amoeba remains inside the chip because of its
attraction to nutrients in the plate and its aversion to metal. (b)
Experimental setup. The image of the amoeba recorded by a video
camera was processed using a PC to update the image pattern for
illumination with a projector. (c) Example of the eight-city map in the
traveling salesman problem. The distance between each pair of cities is
indicated on the corresponding edge. There uniquely exist shortest
and longest routes having lengths of 100 and 200, respectively, where
the average route length for all possible 2520 solutions was 149.1. (d)
High-quality solution found by the amoeba-based computer. The
amoeba’s shape represents the route CHDEGFABC with a length of
128 (the red unicursal line in c), which is evaluated as being in the top
10% of solutions with regard to quality (shortness). Each lane of the
chip is labeled Vk, which indicates the city name V and its visiting
order k. Red and yellow pixels indicate increasing and decreasing
thicknesses, respectively. Blue trapezoids indicate illuminated regions.

Langmuir Article

dx.doi.org/10.1021/la400301p | Langmuir 2013, 29, 7557−75647558

8



bounced back from stimulated units, must generate appropriate
fluctuations in the stimulus response to make errors at optimal
frequencies. In addition, the latter dynamics, which we call the
bounceback control dynamics, should update the stimulations
depending on the former states and should adequately apply
repulsive stimulation to unfavorable units from which the
resource should be bounced back.
These observations imply that, to develop novel computing

devices that operate much faster than the amoeba, it would be
possible to use the stimulus-responsive spatiotemporal
dynamics of various physical systems in which some resource
of the system is transferred to its subsystems in a fluctuating
manner.
In fact, Naruse et al. showed that the spatiotemporal

dynamics of photoexcitation transfer between quantum
mechanical electronic states (excitonic states), which are
implemented in semiconductor nanostructures and are
mediated by optical near-field interactions, could be used to
solve constraint satisfaction problems.20,21 Optical near-field
interactions occur at scales far below the wavelength of light
and enable photoexcitation transfer to dipole-forbidden energy
levels, which cannot be realized by conventional optical far
fields. A useful theoretical treatment of the near-field optical
excitation transfer process has been established on the basis of
the dressed-photon model,22 and the process has been
experimentally demonstrated in quantum dot (QD) systems
based on various semiconductors such as InGaAs,23 ZnO,24 and
CdSe.25 Kawazoe et al. demonstrated room-temperature
photoexcitation transfer using two layers of 2D-ordered InGaAs
QDs.26 Akahane et al. fabricated 60 highly stacked layers of
InAs QDs and produced a system with a total QD density of
4.73 × 1012/cm2.27 Moreover, Naruse et al. showed that the
minimum energy dissipation in photoexcitation transfer has
been shown to be 104 less than that required for a bit flip in a
CMOS logic gate in conventional electrically wired devices.28

These facts suggest that, by exploiting these photoexcitation
transfer dynamics, our amoeba-inspired computing paradigm
can be implemented on highly integrated low-energy-use
quantum nanostructures.
Our paradigm is applied to solving the satisfiability problem

(SAT), which is one of the most important intractable
problems in computer science. In computational complexity
theory, the complexity class NP (nondeterministic polynomial
time) includes many difficult problems in which no polynomial
time algorithm has been found so far. That is, these difficult
problems often require an exponential time for conventionally
known algorithms to solve. SAT was the first problem shown to

be NP-complete, that is, the most difficult problem among
those that belong to the class NP.3 The NP completeness
implies that all NP problems, including thousands of practical
real-world problems, can be reduced to SAT. A powerful SAT
solver, therefore, has enormous versatility. In fact, it is applied
to a wide range of application problems such as software and
hardware design, planning, constraint optimization, automatic
inference, cryptography, and protein structure prediction.
In this Article, we first introduce the photoexcitation transfer

dynamics, review the satisfiability problem, and describe our
newly developed computing paradigm. Then, we compare the
performance of our paradigm with that of a well-known
algorithm. Finally, we discuss the origin of our paradigm’s high
performance and conclude the Article.

■ EXPERIMENTAL SECTION
Photoexcitation Transfer between Quantum Dots. We

assume two spherical QDs whose radii are rS and rL (>rS), which we
call a small QD (QDS) and a large QD (QDL), respectively, as shown
in Figure 2a. Under irradiation by input light, an exciton (electron−
hole pair) is generated in QDS. We consider photoexcitation transfer
phenomena between QDS and QDL (i.e., transitions of exciton to
states specified by (q1, q2), where q1 and q2 are the orbital angular
momentum quantum number and magnetic quantum number,
respectively). The energy eigenvalues of the states are given by

α
= + +

ℏ
=E E E

mr
q

2
( 1, 2, 3, ...)q q

q q
( , ) g ex

2
( , )

2

2 11 2

1 2

(1)

where Eg is the band gap energy of the bulk semiconductor, Eex is the
exciton binding energy in the bulk system, m is the effective mass of
the exciton, and α(q1,q2) are determined from the boundary conditions,

for example, α(q1,0) = q1π, α(1,1) = 4.49.
According to eq 1, there exists a resonance between the level with

quantum number (1, 0) in QDS, denoted by S in Figure 2a, and that
with quantum number (1, 1) in QDL, denoted by Lupper, if rL/rS =
4.49/π ≈ 1.43. These energy levels S and Lupper are in resonance with
each other and are connected by an interdot optical near-field
interaction, US,L, which is given by a Yukawa-type potential

ν μ
=

−
U

S L
S L

exp( dst( , ))
dst( , )S,L

(2)

where dst(S, L) denotes the distance between QDS and QDL and ν
and μ are constants.22,29 Note that, in typical light−matter interactions
via optical far fields, transitions to states specified by (q1, q2) = (1, 1)
are not allowed because this is a dipole-forbidden energy level.
However, in optical near-field interactions, because of the large spatial
inhomogeneity of the localized optical near fields at the surface of
nanoscale materials, Lupper is allowed to be populated by excitons,

Figure 2. Photoexcitation transfer between QDs. (a) Exciton in QDS is transferred to QDL, from which it subsequently radiates. (b) Exciton
population bounced back from QDL when the lower energy level, Llower, is filled with another exciton.

Langmuir Article

dx.doi.org/10.1021/la400301p | Langmuir 2013, 29, 7557−75647559

9



violating the conventional optical selection rules.29 Therefore, the
exciton at level S in QDS could be transferred to level Lupper in QDL.
In QDL, because of the sublevel energy relaxation with a relaxation

constant ΓL, which is faster than the optical near-field interaction, the
exciton relaxes to the (1, 0) level, denoted by Llower, from where it
radiatively dissipates (Figure 2a). In addition, because the radiation
lifetime of QDs is inversely proportional to their volume,30 finally we
find “unidirectional” exciton transfer from QDS to QDL. We consider
that the exciton is transferred from QDS to QDL when we observe
light emission from QDL due to the radiation of optical energy. The
radiation from Llower is represented by the relaxation constant γL.
The unidirectionality of exciton transfer originates from the energy

dissipation occurring in QDL. Therefore, by disturbing the sublevel
energy relaxation in QDL, we can block exciton transfer to QDL. In
fact, when the lower energy level Llower of QDL is filled with another
exciton, the exciton in QDS cannot move to QDL. The blocked exciton
will bounce back and forth between QDL and QDS (optical nutation)
and will finally dissipate from QDS according to the relaxation constant
γS, as shown schematically in Figure 2b. We can fill the state Llower of
QDL by light stimulation, which is referred to as state filling. Like the
branch of the amoeba that shrinks when illuminated, the probability of
exciton transfer to QDL is reduced when it is state-filled, as described
in the next section.
Spatiotemporal Dynamics of Photoexcitation Transfer. To

implement the amoeba-inspired computing paradigm, we design a
system where a QDS is surrounded by a number of QDL’s, as shown in
Figure 3a. For simplicity, we consider four QDL’s (QDA, QDB, QDC,
and QDD), each of which has the same upper level, lower level,
sublevel relaxation constant, and radiation constant Lupper, Llower, ΓL,
and γL, respectively.
We describe the basic properties of the spatiotemporal dynamics of

exciton transfer in this system. We assume that the system initially has
one exciton in S. For each QDL, through the interdot interaction US,L,
the exciton in S could be transferred to Lupper. Accordingly, we can
derive quantum master equations in the density matrix formalism.29,31

The interaction Hamiltonian is given by

=

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞
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⎟⎟⎟⎟⎟⎟⎟

H

U U U U

U

U
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,
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Although interactions between the QDL’s occur, for simplicity they are
not considered here. The relaxation regarding the above-mentioned
states is described by NΓ = diag(γS, ΓA, ΓB, ΓC, ΓD). Then the Liouville
equation for the system is

ρ ρ ρ ρ= −
ℏ

− −Γ Γ
t

t
H t N t t N

d ( )
d

i
[ , ( )] ( ) ( )int (4)

where ρ(t) is the density matrix with respect to the five energy levels
and ℏ is Planck’s constant divided by 2π. Similarly, we can derive
ordinary differential equations with respect to Llower, which is
populated by the relaxations from Lupper with constants ΓL, which
decay radiatively with relaxation constants γL.
In the numerical calculation, we assume US,L

−1 = 100 ps, ΓL
−1 = 1

ps, γL
−1 = 1 ns, and γL

−1 = (rL/rS)
3 × γL

−1 ≈ 2.92 ns as a typical
parameter set. For instance, in experimental demonstrations based on
a CdSe/ZnS core−shell QD,32 the measured radiation lifetime of a
CdSe/ZnS QD with a diameter of 2.8 nm (QDL) was 2.1 ns, which is
close to the radiation lifetimes γL

−1 and γS
−1. In addition, the

interaction time between QDS and QDL was estimated to be 135 ps,32

which is also close to the above interdot interaction time US,L
−1.

When the above Liouville equation is solved numerically (eq 4), the
time evolution of the populations of the lower energy levels of the
QDL’s, which are relevant to occurrences of radiation, can be
calculated. Figure 3b indicates that the system uniformly grows the

populations of Alower, Blower, Clower, and Dlower while reducing the
population of S and finally reaches equilibrium. Figure 3c shows the
case where QDA and QDC are subjected to state filling by light
stimulation. A way of describing such a state-filling effect in eq 4 is to
induce a significant increase in the sublevel relaxation lifetime of the
state-filled QDA and QDC; we assume that the lifetime increased to
ΓA

−1 = ΓC
−1 = 105 ps. Such a formation has been validated in the

literature.21 Because of these changes in the parameters, the exciton is
more likely be transferred to QDB or QDD than to QDA or QDC, as
shown in Figure 3c.

Radiation Probability. We can obtain the probability pL that the
exciton in QDS is transferred to QDL, from which it subsequently
radiates by numerically integrating the time evolution of the
population of Llower over 6000 ps and dividing it by a certain gain
constant g, as shown in Figure 3b,c. In our numerical calculation, we
assume that radiation occurs in QDL if a uniformly generated random
number in [0.0, 1.0] is less than the value of pL. Therefore, pL
represents the probability that radiation from QDL is observed within
6000 ps. Thus, more than one radiation event can occur in a number
of QDL’s. This verifies that pA + pB + pC + pD ≠ 1. The radiation

Figure 3. Spatiotemporal dynamics of photoexcitation transfer in the
system with QDS surrounded by four large QDs (QDA, QDB, QDC,
and QDD). (a, c) When QDA and QDC are state-filled, the exciton is
likely to be transferred to either QDB or QDD, from which it radiates.
Each of radiation probabilities (right panel) is calculated as a time
integration of each corresponding time evolution of populations (left
panel) divided by a gain constant g. (b) In the absence of state-filling
stimulation, radiation occurs in the four large dots with equal
probability.
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probabilities when QDL is state-filled and non-state-filled are denoted
by pL

+ and pL
−, respectively.

We briefly discuss the similarities between the photoexcitation
transfer dynamics and the shape-changing behavior of the amoeba. We
consider that the amoeba’s intracellular resource supply to its branch
can be compared to exciton transfer to QDL (i.e., radiation in QDL).
As the amoeba’s intracellular resource is bounced back from
illuminated branches, the exciton population is bounced back from
state-filled QDL’s. However, as mentioned previously, to explore the
state space broadly, the amoeba had to make errors at appropriate
frequencies; the branch varied its normal photoavoidance response
depending on its intrinsic oscillation phase so that it could expand
even when illuminated and shrink even when unilluminated. In the
photoexcitation transfer dynamics, these error mechanisms are
implemented by the occurrence and nonoccurrence of radiation in
state-filled and non-state-filled QDL’s with probabilities of pL

+ and 1 −
pL

−, respectively.
As shown in the right panels of Figure 3b,c, pA and pC decreased

owing to state-filling stimulation, whereas pB
− and pD

− increased as if
they tried to compensate for the decrements in pA and pC. That is, the
radiation probability of each QDL varies in response to the current
state-filling stimulation applied to other distant QDL’s. In other words,
the stimulus response of each QDL is not determined locally. This
nonlocal property is shown more clearly in Figure 4a,b. The radiation

probabilities of non-state-filled and state-filled QDL’s, pL
− and pL

+,
increased nonlinearly as a function of the number of all state-filled
QDL’s. In case of the amoeba, the previously mentioned conservation
law in the total resource volume entailed a nonlocal correlation among
the amoeba’s branches (i.e., a volume increment in one branch is
immediately compensated for by a volume decrement(s) in the other
branch(es)). This nonlocal correlation was shown to be useful for
efficient and adaptive decision making.33

Satisfiability Problem. SAT is the problem of determining if a
given Boolean formula ϕ of N variables xi ∈ {0 (false), 1 (true)} (i ∈ I
= {1, 2,..., N}) is satisfiable (i.e., there exists at least one assignment of
truth values (0 or 1) to the variables that makes the formula true (ϕ =
1)). Roughly speaking, ϕ represents a logical proposition, and the
existence of a satisfying assignment verifies that the proposition is self-
consistent. For example, a formula ϕex = (x1 ∨ ¬x2)∧(¬x2 ∨ x3 ∨ ¬x4)
∧ (x1 ∨ x3) ∧ (x2 ∨ ¬x3) ∧ (x3 ∨ ¬x4) ∨ (¬x1 ∨ x4) has a satisfying
assignment (x1, x2, x3, x4) = (1, 1, 1, 1), which is a uniquely existing
solution. Even if ϕ has more than one solution, this instance can be
solved when at least one solution is found. However, to prove
unsatisfiability, the only sure method known to be applicable to
arbitrary formulas is to check the inconsistency of all possible
assignments, the number of which grows exponentially as 2N.
SAT is called 3-SAT when ϕ consists of M clauses that are

connected by ∧ (and), and each clause connects at most three literals
by ∨ (or) as (xj* ∨ xk* ∨ xl*), where each literal xi* can be either xi or
¬xi. Any SAT instance can be transformed to a 3-SAT instance, and 3-

SAT is also NP-complete. In this study, we design our computing
paradigm for application to solving 3-SAT.

Amoeba-Inspired Nanoarchitectonic Computer. As shown in
Figure 5, to solve an N-variable 3-SAT, we use 2N large QDs (QDi,v’s)

that receive optical energy from QDS, where the label (i,v) indicates
that value v ∈ {0, 1} is assigned to variable xi (i ∈ I = {1, 2,..., N}) (i.e.,
xi = v). When the exciton in QDS is transferred to QDi,v and
subsequently radiation is observed at a discrete time step t, we write
this status as Ri,v(t) = 1, whereas Ri,v(t) = 0 indicates that no radiation
occurs. When state-filling stimulation is applied to QDi,v, we denote
this status as Fi,v(t) = 1, whereas Fi,v(t) = 0 denotes no state filling.
Thus, radiation Ri,v(t) = 1 occurs with a probability that depends on
the state-filling stimulation Fi,v(t) as follows:

=

=

=

+

−

⎧
⎨
⎪⎪

⎩
⎪⎪

R t

p t F t

p t F t( )

1 (with probability ( ) if ( ) 1)

1 (with probability ( ) if ( ) 0)

0 (otherwise)

i v

i v i v

i v i v,

, ,

, ,

(5)

Figure 4 shows the dependence of the radiation probabilities of non-
state-filled and state-filled QDi,v’s, pi,v

−(t), and pi,v
+(t) on the number of

all state-filled QDj,u’s (i.e., Σj,uFj,u(t)).
Each radiation event Ri,v is accumulated by a newly introduced

variable Xi,v ∈ {−1, 0, 1} as follows:

+ =

+ = <

− = > −
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( ) (otherwise)
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,
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(6)

Equation 6 can be implemented either physically or digitally; the
values of Xi,v can be stored either by some additional QDs or by some
external control unit, as illustrated in Figures 5 and 1b, respectively. At
each step t, the system transforms a configuration X = (X1,0, X1,1, X2,0,
X2,1,..., XN,0, XN,1) into an assignment x = (x1, x2,..., xN) as follows

=

= ≤

≤ =

−

⎧
⎨
⎪⎪

⎩
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x t

X t X t

X t X t

x t

( )

0 (if ( ) 1 and ( ) 0)

1 (if ( ) 0 and ( ) 1)

( 1) (otherwise)

i

i i

i i

i

,0 ,1

,0 ,1

(7)

where xi(0) = undefined for all i.

Figure 4. Dependence of the radiation probability on the number of
all state-filled QDj,u’s, f = Σj,uFj,u(t), in the system consisting of 150
QDj,u’s for solving a 75-variable SAT. (a) Radiation probability pi,v

− in
non-state-filled QDi,v. (b) Radiation probability pi,v

+ in state-filled
QDi,v. Each probability, which is obtained as a time integration of
population evolution divided by g, grows nonlinearly as a function of f.
We set g such that it gives pi,v

− = pi,v
+ = 0.5 when f = 0.

Figure 5. Data-flow diagram of the amoeba-inspired nanoarchitectonic
computer.
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Bounceback Control Dynamics. The state-filling stimulations Fi,v
are updated synchronously according to the following dynamics

+

=
∃ ∈ ∀ ∈ =

∈

⎧
⎨⎪⎪

⎩
⎪⎪

F t

P Q B j u P X t
i v Q

( 1)

1 (if ( , ) ( ( , ) ( ( ) 1)
and ( , ) ))

0 (otherwise)

i v

j u

,

,

(8)

where B is a set of bounceback rules to be explained in this section.
Each element (P, Q) in B implies the following statement: if all of the
Xj,u’s specified by P are positive at t, then stimulate all QDi,v’s specified
by Q to inhibit their radiation at t + 1. Stated simply, if xj = u, then xi
should not be v.
To see the meaning of the bounceback rules, let us consider the

example formula ϕex, which is shown in Figure 6a. To satisfy this

formula for ϕex = 1, we should make every clause true because all
clauses are connected by ∧. Suppose, for example, that the system tried
to assign x1 = 0 (i.e., X1,0(t) = 1), as indicated by the red broken circle
in Figure 6b. Now let us focus on the first clause (x1 ∨ ¬x2) in ϕex. To
make this clause true, if x1 = 0 then x2 should not be 1. Therefore, we
apply state-filling stimulation F2,1(t + 1) = 1 to inhibit the radiation
R2,1(t + 1) of QD2,1, as indicated by the blue broken circle. However,
because x3 in the third clause (x1 ∨ x3) should not be 0, we apply F3,0(t
+ 1) = 1 (the blue dotted circle). In addition, we apply F1,1(t + 1) = 1
(the blue solid circle) because if x1 = 0 then obviously x1 should not be
1. Likewise, the set of all bounceback rules B is determined by
scanning all clauses in ϕex, as shown in Table 1.
We formally define the set B = INTRA∪INTER∪CONTRA in what

follows. INTRA forbids each variable i to take two values 0 and 1
simultaneously:

= − | ∈ ∧ ∈i v i v i I vINTRA {({( , )}, {( , 1 )}) {0, 1}} (9)

Each clause c = xj*∨xk*∨xl* in ϕ is represented as a set C = {j*, k*, l*}
with its literals xi* mapped to i* = i if xi* = xi and to −i otherwise, and
the formula ϕ is expressed equivalently by a set Φ, which includes all
of the clauses as their elements. The example formula ϕex is
transformed to Φex = {{1, −2}, {−2, 3, −4}, {1, 3}, {2, −3}, {3,
−4}, {−1, 4}}. For each C in Φ and each variable i in C, INTER blocks
the radiation [either Ri,0(t + 1) or Ri,1(t + 1)] that makes c false

= | ∈ ∧ ∈ Φ ∪

| − ∈ ∧ ∈ Φ

P i i C C P i

i C C

INTER {( , {( , 0)}) } {( , {( , 1)})

} (10)

where P = {(j, 0)| j ∈ C ∧ j ≠ i } ∪ {(j, 1) |−j ∈ C ∧ j ≠ i }. Some rules
in INTER may imply that neither 0 nor 1 can be assigned to a variable.
To avoid this contradiction, for each variable i, we build CONTRA by
checking all of the relevant rules in INTER:

= ∪ ′ ∪ ′ | ∈ ∧

∈ ∧ ′ ∈

P P P P i I P i

P i

CONTRA {( , ) ( , {( , 0)})

INTER ( , {( , 1)}) INTER} (11)

Before the computation, B is obtained in a polynomial time of O(NM)
by generating all of the bounceback rules in INTRA, INTER, and
CONTRA according to the above procedures.

Note that the system can be stabilized if the following condition
holds for all (i, v): if Xi,v(t) = 1 then Fi,v(t) = 0 or if Xi,v(t) ≤ 0 then
Fi,v(t) = 1. When this condition is not met, the system cannot be
stabilized. Indeed, if Xi,v(t) = 1 and Fi,v(t) = 1, then radiation in QDi,v is
likely to be inhibited as Ri,v(t + 1) = 0; consequently, Xi,v(t + 2) = 0.
However, if Xi,v(t) ≤ 0 and Fi,v(t) = 0, then radiation Ri,v(t + 1) = 1 is
likely to be promoted to facilitate Xi,v(t + 2) = 1. These changes in the
sign of Xi,v make the system unstable. We designed the bounceback
rules so that only satisfying assignments can be stabilized. This implies

Figure 6. Bounceback control dynamics. (a) All bounceback rules in
INTER for ϕex. (b) Bounceback control applies state-filling
stimulations F1,1(t + 1) = F2,1(t + 1) = F3,0(t + 1) = 1 if X1,0(t) = 1.
(c) Configuration X = (0, 1, 0, 1, 0, 1, 0, 1), which represents a
solution (x1, x2, x3, x4) = (1, 1, 1, 1). (d) Simulated time evolution.
Red and blue dots indicate Xi,v(t) = 1 and Fi,v(t) = 1, respectively.

Table 1. All Bounceback Rules for ϕex

B P Q

INTRA {(1, 0)} {(1, 1)}
{(1, 1)} {(1, 0)}
{(2, 0)} {(2, 1)}
{(2, 1)} {(2, 0)}
{(3, 0)} {(3, 1)}
{(3, 1)} {(3, 0)}
{(4, 0)} {(4, 1)}
{(4, 1)} {(4, 0)}

INTER {(2, 1)} {(1, 0)}
{(1, 0)} {(2, 1)}

{(3, 0), (4, 1)} {(2, 1)}
{(2, 1), (4, 1)} {(3, 0)}
{(2, 1), (3, 0)} {(4, 1)}

{(3, 0)} {(1, 0)}
{(1, 0)} {(3, 0)}
{(3, 1)} {(2, 0)}
{(2, 0)} {(3, 1)}
{(4, 1)} {(3, 0)}
{(3, 0)} {(4, 1)}
{(4, 0)} {(1, 1)}
{(1, 1)} {(4, 0)}

CONTRA {(1, 1), (3, 0)} {(1, 1), (3, 0)}
{(1, 0), (2, 0)} {(1, 0), (2, 0)}
{(1, 0), (3, 1)} {(1, 0), (3, 1)}
{(2, 1), (4, 0)} {(2, 1), (4, 0)}
{(2, 0), (4, 1)} {(2, 0), (4, 1)}
{(3, 0), (4, 0)} {(3, 0), (4, 0)}

{(1, 1), (2, 1), (3, 0)} {(1, 1), (2, 1), (3, 0)}
{(2, 0), (2, 1), (4, 1)} {(2, 0), (2, 1), (4, 1)}
{(3, 0), (3, 1), (4, 1)} {(3, 0), (3, 1), (4, 1)}
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that if a configuration X represents a solution then X can be
maintained for the longest duration and thus occurs with the highest
frequency when the system evolves for a sufficiently large number of
iteration steps.
AmoebaSATnano and WalkSAT. Our numerical calculation

method for simulating the amoeba-inspired computing paradigm can
be used as an algorithm for solving SAT. We call this algorithm
AmoebaSATnano. We evaluate the performance of AmoebaSATnano
in comparison with that of the best-studied stochastic search algorithm
called WalkSAT, which finds a solution with a reasonably large
probability after a fairly small number of iterations.34

WalkSAT starts from a randomly chosen assignment x = (x1, x2,...,
xN). At each iteration, by checking whether each clause in ϕ is satisfied
by the current assignment x, WalkSAT randomly chooses one of the
unsatisfied clauses and satisfies it by flipping one of its variables chosen
at random (i.e., 0 → 1 and 1 → 0). This routine is iterated until x
satisfies ϕ or we run out of time. Schöning estimated the average
number of iterations that WalkSAT required to find a solution to a 3-
SAT as an exponential function of (4/3)

Npoly(N).34 WalkSAT is one
of the fastest algorithms.35

■ RESULTS

The computation of AmoebaSATnano starts at Xi,v(0) = Ri,v(0)
= Fi,v(0) = 0 for all (i, v), and the time evolution of the system
is simulated by updating eqs 5, 6, and 8 iteratively. Figure 6d
shows that the system successfully found the solution of the
example formula ϕex at t = 12, which is represented by the
configuration shown in Figure 6c. We can confirm that X = (0,
1, 0, 1, 0, 1, 0, 1), which represents the solution (x1, x2, x3, x4) =
(1, 1, 1, 1) that is observed most frequently after t = 12.
We compared the performance of AmoebaSATnano and

WalkSAT for benchmark SAT instances, which are provided to
the public by SATLIB online.36,37 We used a family of 3-SAT
instance distributions, Uniform Random-3-SAT, which was
obtained by randomly generating three-literal conjunctive
normal form formulas. The hardness of a 3-SAT has been
shown to be maximal when the ratio between the number of
variables N and the number of clauses M is set at the phase-
transition region around M/N = 4.26.38,39 We chose 100
instances each from each of the test sets uf75−325 and uf100−
430, which took satisfiable N = 75 − M = 325 and N = 100 −
M = 430 formulas from the most difficult regions,M/N ≈ 4.333
and M/N = 4.3, respectively.
For each instance, we conducted 500 trials consisting of

Monte Carlo simulations to obtain the average number of
iterations (time steps t) required to find a solution. Figure 7
shows that in almost all instances AmoebaSATnano found a
solution more quickly than WalkSAT. In particular, Amoeba-
SATnano outperformed WalkSAT more significantly as N
increased.

■ DISCUSSION AND CONCLUSIONS

We demonstrate that photoexcitation transfer phenomena in a
QDs system mediated by optical near-field interactions can be
used to solve SAT. Our amoeba-inspired computing paradigm
is fundamentally different from conventional optical computing
or optical signal processing, which are limited by the properties
of propagating light. Our paradigm also differs from the
quantum computing paradigm, which exploits a superposition
of all possible states to produce a correct solution. This is
because our paradigm exploits both coherent and dissipative
processes. In fact, optical-near-field-mediated photoexcitation
transfer is a coherent process, suggesting that an exciton could
be transferred to all possible destination QDL’s via a resonance

energy level, but such a coherent interaction produces a
unidirectional transfer by an energy dissipation process
occurring in QDL. A strength of our paradigm is that
photoexcitation transfer is 104 times more energy efficient
than conventional electrically wired bit-flip circuits.28

An important issue that we should address to implement our
paradigm experimentally is a means of introducing the
bounceback control dynamics; at each iteration, the control
dynamics should store the values of Xi,v(t) by detecting the
radiation values Ri,v(t), determine the state-filling stimulations
Fi,v(t + 1) according to the set of bounceback rules B, and apply
these stimulations to QDi,v’s, as shown in Figure 5. An external
approach would be to use an external control unit such as a
combination of a PC with a projector, as we did for the
amoeba-based computing (Figure 1b). However, the external
control unit may impose additional energy costs and may limit
the processing speed of our paradigm. However, an internal
approach could implement the control dynamics using
additional QDs without introducing the external control unit.
It may be possible to embed the counterpart of the external
control unit in the arrangement of QDs because the
bounceback rules are expressed by combining elementary
logical operations and these logical operations have already
been implemented experimentally using several QD systems.26

Because SAT is NP-complete, a powerful SAT solver is useful
for a broad spectrum of applications in artificial intelligence,
information security, and bioinformatics. We demonstrated
that, for benchmark 3-SAT instances chosen from the most
difficult region, our paradigm found a solution much faster than
did the conventionally known fastest algorithm. We believe that
the origin of the high performance of our paradigm will be
attributed to interactions among the QDs. At each iteration, the
conventional algorithm flips a single state without implement-
ing any interaction among the variables. In contrast, our
paradigm updates at most 2N states through a large number of
interactions among the QDs, which exchange information on
stimulated experiences via the bounceback control dynamics.
This difference in the number of interactions might produce a

Figure 7. Performance comparison between our AmoebaSATnano
(red) and the well-known WalkSAT (black) for benchmark 3-SAT
instances of N = 75 and 100. Each point indicates the number of
iterations required to find a solution for each instance, averaged over
500 trials. For each algorithm and each N, we evaluated 100 points
(instances) and ranked (sorted) all of the points from easiest to most
difficult (requiring the largest number of iterations). The results are
compared on a logarithmic scale, which implies that AmoebaSATnano
has a significant advantage over WalkSAT.
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huge difference in the computing power.1 This discussion
would be supported by the fact that our paradigm became more
advantageous as N increased.
Putting these facts together, this Article paves the way for

applying nanometer-scale optical near-field interactions to
develop novel low-energy-use highly versatile powerful
computers. We believe that our amoeba-inspired computing
paradigm presents a promising direction for nanoarchitectonics,
which harnesses novel functionalities in the interactions among
nanoscale elements.
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Abstract
Nanophotonics has been extensively studied with the aim of unveiling and exploiting light–matter
interactions that occur at a scale below the diffraction limit of light, and recent progress made in
experimental technologies—both in nanomaterial fabrication and characterization—is driving further
advancements in the field. From the viewpoint of information, on the other hand, novel architectures,
design and analysis principles, and even novel computing paradigms should be considered so that we can
fully benefit from the potential of nanophotonics. This paper examines the information physics aspects of
nanophotonics. More specifically, we present some fundamental and emergent information properties that
stem from optical excitation transfer mediated by optical near-field interactions and the hierarchical
properties inherent in optical near-fields. We theoretically and experimentally investigate aspects such as
unidirectional signal transfer, energy efficiency and networking effects, among others, and we present their
basic theoretical formalisms and describe demonstrations of practical applications. A stochastic analysis
of light-assisted material formation is also presented, where an information-based approach provides a
deeper understanding of the phenomena involved, such as self-organization. Furthermore, the
spatio-temporal dynamics of optical excitation transfer and its inherent stochastic attributes are utilized for
solution searching, paving the way to a novel computing paradigm that exploits coherent and dissipative
processes in nanophotonics.

(Some figures may appear in colour only in the online journal)
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1. Introduction

1.1. Information physics approach to nanophotonics

Light plays a crucial role in a wide range of information
devices and systems, covering fields such as communication,
processing, imaging and displays [1]. There is no doubt
that the superior physical attributes of light, such as its
frequency, intensity, phase and polarization characteristics,
constitute the foundations of the tremendous benefits for which
we are indebted today. At the same time, however, ever-
increasing quantitative demands, such as the massive amount
of digital information transmitted on networks, necessitate
further advancements in optics and photonics. In addition,
there has been a surge in demand for qualitatively novel
technologies, such as energy saving [2], mobile and ubiquitous
devices [3], solid-state lighting and displays [4], healthcare
and welfare, and safety and security [5, 6], to name a few.
Conventional optics and photonics, however, suffer from
difficulties in resolving these quantitative and qualitative
challenges due to their fundamental limitations—principally,
the diffraction limit of light [7].

Nanophotonics, which makes use of interactions between
light and matter at a scale below the wavelength of light,
has been at the forefront of optical science and technology,
and remarkable progress has been made [8, 9]. An optical
near-field is the optical field in the subwavelength vicinity of
a light scattering object or optical source [10, 11]. Optical
near-field interactions are optical interactions via optical near-
fields localized in subwavelength space between the interacting
objects. Since an optical near-field is free of the diffraction
effects imposed on conventional propagating light, it allows
breaking through the diffraction limit of light. For instance,
technologies such as near-field spectroscopy [12], near-field-
assisted information storage [13], bio-sensing and near-field
lithography [14] have been developed. Furthermore, the
nature of optical near-field interactions on the nanometer-scale,
including higher-order atom–light interactions [15], has led
to the discovery of unique phenomena observed only on the
nanoscale, revealing a physical picture of ‘dressed photons’,
or photons dressed by material excitations [16, 17]. Rigorously
speaking, the dressed photon is a theoretical model or picture
describing the optical near-field interactions of a short-range
nature derived by renormalizing optical interactions with a
specific material environment [16, 17]. It turns out that not
only does nanophotonics possess the ability to break through
the diffraction limit, but it also allows physical processes
that are unachievable conventionally, such as dipole-forbidden
transitions. The usage of dipole-forbidden transitions in
optical excitation transfer is essential for clearly distinguishing
between optical near-field excitation transfer confined in
nanometer space, and radiation and excitation processes of
excitonic states via interactions with incident and outgoing
light waves. These novel optical near-field processes have led
to various devices that have been experimentally demonstrated
recently, including light concentration [18], infrared-to-visible
light conversion [19], silicon light emission [20], solar cells
[21], silicon lasers [22] and so forth. The rapid progress
of experimental technologies, both in the fabrication and

characterization of nanostructures, has been a key driving force
behind the advances in nanophotonics; examples include, but
are not limited to, ultrafast spectroscopy for nanostructured
matter [23], and size- and/or position-controlled quantum
nanostructures, such as InAs [24] and ZnO [25]. The
technology of nanodiamonds with nitrogen vacancies has
also been showing radical advances [12]. In addition,
technology for producing shape-engineered nanostructures has
matured thanks to advancements in lithography and nano-
imprinting [26–29].

From the viewpoint of information or system design, on
the other hand, there are many unresolved, important basic
issues in nanophotonics. For example, system architectures,
basic structures for achieving versatile functions, modeling,
design, and analysis principles and methods that inherit the
physical principles of nanophotonics, should be developed.
The importance and benefits of these information-related,
system-level concerns will be intuitively recognized by
observing the history of electronics and photonics, as briefly
mentioned below. This paper sheds new light on some system-
level fundamentals and insights in nanophotonics, namely, its
fundamental information properties, architectures, modeling
and design issues.

Looking at very-large-scale integrated (VLSI) circuits,
for example, we can observe a hierarchical structure: with
electrons as the elemental carrier and silicon as the mother
material, taking complementary metal-oxide semiconductor
(CMOS) devices as the basic device structure, and digital
information representation, all governed by a von Neumann
architecture [30]. What should be noticed here is that, whereas
quantum mechanics indeed plays a critical role in every single
step of electron transfer, circuit- and system-level foundations
are crucial in realizing VLSI devices as a whole. A related
discussion can be found in nanocomputers [31] and emerging
research devices and architectures [30], where the quest for
overcoming the limitations of conventional principles that
rely solely on electron transfer has been pursued. In the
case of optical communication, while light propagation, for
example, lies as the physical foundation, the performance in
terms of information transmission is governed by information
theory [32]. Information-related fundamentals regarding far-
field light are well established, such as Fourier optics for
optical signal processing [33], optical communications theory,
etc. Thus, design guidelines are available, and these help in
the systematic design of dedicated optical systems, as well
as revealing their performance limitations [34]. These are
just a portion of the vast literature suggesting the importance
of system-oriented, information physics concerns for various
physical processes.

At the same time, for nanophotonics, it should be
emphasized that replacing or competing with conventional
computing and information technologies is not necessarily the
primary motivation. What should be pursued is to exploit
and maximize the potential of the unique physical attributes
inherent in nanophotonics. Nanophotonic security is one
example application where accessibility via light is essential,
and optical near-field processes provide unique solutions [5].
Furthermore, insights gained in the modeling and analysis of
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nanophotonics are applicable to a wide range of applications
besides computing or information processing. They can also
contribute to design and analysis in solar energy applications
[35] and nanofabrication [36]. Dwyer et al have been
developing a nano-optical computer architecture for medical
and healthcare applications based on resonant energy transfer
made possible by DNA-based self-assembly [37, 38]. Catrysse
et al have investigated nanostructures for imaging applications
[39], where light–matter interactions are essentially and
inevitably present, and the unique nanophotonic solutions
offered are valuable.

Furthermore, system-oriented approaches are beneficial
in investigating the basic mechanisms of material formation.
Stochastic modeling and analysis in optical-near-field-assisted
nanofabrication, which will be dealt with in section 4, are
typical examples. In more general contexts, dealing with
light and matter in an open system, which is indeed the
concept of non-equilibrium physics [40], would provide new
knowledge in nanophotonics too, as in other fields. Self-
organized criticality [41], observed in some nanophotonic
experiments [42, 43], is a natural emergent property thanks to
the inclusion of energy flow in addition to elemental near-field
interactions.

Summing up all of these related aspects, a system-
oriented approach or, in other words, an information physics
approach to nanophotonics will provide a solid foundation for
achieving various functionalities and understanding the basic
nature. This paper reviews nanophotonics from an information
physics approach, in particular, by examining the three aspects
described below.

1.2. Optical excitation transfer on the nanoscale and its
information physics

First in section 2, we deal with localized optical
excitation transfer and discuss its information-related aspects.
Conventionally, propagating light is assumed to interact
with nanostructured matter in a spatially uniform manner—
a well-known principle referred to as the long-wavelength
approximation—from which state transition rules for optical
transitions are derived, including dipole-forbidden transitions.
However, such an approximation is not valid in the case of
optical near-field interactions in the subwavelength vicinity
of an optical source; the inhomogeneity of optical near-
fields of a rapidly decaying nature makes even conventionally
dipole-forbidden transitions allowable [7]. The interaction
Hamiltonian governing an optical near-field interaction is
described by a Yukawa-type potential [44]. From a system-
level viewpoint, we should emphasize that the principle of
signal transfer in nanophotonics is very different from that
in electrically wired circuits based on electron transfer—what
we call an architectural shift from a wired architecture to an
excitation-transfer-based architecture. Described intuitively,
a wired architecture means that a device inevitably requires
energy dissipation induced at the macroscale for signal
transfer; energy transfer from the power supply to some
reservoir guarantees signal processing [45]. On the other hand,
signal transfer via excitation transfer is achieved by a tiny
energy dissipation induced at the recipient of the information

(section 2.1.3). We describe theoretical formulations of optical
excitation transfer and the above-mentioned architectural shift,
followed by a discussion of basic information attributes, such
as minimum energy dissipation, interconnects, how to realize
binary states, signal gathering and broadcast, multiplexing, and
so forth (section 2.1).

Combinations of such localized optical excitation transfer,
or in other words, networks of optical near-field interactions,
provide versatile functionalities; the importance of modeling,
design, and analysis also comes into play (section 2.2).
After introducing extended theoretical formalisms, emerging
attributes such as robustness, autonomy and reconfigurability
will be discussed. Robustness, for instance, which is the ability
to tolerate errors, is one of the most important characteristics
of nanosystems [31], since certain kinds of errors on the
nanoscale, such as material disorders, are inevitable. The
time-domain behavior of optical excitation transfer, such as
timing dependences and pulsation, is discussed in section 2.3.
Nanophotonic circuits react differently depending on the
arrival order of the incoming pulse inputs. It is known that
information processing in the human brain, consisting of a vast
number of neurons and connections among them, is based on
pulse trains, and the so-called spike timing dependent plasticity
(STDP) is important. The order of pulse arrival plays a critical
role [46], which is also relevant to the characteristics inherent
in nanophotonics.

1.3. Hierarchy in nanophotonics and its information physics

Another novel attribute found in nanophotonics is the
hierarchical property of optical near-fields. An optical near-
field is localized in the vicinity of nanostructured matter;
however, it is not observable unless it is scattered by
placing another piece of matter adjacent to it. We can see
structure here: at scales larger than the light wavelength,
information that can couple with the optical far-field is
observed, whereas additional information is retrievable via
optical near-fields [47]. Furthermore, at physical scales below
the light wavelength, an optical near-field behaves differently
depending on the physical scale involved. For example, a
nanostructured material exhibits different responses depending
on the scale of observation. This has led to the design
and implementation of different functions depending on the
physical scale involved, a concept that we call a hierarchical
architecture [48]. It should also be noted that such a
hierarchy in optical near-fields is in contrast to conventional
electronics, where the correlation length of an electron is
constant regardless of the scale of interest; electronic near-
fields, utilized in scanning tunneling microscopy (STM) and
related nanotechnologies, correspond simply to the evanescent
tails of electronic waves in bulk crystal since no structures
of electronic subwavelength size are available for the usual
condensed matter.

Section 3 presents the concept of optical system design
taking into account the hierarchy offered by nanophotonics,
followed by three theoretical basics (section 3.1) and some
design principles, particularly in the case of engineering metal
nanostructures (section 3.2). Experimental demonstrations,
including a hierarchical hologram and lock-and-key, will
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also be shown (section 3.3). Finally, an information-theory
approach to a hierarchical nanophotonic system is shown, with
a discussion of the Shannon information capacity (section 3.4).

1.4. Statistical approach to nanophotonics

Statistical aspects of physical phenomena are important in
physics in general [40], and statistical viewpoints provide
fundamental insights and interesting novel applications for
nanophotonics, too. Section 4 reviews two topics regarding a
stochastic approach to nanophotonics: one concerns stochastic
modeling of material formation involving optical near-field
processes, such as enhanced material desorption (section 4.1),
and the other concerns the possibility of building a novel
computing paradigm by exploiting the unique stochastic nature
inherent in nanophotonics (section 4.2).

First, light-assisted nanofabrication is described, such
as the synthesis of quantum dots using photo-induced
desorption that yields reduced size fluctuations [49], metal
sputtering under light illumination resulting in self-organized,
nanoparticle chains [50], and the interesting ability to achieve
photosensitivity below the bandgap energy in a solar cell
by engineering the surface morphology [21]. The physical
mechanisms behind these processes have been attributed to
material desorption and deposition induced by optical near-
field processes. However, important stochastic phenomena are
also present, necessitating further behaviors besides elemental
optical near-field processes. We introduce stochastic models of
the light-assisted processes that reproduce phenomenological
characteristics consistent with the experimental observations.

Second, we outline the quest to develop novel computing
paradigms based on the unique stochastic nature inherent in
nanophotonics. Nature-inspired architectures are attracting
a great deal of attention in various research areas, such as
brain-like computing and computational neuroscience [51],
stochastic-based computing and noise-based logic [52], and
spatio-temporal computation dynamics [53]. Among these
research topics, Nakagaki et al showed that a single-celled
amoeba-like organism, a plasmodium of the true slime mold
Physarum polycephalum, is capable of finding shortest-
distance solutions between two food sources [54]. Also, Aono
et al demonstrated ‘amoeba-based computing’ for solution
searching, such as the traveling salesman problem (TSP)
[55], by utilizing the spatio-temporal oscillatory dynamics
of the photoresponsive amoeboid organism Physarum. In
addition, Leibnitz et al showed a bio-inspired algorithm for
controlling an information network by utilizing fluctuations
stemming from biological observations, where the speed of
fluorescence evolution of proteins in bacteria is observed to
have a positive correlation with the phenotypic fluctuation of
fluorescence over clone bacteria [56]. These demonstrations
indicate that we can utilize the inherent fluctuations and
spatial and temporal interaction dynamics. For instance,
we describe the application of energy transfer dynamics
mediated by optical near-fields to solution searching. Such
an investigation is relevant to the quantum nature of optical
excitation transfer in light-harvesting antenna [57, 58] and the
quantum walk in energy transfer [59]. However, as discussed
section 4, unlike quantum computing, which exploits coherent

interactions, and unlike conventional electrical computing,
which is based on dissipative processes at every single step,
the physics of nanophotonics contains both coherent and
dissipative processes.

Finally, section 5 summarizes the paper and discusses
some future directions.

2. Optical excitation transfer on the nanoscale and
its information physics

In this section, we discuss optical excitation transfer
involving optical near-field interactions, together with various
information-related aspects. In the literature, dipole–dipole
interactions, such as Förster resonant energy transfer, are
typically referred to in explaining energy transfer from smaller
quantum dots (QDs) to larger ones [60, 61]. However, it
should be noted that such modeling based on point dipoles
does not allow dipole-forbidden transitions. Also, recent
experimental observations in light-harvesting antenna indicate
the inaccuracy of dipole-based modeling [62, 63]. On the
other hand, as discussed below, the localized nature of
optical near-fields frees us from conventional optical selection
rules, meaning that optical excitation could excite QDs to
energy levels that are conventionally electric dipole forbidden.
Section 2.1 reviews the theoretical basis of optical excitation
transfer, followed by some fundamental information-related
properties, such as unidirectionality, energy efficiency,
interconnects and binary states. Section 2.2 examines
networking of optical excitation transfers. Section 2.3 focuses
on time-domain-related foundations of optical excitation
transfer.

2.1. Fundamentals

2.1.1. Modeling optical excitation transfers mediated by near-
field interactions. We begin with the interaction Hamiltonian
between an electron–hole pair and an electric field, which is
given by

Ĥint = −
∫

d3r
∑

i,j=e,h

ψ̂
†
i (r)er • E(r)ψ̂j (r), (1)

where e represents the electron charge, ψ̂
†
i (r) and ψ̂j (r)

are, respectively, electronic wave operators corresponding to
the creation and annihilation operators of either an electron
(i, j = e) or a hole (i, j = h) at r, and E(r) is the electric
field [35].

We consider a quantum dot based on a semiconductor
material with a bulk electric dipole moment for light-wave
incidence at a specific resonance frequency. For the electronic
system confined in a quantum dot, the electronic wave operator
includes an envelope function of electronic waves in the
quantum dot. In usual optical interactions of the quantum
dot, the so-called long-wave approximation is employed, so
that E(r) is considered to be a constant over the size of the
quantum dot since the electric field of the propagating light
wave is homogeneous on the nanometer scale. Depending on
the symmetry of the electronic envelope function, numerical
evaluation of the dipole transition matrix elements based on
equation (1) results in selection rules for the optical transition
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Figure 1. (a) Optical excitation transfer mediated by optical near-field interactions. Optical excitation in the smaller quantum dot (QDS)
can be transferred to the larger one (QDL). Note that transition to the energy level L2 in QDL is conventionally dipole-forbidden. The optical
near-field interaction, described by a Yukawa-type potential, allows such a transition on the nanoscale when QDS and QDL are located close
to each other. The energy dissipation occurring at QDL, or the relaxation from L2 to L1, guarantees unidirectionality. (b) State transition
diagram for the purpose of modeling optical excitation transfer from QDS to QDL. (c) In contrast with nanoelectric devices that require
wiring, such as those based on single electron tunneling, a high-impedance circuit is necessary for achieving unidirectional signal transfer.

for each excitonic state. For instance, in the case of spherical
quantum dots, only optical transitions to the states specified by
l = m = 0 are allowed, where l and m are the orbital angular
momentum quantum number and magnetic quantum number
for the envelope function, respectively. In the case of optical
near-field interactions between a pair of resonant quantum dots
separated by a subwavelength distance, on the other hand, due
to the large spatial inhomogeneity of the optical near-fields
of the source quantum dot, an optical transition that violates
conventional optical selection rules becomes allowed, so that
optical excitation transfer is possible between resonant states
of quantum dots with different symmetries of the envelope
functions via optical near-field interactions, regardless of the
radiation capability of each state into the optical far-field.
Detailed theory can be found in [17].

Here we assume two spherical quantum dots whose radii
are RS and RL, which we call QDS and QDL, respectively,
as shown in figure 1(a). The energy eigenvalues of states
specified by quantum numbers (n, l) are given by

Enl = Eg + Eex +
�

2α2
nl

2MR2
(n = 1, 2, 3, . . .), (2)

where Eg is the bandgap energy of the bulk semiconductor,
Eex is the exciton binding energy in the bulk system, M

is the effective mass of the exciton, and values of αnl are
determined from the boundary conditions, for example, as
αn0 = nπ, α11 = 4.49. According to equation (2), there
exists a resonance between the level of quantum number
(1,0) in QDS and that of quantum number (1,1) in QDL if
RL/RS = 4.49/π ≈ 1.43. Note that an optical excitation

of the (1,1)-level in QDL corresponds to an electric dipole-
forbidden transition. However, an optical near-field, denoted
by USL2 in figure 1(a), allows this level to be populated
due to the steep electric field in the vicinity of QDS.
Therefore, an exciton in the (1,0)-level in QDS could be
transferred to the (1,1)-level in QDL. In QDL, the excitation
undergoes intersublevel energy relaxation due to exciton–
phonon coupling with a transition rate denoted by �, which
is faster than the rate of the inter-quantum-dot optical near-
field interaction [44, 64], and the excitation causes a transition
to the (1,0)-level and radiation into the far-field. Also, since
the radiation lifetime of quantum dots is inversely proportional
to their volume [65], finally we find unidirectional optical
excitation transfer from QDS to QDL. Here, we regard
the optical excitation generated in QDS as the input of the
system and the radiation from QDL as the output. Due
to the energy dissipation (sublevel energy relaxation) in QDL,
the wavelength of the output light is red-shifted relative to
the input light.

We first introduce quantum mechanical modeling of the
total system based on a density matrix formalism. Let us
denote the excitonic state of QDS as S, and the lower and
upper excitonic states in QDL as L1 and L2, respectively.
Since a fast intersublevel transition in QDL is assumed, it is
useful to establish theoretical treatments based on the exciton
population in the system composed of QDS and QDL, where
eight basis states are assumed, as schematically illustrated in
figure 1(b). A master equation formalism is applied to evaluate
the population dynamics with the transition matrix elements
indicated in the figure. Here, the matrix elements for the
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interactions between QDS and QDL are denoted by USLi
(i = 1,

2), and the radiative decay rates from S and L1 are, respectively,
given by γS and γL.

There are two ways to model the excitation dynamics, and
we can choose an appropriate modeling strategy depending on
the objective of the given design and the analysis constraints.
The former way is suitable for calculating the evolution of
the population without external inputs, and the latter gives
solutions when the system is influenced by external inputs.

One way is to calculate populations evolving from
an initial state that contains single or multiple excitations.
Assuming optical near-field interaction USL2 between S and
L2, the model Hamiltonian of the coupled two-dot system is
given by

H = �

(
�S USL2

USL2 �L2

)
, (3)

where �USL2 is the optical near-field interaction, and ��S and
��L2 , respectively, refer to the eigenenergies of QDS and QDL.
The optical excitation transfer process is formulated according
to the Lindblad form by introducing phenomenological
relaxation terms into the equation of motion based on the
Liouville equation, which is given by

ρ̇(t) = − i

�
[H, ρ(t)] − N�ρ(t) − ρ(t)N�, (4)

where ρ is the density operator, and N� is a diagonal matrix
whose diagonal elements are γS1/2 and �/2.

The other way is to explicitly introduce temporal evolution
of the external excitation field, instead of assuming an initial
state, as a time-dependent perturbation Hamiltonian, Hext(t).
Letting the (i, i) element of the density matrix correspond to the
state denoted by i in figure 1(b), the quantum master equation
of the total system is [66]

ρ̇(t) = − i

�
[Hint + Hext(t), ρ(t)]

+
γS

2

(
2Sρ(t)S† − S†Sρ(t) − ρ(t)S†S

)

+
�

2

(
2L2ρ(t)L

†
2 − L

†
2L2ρ(t) − ρ(t)L

†
2L2

)

+
γL

2

(
2L1ρ(t)L

†
1 − L

†
1L1ρ(t) − ρ(t)L

†
1L1

)
, (5)

where the interaction Hamiltonian Hint is given by

Hint =




0 0 0 0
0 0 0 USL1 ei(�S−�L1 )

0 0 0 USL2 ei(�S−�L2 )

0 USL1 e−i(�S−�L1 ) USL2 e−i(�S−�L2 ) 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 USL2 ei(�S−�L2 ) USL1 ei(�S−�L1 ) 0

USL2 e−i(�S−�L2 ) 0 0 0
USL1 e−i(�S−�L1 ) 0 0 0

0 0 0 0




,

(6)

where �Li
denotes the energy eigenvalue of the state Li . The

matrices S†, L
†

1 and L
†
2 are, respectively, creation operators

that create excitations in S, L1 and L2, defined by

S† =




0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




,

L
†
1 =




0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0




,

L
†
2 =




0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




, (7)

and S, L1 and L2 in equation (5) are, respectively,
annihilation operators given by the transposes of the matrices
of equation (7). Here, Hext indicates the Hamiltonian
representing the interaction between the external input light
at frequency ωext and the quantum dot system, and is given by

Hext(t) = gate(t) × [(exp(i(�S − ωext)S
†

+ exp(−i(�S − ωext)S) + (exp(i(�L1 − ωext))L
†
1

+ exp(−i(�L1 − ωext))L1)], (8)

where gate(t) specifies the envelope function of the
perturbation Hamiltonian. Also note that the input light could
couple to the (1,0)-level in QDS and to the (1,0)-level in QDL,
because those levels are electric dipole-allowed energy levels.
Setting the initial condition as an empty state, and giving
external input light in equation (8), the time evolution of the
population is obtained by solving the master equation given by
equation (5).

2.1.2. ‘Excitation-transfer-based’ architecture. Based on
the theoretical elements described in section 2.1.1, we first
discuss an important architectural difference when compared
with electrically wired devices. The key is that the flow
of information in nanoscale devices cannot be completed
unless they are appropriately coupled with their environment
[45]. For the sake of discussion, we introduce an electronic
system based on single charge tunneling, in which a tunnel
junction with capacitance C and tunneling resistance RT is
coupled to a voltage source V via an external impedance
Z(ω). To accomplish tunneling of a single charge, besides
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the condition that the electrostatic energy EC = e2/2C

of a single excess electron be greater than the thermal
energy kBT , the environment must have appropriate conditions
[67]. For instance, with an inductance L in the external
impedance, the fluctuation of the charge is given by 〈δQ2〉 =
(e2/4η) coth(β�ωs/2), whereη = EC/�ωS, ωS = (LC)−1/2,
and β = 1/kBT . Therefore, charge fluctuations cannot
be small even at zero temperature unless η � 1, meaning
that a high-impedance environment is necessary, leading to a
significant amount of energy dissipation induced in external
circuits. In other words, energy dissipation in external circuits
guarantees the signal transfer event, as schematically shown in
figure 1(c) [45].

In contrast, in the case of the optical excitation transfer
(figure 1(a)), the transfer of an excitation from QDS to QDL

is completed by means of the non-radiative relaxation process
from L2 to L1 occurring at QDL. Theoretically, the sublevel
relaxation constant is given by � = 2π |g(ω)|2D(ω), where
�g(ω) is the exciton–phonon coupling energy at frequency
ω, � is Planck’s constant divided by 2π , and D(ω) is the
phonon density of states [66]. The energy dissipation occurring
in the optical excitation transfer should be larger than the
exciton–phonon coupling energy of ��, which guarantees
unidirectional signal flow. This is similar to the fact that
the condition η � 1 is necessary in the electron tunneling
example, which means that the mode energy �ωS is smaller
than the required charging energy EC. By regarding ��

as a kind of mode energy in the optical excitation transfer,
the difference between the optical excitation transfer and a
conventional wired device is the physical scale at which this
mode energy is realized: the nanoscale for optical excitation
transfer (��) and the macroscale for electrical circuits (�ωS).
Additionally, it has been pointed out that about five stages of
cascaded energy transfer involving sublevel relaxations can be
supported in technologically feasible nanostructures; this is
also in contrast to the architecture of electrically wired devices
in which every single step of signal transfer requires charging
and discharging.

Summing up, localized near-field interactions and
energy dissipation occurring in the destination nanostructure
provide unidirectional signal flow in the case of optical
excitation transfer, whereas energy dissipation occurring on
the macroscale determines the signal flow in the case of
wired devices. This is manifested as a paradigm shift from
a ‘wire-based’ architecture to an ‘excitation-transfer-based’
architecture.

One additional remark is that such an architectural shift
has implications for security concerns in terms of tamper
resistance against attacks [68]. A so-called side-channel
attack, by which information is tampered with either invasively
or non-invasively, is one of the most critical security issues.
This may be achieved, for example, by monitoring the power
consumption [69]. We consider that the physical reason
behind this is the energy dissipation induced on the macroscale,
discussed above, which could possibly be the weakest link
in terms of being tampered with. Meanwhile, the amount of
energy dissipation associated with optical excitation transfer is
small, and it would be technologically difficult to tamper with

non-invasively. Naruse et al also demonstrated that an invasive
attack is easily recognized in the case of optical excitation
transfer [68].

2.1.3. Energy efficiency. In this section we theoretically
investigate the lower bound of energy dissipation required
in signal transfer via optical near-field interactions. We will
theoretically demonstrate that the energy dissipation could be
as low as 25 µeV. Compared with the bit-flip energy of an
electrically wired device, this is about 104 times more energy
efficient. The achievable integration density of nanophotonic
devices is also analyzed based on the energy dissipation and
the error ratio while assuming a Yukawa-type potential for the
optical near-field interactions [70].

We discuss the lower bound of energy dissipation by
introducing two representative systems (system A and system
B). The first one, system A in figure 2(a), consists of two
closely located quantum dots, and thus, optical excitation
transfer from QDS to QDL occurs. We assume an interaction
time U−1

SL2
of 100 ps for system A, denoted by U−1

A in
figure 2(a). Such an interaction time is close to that of
experimentally observed optical near-field interactions in CuCl
QDs (130 ps) [71], ZnO quantum-well structures (130 ps) [25],
ZnO QDs (144 ps) [72] and CdSe QDs (135 ps) [73]. The
intersublevel relaxation time due to exciton–phonon coupling
is in the 1–10 ps range [44, 64, 74], and here we assume
�−1 = 10 ps. In system B on the other hand (figure 2(a)),
the two quantum dots are intentionally located far away from
each other. Therefore, the interactions between QDS and QDL

should be negligible, and thus, optical excitation transfer from
QDS to QDL should not occur; namely, the radiation from QDL

should normally be zero. We assume U−1
SL2

= 10 000 ps for

system B, denoted by U−1
B in figure 2(a), indicating effectively

no interactions between the two.
One remark here is that the inter-dot interaction times of

system A and system B are related to the distances between the
two quantum dots. The optical near-field interaction between
two nanoparticles is known to be expressed as a screened
potential using a Yukawa function, given by

U = A exp(−µr)

r
, (9)

where r is the distance between the two [75]. In this
representation, the optical near-field is localized around
nanoparticles, and its decay length is equivalent to the particle
size. Here, it should be noted that the inter-dot distance
of system B indicates how closely independent functional
elements can be located. In other words, the interaction
time of system B is correlated with the integration density
of the total system. In order to analyze such spatial density
dependences, we assume that the U−1

SL2
values of 100 ps and

10 000 ps, respectively, correspond to inter-dot distances of
50 nm and 500 nm. Here, the stronger interaction (100 ps)
has been assumed, as already mentioned, based on a typical
interaction time between closely spaced quantum dots. We
also assume that the interaction with negligible magnitude
(10 000 ps) corresponds to a situation where the inter-dot
distance is close to the optical wavelength. Figure 2(a) shows

7

21



Rep. Prog. Phys. 76 (2013) 056401 M Naruse et al

Figure 2. Analyzing the ultimate energy efficiency of optical excitation transfer for signal transport. (a) Yukawa-type screened potential of
an optical near-field interaction between two QDs as a function of the inter-dot distance We assume two systems consisting of a small QD
(QDS) and a large QD (QDL): system A has strong inter-dot near-field interactions (100 ps), whereas system B has negligible interaction
(10 000 ps). The proper operation of these systems, when irradiated with propagating light of frequency ωext , is that system A should exhibit
an output signal from QDL (originating from the optical excitation transfer from QDS to QDL), whereas system B should exhibit no signal
(because the inter-dot interaction is negligible). (b) When the energy dissipation induced at QDL (�) is large (case (i)), the proper operation
is observed; on the other hand, when the energy dissipation is too small, an output signal is produced even in system B (case (ii) and case
(iii)) because the input light can directly couple to the L1 level in QDL.

the Yukawa-type potential curve given by equation (9). Further
discussion on integration density will be given at the end of this
subsection.

The energy dissipation in the optical excitation transfer
from QDS to QDL is, as discussed in sections 2.1.1 and 2.1.2,
the intersublevel relaxation in QDL, given by � = EL2 − EL1 ,
where ELi

represents the energy of level Li . Therefore, the
issue is to derive the minimum energy difference �. When �

is too small, the input light may directly couple to L1, resulting

in radiation from QDL, even in system B. In other words, we
would not be able to recognize the origin of the output radiation
from QDL if it involves optical excitation transfer from QDS

to QDL in system A, or if it directly couples to L1 in system B.
Therefore, the intended system behavior is a higher population
in L2 in system A, and at the same time a lower population in
L2 in system B.

We first assume pulsed input light irradiation with a
duration of 150 ps at 3.4 eV (wavelength 365 nm), and assume
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Figure 3. (a) Steady-state population involving energy level L1 in system A (squares) and system B as a function of the energy dissipation.
For system B, three different cases are shown, with U−1

B of 500 ps, 1000 ps and 10 000 ps, respectively, indicated by �, � and • marks.
(b) Energy dissipation as a function of error ratio regarding optical excitation transfer and the bit-flip energy required in a CMOS logic gate.
The energy dissipation of optical excitation transfer is about 104-times lower than that in classical electrically wired devices. (c) As the
optical near-field interaction in system B increases, the lower bound of the error ratio increases, indicating that the performance could be
degraded with increasing integration density; namely, there is a tradeoff between the energy efficiency and the error rate. The error ratio is
evaluated as a function of the number of independent functional blocks within an area of 1 µm2.

that the energy level S is resonant with the input light. Also,
we assume the radiation lifetime of QDL to be γ −1

L = 1 ns and
that of QDS to be γ −1

S = 23/2 ×1 ≈ 2.83 ns since it is inversely
proportional to the volume of the QD. The solid and dashed
curves in figure 2(b), respectively, represent the evolutions of
populations related to the radiation from the energy levels L1

and S for both system A and system B, assuming three different
values of �: (i) � = 2.5 meV, (ii) � = 17 µeV and (iii)
� = 0.25 µeV.

In the case of (i), there is nearly zero population in L1 in
system B, which is the expected behavior. In system A, on the
other hand, a population appears in L1. In the case of (iii), due
to the small energy difference, the input light directly couples
with L1; therefore, both system A and system B yield higher
populations in L1, which is an unintended system behavior.
Finally, in case (ii), although the population in L1 in system
B is not as large as in case (iii), it exhibits a non-zero value
compared with case (i), indicating that the energy difference
� = 17 µeV may be around the middle of the intended
and unintended system behaviors involving optical excitation
transfer between QDS and QDL.

When we assume a longer duration of the input light, the
population converges to a steady state. When radiating a pulse
with a duration of 10 ns at the same wavelength (365 nm),
figure 3(a) summarizes the steady-state output populations

involving energy level L1 evaluated at t = 10 ns as a function
of the energy dissipation. The intended system behavior, that
is, a higher output population in system A and a lower one in
system B, is obtained in the region where the energy dissipation
is larger than around 25 µeV. If we treat the population in
system A as the amplitude of a ‘signal’ and that in system B
as ‘noise’, the signal-to-noise ratio (SNR) can be evaluated
based on the numerical values in figure 3(a). To put it another
way, from the viewpoint of the destination QD (or QDL), the
signal should come from QDS in its proximity (as in the case
of system A), not from QDS far from QDL (as in the case of
system B); such a picture will aid in understanding the physical
meaning of the SNR defined here. Also, here we assume that
the input data are coded in an external system, and that QDS

is irradiated with input light at frequency ωext. With the SNR,
the error ratio (PE), or equivalently the bit error rate (BER), is
derived by the formula PE = (1/2)erfc(

√
SNR/2

√
2) where

erfc(x) = 2/
√

π
∫ ∞
x

exp(−x2) dx, called the complementary
error function [76]. The circles in figure 3(b) represent the
energy dissipation as a function of the error ratio assuming the
photon energy used in the above study (3.4 eV). According
to [77], the minimum energy dissipation (Ed) in classical
electrically wired devices (specifically, the energy dissipation
required for a single bit flip in a CMOS logic gate) is given
by Ed = kBT ln(

√
3PE/2), which is indicated by the squares
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in figure 3(b). For example, when the error ratio is 10−6,
the minimum � in the optical excitation transfer is about
0.024 meV, whereas that of the classical electrical device is
about 303 meV; the former is about 104 times more energy
efficient than the latter.

As mentioned earlier, the performance of system B
depends on the distance between the QDs. When the
interaction time of system B (U−1

B ) increases, such as 500 ps,
the steady-state population involving L1 is as indicated by the
triangular marks in figure 3(a); the population stays higher
even with increasing energy dissipation compared with the
former case of U−1

B = 10 000 ps. This means that the lower
bound of the SNR results in a poorer value. In fact, as
demonstrated by the triangular marks (1) in figure 3(b), the
BER cannot be smaller than around 10−4, even with increasing
energy dissipation. The lower bound of the BER decreases
as the interaction time U−1

B increases (namely, weaker inter-
dot interaction), as demonstrated by the triangular and square
marks (2) to (6) in figure 3(b).

Now, suppose that an independent nanophotonic circuit
needs a spatial area specified by the square of the inter-dot
distance corresponding to UB so that no interference occurs
between adjacent circuits; this gives the integration density of
nanophotonic circuits in a unit area. When the energy cost
paid is 3.4 meV, the BER of the system is evaluated, as shown
by the square marks in figure 3(c), as a function of the number
of independent functional blocks within an area of 1 µm2; we
can observe that the system likely produces more errors as the
integration density increases.

Finally, here we make a few remarks regarding the
discussion above. First, we assume arrays of identical
independent circuits in the above discussion of density.
Therefore, two circuits need spatial separations given by UB

so that unintended behavior does not occur. However, when
two adjacent nanophotonic circuits are operated with different
optical frequencies so that they can behave independently
[78], those two circuits could be located more closely, which
would greatly improve the integration density as a whole.
Hierarchical properties of optical near-fields, discussed in
section 3, would also significantly impact the integration
density. Further analysis and design methodologies of
complex nanophotonic systems, as well as comparison to
electronic devices, are other topics to be pursued in future
work. Second, because the energy separation in a single
destination QD is limited by its size and lies in the range
of meV, the results for energy separations in the µeV range
correspond to cases where the destination dot QDL represents
a theoretical model of a coupled quantum dot system such
as a pair of quantum dots. The coupled system exhibits
optical near-field interactions with the smaller QD, followed
by inter-dot electron transfer resulting in optical radiation.
In fact, Matsumoto et al have demonstrated spin-dependent
carrier transfer leading to optical radiation between a coupled
double quantum-well system composed of magnetic and
non-magnetic semiconductors [79], which can be applied to
quantum dot systems [80]. Third, a discussion of input
and output interfaces is necessary. The above discussion
has focused on the lower bound of energy dissipation in the

quantum dots. Practical operation of real devices requires input
and output interfaces, and the minimum number of photons for
a bit slot may be of concern when taking into account noise at
the receivers. In [81], Naruse et al unified such considerations
into an evaluation model and analyzed experimental results
based on stacked QDs [24]. Optical excitation transfer still
exhibits around 104-times better energy efficiency compared
with electronic counterparts [81].

2.1.4. Interconnects. The energy transfer mechanism
mediated by optical near-field interactions offers interesting
attributes in interconnections, with significant differences
to conventional propagating light. Here we discuss three
examples of unique attributes.

Randomness and signal transfer. As long as near-field
interactions exist and energy dissipation can be induced at the
destination QD, multiple smaller-sized QDs can be present
between the input QD and the output QD. Furthermore, the
arrangements of QDs do not have to be ordered; that is, a
randomly arranged QD formation is acceptable for signal
transfer as long as near-field interactions are present between
neighboring QDs [74]. Such structural flexibility in optical
excitation transfer is another emergent attribute that is notably
different from conventional propagating light. Nomura et al
theoretically evaluated the superior tolerance to fluctuations in
the positions of intermediate QDs [74] and also experimentally
demonstrated successful long-range signal transmission in
randomly distributed CdSe QDs over a transmission distance
of more than 10 µm [74, 82].

Unidirectionality. Consider simple optical signal transport
from a transmitter to a receiver through intermediate optical
elements such as lenses and polarizers. Obviously, the
presence of anti-reflection mechanisms associated with all
of the intermediate optical elements is critically important,
otherwise light would be reflected back to the transmitter,
leading to serious errors in communication. In the case
of optical excitation transfer mediated by optical near-field
interactions, unidirectionality is provided by the energy
dissipation mechanism induced at the destination quantum
nanostructure, as discussed in section 2.1.2. Here we
see a fundamental difference in the physical foundation
of unidirectionality between propagating light and optical
excitation transfer. The differences of unidirectionality
compared with electron transfer have also been discussed in
section 2.1.2.

Broadcast interconnects. The principle of merging, dividing
and multiplexing signals are basic functions in optical
communication and optical signal processing. For instance,
planar lightwave circuits (PLCs) [83] provide a technological
platform for various optical devices, such as broadcasting
(1- to N -channel signal duplication), arrayed waveguide
gratings (AWGs) [83], and so forth. Here, we pay
attention to broadcast-type interconnects. ‘Broadcast’ is
important in various applications, such as broadcast-and-
select architectures [84], optical code generation [85], matrix-
vector products [33, 86], etc. Optics is in fact well-suited
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to such broadcast operations in the form of simple imaging
optics [33, 86] or in optical waveguide couplers, thanks to
the nature of wave propagation. However, the integration
density of this approach is physically limited by the diffraction
limit, which leads to bulky system configurations. Even
with subwavelength technologies such as plasmon waveguides
[87, 88] and nano-dot couplers [89], it is difficult to provide a
high degree of interconnection.

In the case of optical excitation transfer, on the other hand,
for a signal to be delivered to a designated quantum dot requires
the presence of energy sublevels in nanostructures that can
couple with far-field light. That is, through properly-sized
quantum dots that couple to the frequency of the irradiated
light, broadcast interconnects are realized merely by blanket
photon irradiation without having to individually address each
QD [78]. Suppose that arrays of nanophotonic circuit blocks
are distributed within an area whose size is comparable to
the wavelength. For broadcasting, multiple input QDs can
be made to simultaneously accept identical input data carried
by diffraction-limited far-field light by tuning their optical
frequency so that the light is coupled to dipole-allowed energy
sublevels. The far- and near-field coupling mentioned above
is explained based on a model assuming cubic quantum dots.
In this case, the energy eigenvalues for the quantum numbers
(nx, ny, nz) in a QD with side length L are given by

E(nx,ny ,nz) = EB +
�

2π2

2ML2
(n2

x + n2
y + n2

z), (10)

where EB is the energy of the bulk exciton, and M is the
effective mass of the exciton. According to equation (10),
there exists a resonance between the level of quantum number
(1,1,1) in the QD with effective side length a and that of
quantum number (2,1,1) in the QD with effective side length√

2a. Energy transfer from the smaller QD to the larger one
occurs via optical near-fields, which is forbidden for far-field
light [71]. The input energy level for the QDs, that is, the
(1,1,1)-level, can also couple to the far-field excitation. This
fact can be utilized for data broadcasting.

One of the design restrictions is that energy sublevels
for input channels should not overlap with those for output
channels. Also, if there are QDs internally used for near-
field coupling, dipole-allowed energy sublevels for those
QDs cannot be used for input channels since the inputs are
provided by far-field light, which may lead to misbehavior
of internal near-field interactions if resonant levels exist.
Therefore, frequency partitioning among the input, internal
and output channels is important. The frequencies used for
broadcasting, denoted by �i = {ωi,1, ωi,2, . . . , ωi,A}, should
be distinct values and should not overlap with the output
channel frequencies �o = {ωo,1, ωo,2, . . . , ωo,B}, where A

and B indicate the number of frequencies used for input and
output channels, respectively. Also, there will be frequencies
needed for internal device operations, which are not used for
either input or output, denoted by �n = {ωn,1, ωn,2, . . . , ωn,C},
where C is the number of those frequencies. Therefore, the
design criteria for global data broadcasting is to exclusively
assign input, output and internal frequencies, �i , �o and �n,
respectively.

Figure 4. Broadcast interconnects based on optical excitation
transfer. Three independent nanophotonic switches, indicated by ,• and �, are operated with common control light; that is, broadcast
interconnects are realized.

To verify the broadcasting method, the following experi-
ments were performed using CuCl QDs inhomogeneously dis-
tributed in an NaCl matrix at a temperature of 22 K [78]. To op-
erate a three-dot nanophotonic switch (a two-input AND gate)
in the device, at most two input light beams (IN1 and IN2) are
radiated. When both inputs exist, an output signal is obtained
from the positions where the switches exist. The operation of
the AND gate is discussed in detail in section 2.1.5. In the ex-
periment, IN1 and IN2 were assigned to 325 nm and 384.7 nm,
respectively. They were radiated over the entire sample (global
irradiation) via far-field light. The spatial intensity distribution
of the output, at 382.6 nm, was measured by scanning a near-
field fiber probe within an area of approximately 1 µm×1 µm.
When only IN1 was applied to the sample, the output of the
AND gate was ZERO (OFF state). When both inputs were
radiated, the output was ONE (ON state). Note the regions
marked by , • and �, and in figure 4. In those regions, the
output signal levels were, respectively, low and high, which
indicates that multiple AND gates were integrated at densities
beyond the scale of the globally irradiated input beam area.
That is to say, broadcast interconnects to nanophotonic switch
arrays are accomplished by diffraction-limited far-field light.

2.1.5. Binary states and logical operations. Repeating what
was mentioned above, localized near-field interactions and
energy dissipation occurring in the destination quantum dot
determine the unidirectionality of energy transfer. This means
that when the lower energy level of the destination quantum dot
is filled with another excitation (called ‘state filling’), an optical
excitation occurring in a smaller QD cannot move to a larger
one. As a result, the optical excitation will go back and forth
between these dots (optical nutation) and will finally decay
from the smaller QD, as schematically shown in figure 5(a).
Another mechanism for realizing two different states is to
induce resonance or non-resonance between QDS and QDL1

due to many-body effects; details of this are discussed in [24].
This suggests that two different patterns of optical

excitation transfer will appear depending on the occupation of
the destination QD or the resonance between the QDs; in other
words, the flow of optical excitation can be controlled. This
is a critically important attribute for information processing.
For example, Kawazoe et al proposed logical AND and NOT
gates by using a combination of optical excitation transfer, as
described briefly below [24, 64].

Take a two-input AND gate formed by three quantum
dots as an example, as schematically shown in figure 5(b).
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Figure 5. (a) If the destination energy level is occupied (state
filling), an optical excitation located in the smaller QD (QDS) will
relax from QDS; namely, the flow of optical excitation can be
controlled. (b) A two-input AND-gate implemented by three
quantum dots with inter-dot optical near-field interactions. Two
inputs are indicated by IN S and IN L, which are applied to QDS

and QDL, respectively. Output is associated with radiation from
QDM. (c) An energy diagram of the system shown in (b).

QDS and QDL, whose sizes are a and 2a, work as the two
input dots, accepting input signals denoted by ‘IN S’ and
‘IN L’, respectively, and QDM, whose size is

√
2a, works

as the output dot. The energy diagram is shown in figure 5(c),
where the optical frequencies of the input signals IN S and
IN L are resonant with the (1,1,1)-level of QDS (S1) and the
(1,1,1)-level of QDL (L1), respectively. When both inputs are
provided, it is not possible for the optical excitation occurring
in S1 induced by IN S to be transferred to L1 in QDL because
L1 is excited by IN L, and it should thus radiatively decay
from the (1,1,1)-level of QDM (M1) (logically, IN S = 1,
IN L = 1 → OUT = 1). On the other hand, when only
IN S is given, the optical excitation induced in QDS should
be transferred to QDL and radiatively decay from the (1,1,1)-
level of QDL, resulting in a lower radiation from QDM (IN
S = 1, IN L = 0 → OUT = 0). Finally, there is no output
signal from QDM when IN S is not given ([IN S = 0, IN L =
1 → OUT = 0] and [IN S = 0, IN L = 0 → OUT = 0]).
Therefore, the above three-dot configuration, as the logical
relation between input and output suggests, provides a logical
AND gate operation. Such a mechanism was experimentally
demonstrated first at low temperature by using CuCl QDs [71],
and more recently at room temperature by using size- and
position-controlled stacked InAs QDs [24].

In addition to the above-described architecture, the
controllability of excitation flow also allows an architecture
known as a binary decision diagram (BDD), where an
arbitrary combinatorial logic operation is determined by the
destination of a signal flowing from a root [90]. Also, Naruse
et al demonstrated a content addressable memory by parallel
arrangements of simple logic operations and the broadcast
interconnects shown in section 2.1.4 [91]. Such a mechanism
is possible in systems involving multiple quantum dots each
of which could be subjected to state filling or external control.

This indicates that versatile spatio-temporal dynamics are, in
fact, inherent thanks to the near-field interactions. This can be
exploited, for instance, in stochastic computing, as discussed
in section 4.2.

2.2. Networks of optical near-field interactions

2.2.1. Basic model. Combinations of optical excitation
transfer, or networks of optical excitation transfer, enable
versatile functionalities, and their modeling, design and
analysis are important. We first describe the basic strategy
used in modeling. Assume a quantum dot system composed
of multiple smaller dots and larger dots, as schematically
shown in figure 6(a). The interaction between these dots is
described by a Yukawa-type potential given by equation (9).
We generalize the theoretical elements based on the density
matrix formalism described in section 2.1.1 for characterizing
the dynamics of optical excitations in such networked systems.
We have to prepare multiple states involving zero, one or more
excitations, depending on the system to be considered. Take
a particular state denoted by |
A〉 in figure 6(b), where an
optical excitation sits in an energy level denoted by E(U)

i in QDi .
This excitation can be transferred to QDj through a near-field
interaction denoted by Uij , whose state is denoted by |
A′ 〉.
Such an interaction should be manifested in the interaction
Hamiltonian corresponding to equation (3) or equation (6).
Also, if applicable, a radiative relaxation process transfers
the state |
A〉 to other states; for example, radiation from the
energy level E(U)

i in QDi transfers the state from |
A〉 to the
other state denoted by |
B〉 in figure 6(b). Also, if applicable,
a non-radiative relaxation may transfer the state |
A〉 to the
state |
C〉 in figure 6(b) where the excitation in QDi relaxes to
E(L)

i with a transition constant �i .
As an example, we consider a quantum dot system where

multiple smaller dots (denoted by Si) surround one larger dot
denoted by L, as shown in figure 6(c). We assume inter-dot
interactions between adjacent smaller quantum dots; that is,
(i) Si interacts with Si+1 (i = 1, . . . , N−1) and (ii) SN interacts
with S1, where N is the number of smaller quantum dots. We
call such a system an SN–L1 system. For instance, a system
containing two smaller quantum dots and one larger dot is
called an S2–L1 system. Similarly, S3–L1, S4–L1 and S5–
L1 systems are, respectively, composed of three, four and five
smaller quantum dots in addition to one larger quantum dot.

The dynamics of these networked systems is characterized
through quantum master equations by following the procedure
described above. In the case of the S2–L1 system, for
example, which is composed of two smaller quantum dots
and one larger quantum dot, the inter-dot interactions between
the smaller dots and the larger one are denoted by USiL,
and the interaction between the smaller dots is denoted by
US1S2 . The radiations from S1, S2 and L are, respectively,
represented by the relaxation constants γS1 , γS2 and γL. We
derive quantum master equations with initial states in which all
smaller quantum dots are excited based on the above procedure.
Assuming U−1

SiL
= 200 ps, U−1

S1S2
= 100 ps, γ −1

L = 1 ns,

γ −1
S1

= 2.92 and �−1 = 10 ps as parameter values, we can
calculate the population of the lower level of the larger quantum
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Figure 6. (a) An abstract representation of a network of optical near-field interactions. (b) A schematic diagram of state transitions
mediated by inter-dot near-field interactions and radiative and non-radiative relaxations. (c) A quantum dot system in which a larger QD (L)
is surrounded by N smaller QDs (Si) (SN–L1 system).

dot, whose time integral we regard as the output signal.
S3–L1, S4–L1 and S5–L1 systems can be analyzed in a similar
manner.

Now, suppose that the total number of quantum dots in a
given unit area is the same, regardless of their sizes (smaller
or larger). The question is what configuration yields the
maximum output signal, in other words, what configuration
is superior in terms of excitation transfer. We compare the
output signal as a function of the ratio of the number of
smaller dots to the number of larger dots. As shown by the
circles in figure 7(a), the most efficient transfer is obtained
when the ratio of the number of smaller dots to the number
of larger quantum dots is 4. In other words, increasing the
number of smaller quantum dots beyond a certain level does
not necessarily contribute to increased output signals. Because
of the limited radiation lifetime of large quantum dots, not
all of the initial excitations can be successfully transferred to
the large quantum dots due to the states occupying the lower
excitation levels of the large quantum dots. Therefore, part
of the input populations of the smaller quantum dots must
decay, which results in a loss in the transfer from the smaller
quantum dots to a large quantum dot when there are too many
excitations in the smaller quantum dots surrounding one large
quantum dot.

Such an optimal mixture of smaller and larger QDs was
experimentally demonstrated by using two kinds of CdSe/ZnS
core/shell quantum dots whose diameters were 2.0 nm and
2.8 nm, respectively. The quantum dots were dispersed in a
matrix composed of toluene and ultraviolet-curable resin, and
the mixture was coated on the surface of a silicon photodiode
(Hamamatsu Photonics K.K., Si Photodiode S2368). As
schematically shown in figure 7(b), half of the surface of
the photodiode was spin-coated with the ultraviolet-curable
resin containing quantum dots and was cured by ultraviolet
radiation, whereas the other half of the surface was coated
with the same resin without the quantum dots. Input
light was selectively radiated onto each area to evaluate the
difference in the generated photocurrent. The increase of the
induced photocurrent via the QD-coated area with input light
wavelengths between 340 and 360 nm is shown by the squares
in figure 7(a). We attribute such an increase to the optical
excitation transfer through which the input light wavelength is
red-shifted to wavelengths where the photodetector is more
sensitive. The maximum increase was obtained when the
ratio of the number of smaller QDs to larger QDs was 3 : 1.
This agrees with the theoretical optimal ratio of the number
of smaller quantum dots to larger ones discussed above.
Also, [35] discusses in detail that the optimal mixture may
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Figure 7. Designing an optimal mixture of smaller and larger QDs so that the optical excitation transfer from smaller to larger ones is
maximized. (a) The optimal ratio of the smaller QDs to larger ones is around 3 or 4. Theory and experiment agree well. (b) Experimental
setup for investigating mixture-dependent optical excitation transfer.

be a different one depending on the value of the relaxation
parameters and the optical near-field interactions.

Efficient optical excitation transfer in layered quantum
dot structures has also been experimentally demonstrated.
The radiation from layered graded-size CdTe quantum dots
exhibits a signal nearly four times larger that from structures
composed of uniform-size quantum dots, a phenomenon which
has been called exciton recycling [92] or super-efficient exciton
funneling [93]. Adopting the theory of networks of optical
excitation transfer mediated by optical near-field interactions
allows systematic analysis of layered quantum dot systems,
revealing dominant factors contributing to the efficient optical
excitation transfer and demonstrating good agreement with
previous experimental observations [94].

2.2.2. Autonomy and robustness. We highlight another
function inherent in networks of optical near-field interactions.
Figure 8(a) schematically represents systems where four
smaller dots (QD S1,. . ., S4) surround one larger dot (QD L).
Here, we assume that some of the interactions between
the smaller dots and the larger one are degraded. Such a
weak interaction could physically correspond to situations, for
instance, where the distance between the smaller dots and the
larger one is very large, or where the size or the shape of the
quantum dots deviates from the required conditions for energy
transfer. In system A, shown in the inset of figure 8(a), QD S2
and S4 have weak interactions with QD L. In system B, shown
in figure 8(a), all of the interactions between smaller dots are
assumed to be negligible, in addition to the weak interactions
assumed in system A. What is of interest is to evaluate the
impact of the interactions between smaller dots on the energy
transfer from the smaller dots to the larger one as a total system.
The curves A and B in figure 8(a) represent the evolutions of
the population related to the radiation from QD L in system A
and system B, respectively, where the former exhibits a higher
population compared with the latter. In system A, thanks
to the interactions between smaller dots, the excitations in
S2 and S4 can be successfully transferred to L by way of
the adjacent smaller dots. On the other hand, it is hard for
the excitations in S2 and S4 in system B to be transferred
to L due to the weak interactions with the surrounding dots.
From a system perspective, the interactions among smaller dots

provide robustness to degradation of the excitation transfer
from the smaller dots to the larger one.

To quantitatively evaluate such robustness, we introduce
the probability that an interaction between a smaller dot and
a larger one suffers interaction degradation or loss; we denote
it by p(0 � p � 1). We can derive the expected output
signal as a function of p. The curves A and B at the left-hand
side of figure 8(b), respectively, represent the expected output
signals corresponding to systems with and without interactions
between smaller dots as a function of the interaction loss
probability between a smaller dot and a larger one. The
curves A′ and B′ at the right-hand side of figure 8(c) represent
those when the number of smaller dots is five. As shown in
curves A and A′, thanks to the existence of interactions between
smaller dots, the expected output signal levels remain higher,
even greater than the no-error situation (p = 0) especially in
curve A′, although they suffer from a larger value of p. This
is a manifestation of the improved robustness of the system
provided by the interactions between smaller dots.

Behind such robustness, we emphasize the autonomous
behavior of optical excitation transfer. As an example, take
the S3–L1 system shown in figure 8(c) and assume that the
interactions between S2 and L and between S3 and L are
degraded. In such a situation, the excitations sitting at S2
and S3 should be transferred via S1. Figure 8(c) summarizes
the evolutions of populations associated with S1, S2 and
S3. Note that the populations associated with S2 and S3
remain at a higher level during the initial time (0–400 ps),
indicating that the excitations in S2 and S3 are effectively
‘waiting’ in the smaller dots until they have the opportunity
to be transferred to a large dot. The population associated
with S1 decreases rapidly at around 400 ps, but then increases
and becomes larger than the populations of S2 and S3 until
600 ps. There is no ‘central controller’ in the system, and yet
efficient transport of the optical excitations is realized as if
they are giving priority to each other in an interchangeable
manner. Such an intrinsic, autonomous, seemingly intelligent
behavior of optical excitation may also be the foundation of
the interconnections in randomly distributed QDs discussed in
section 2.1.4.

2.2.3. Reconfigurable near-field network. A network of
optical near-field interactions obeys a Yukawa-type potential,

14

28



Rep. Prog. Phys. 76 (2013) 056401 M Naruse et al

Figure 8. Robustness and autonomy. (a) When some of the interactions between the smaller and larger QDs are degraded, optical excitation
can be transferred by way of adjacent dots. (b) Evaluation of robustness. (c) Autonomy in optical excitation transfer. The optical excitations
located in S2 and S3, which have degraded interactions with the larger dot (L), are ‘waiting’ for some period until they have a chance to be
transferred.

which is a function of the inter-dot distances, and thus the
optical excitation flows differently if the positions of QDs are
modified. We theoretically and experimentally demonstrated
such dynamic reconfiguration of optical near-field interactions
by fabricating different-sized QDs implemented in an elastic,
flexible substrate which is mechanically stretchable and
deformable [95].

To theoretically demonstrate the reconfiguration of optical
near-fields, we assumed a model system consisting of four
QDs arranged at the corners of a square grid. Smaller
QDs (S1 and S2) are placed on the left, while larger QDs
(L1 and L2) are arranged on the right (figure 9(a)). Near-
field interactions are present among these QDs; in addition
to the interactions along the horizontal direction (US1L1 and
US2L2) and the vertical direction (US1S2 and UL1L2), there
are interactions along diagonal directions (US1L2 and US2L1).
Mechanical deformation, such as vertical and horizontal
stretching and strain, respectively, change the relative positions

of the QDs, which affects the inter-dot near-field interactions.
We evaluated how the optical excitation transfer in the system
differs depending on the deformations based on a theoretical
model of networks of optical near-fields.

Here, we assume that the near-field interaction time, which
follows a Yukawa potential, is given by U−1 = 100 ps when the
inter-dot distance is 100 nm, and is given by U−1 = 10 000 ps
when the inter-dot distance is 10 000 nm. Also, as a typical
parameter set, the relaxation constant�−1 is set at 10 ps, and the
radiation lifetimes of QDS and QDL, denoted as γ −1

S and γ −1
L ,

are, respectively, set at 2.83 ns and 1 ns. The time evolutions
of populations, in terms of the radiation from the four QDs,
were, respectively, evaluated with an initial condition that the
two smaller QDs (S1 and S2) have their own excitations, and
the integrated populations were calculated as the output signals
from the four QDs.

Figure 9(b) summarizes the output signals from the
four QDs as a function of vertical and horizontal stretching,
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Figure 9. Reconfigurable near-field network. (a) A model system. Two smaller QDs (S1 and S2) and two larger QDs (L1 and L2) are
arranged on the corners of a square. The optical near-field interactions in this model are shown on the right. (b) A vertical stretch does not
change the output signals since the dominant paths involving optical excitation transfer do not change. On the other hand, a horizontal
stretch greatly changes the output signal. (c) For an applied strain, the changes are initially small, but the output from L2 increases as S1
approaches L2.

assuming that the QDs are initially separated from each other
by 100 nm. The output signals do not change due to the vertical
stretching. This is because the distances between smaller QDs
and larger QDs stay constant, and so the optical excitation
transfer from smaller to larger QDs behaves constantly. On the
other hand, the output signal appears differently in response to
horizontal stretching because the smaller-to-larger dot distance
strongly affects the optical excitation transfer. Figure 9(c)
demonstrates the output signal in response to strain, which
induces horizontal displacement of the QDs located on the
upper row, as denoted in the inset. As the strain increases,
the output signals initially do not exhibit substantial changes.
However, when the strain reaches around 50 nm, the output
from L1 decreases and that from L2 increases. This is because,
as the strain increases, S1 gets closer to L2, whereas the
distance between S1 and L1 remains constant. Therefore,
an optical excitation initially located in S1 is more likely
to be transferred to L2, not just to L1. L2 also accepts an
optical excitation from S2. Therefore, the behavior observed
in figure 9(c) is also a clear manifestation of the networking
effects of optical near-fields.

An experimental demonstration was conducted by using
CdSe/ZnS spherical QDs dispersed in a flexible substrate
formed of polydimethylsiloxane (PDMS) [96]. The PDMS
substrate was provided by the Dai Nippon Printing Co. Ltd,
Japan. In this experiment, we fabricated two kinds of samples:
the first one, which we will call sample R (resonant), contained
a mixture of two kinds of QDs whose diameters were,
respectively, 8.2 nm and 8.7 nm, referred to as QDS and QDL,

respectively. Such a combination of smaller and larger QDs
satisfies the conditions for optical excitation transfer discussed
in section 2.1.4, and this has been experimentally demonstrated
[73]. The other sample, called sample NR (non-resonant), also
consisted of two different-sized QDs, with diameters of 7.7
and 8.7 nm. The QD with a diameter of 7.7 nm is referred to as
QDS′ . Such a combination of QDs does not satisfy the above-
mentioned conditions for optical excitation transfer. We mixed
5 mL of each QD solution, dispersed them on a 2 cm × 2 cm
square PDMS substrate, and allowed them to dry naturally at
room temperature. The average distances between QDs were
estimated to be 5–10 nm. The idea of the experiment was
to observe the changes in the photoluminescence spectra of
sample R and sample NR in response to induced mechanical
deformation. If sample R exhibited a significant deformation-
dependence, it would clearly be attributed to the effects of the
reconfiguration of optical near-field interactions.

Each sample was excited with a He–Cd laser (wavelength
325 nm) with a power density of 5 mW cm−2. The sample was
set on an aperture formed at the side of a vacuum desiccator
and was deformed by evacuation. The air pressure was fixed to
∼0.07 MPa to achieve a 20% in-plane compression ratio of the
substrate, which was geometrically determined from the size
of the aperture and the depth of the flexed substrate, bringing
the dispersed QDs closer to each other. The emission spectra of
sample R and sample NR, observed by a spectrometer (JASCO,
CT-25TP), are, respectively, shown in figures 10(a) and (b).
The fitted curves have peak wavelengths corresponding to the
emission from QDS, QDS′ and QDL.
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Figure 10. Experimental demonstration of reconfigurable optical near-field network by quantum-dot mixture embedded in a flexible
substrate (PDMS). (a) Photoluminescence spectra from sample R in which smaller and larger QDs, which are energetically resonant, are
embedded. Due to the induced deformation, the intensity corresponding to QDL selectively increases, indicating the induced optical
excitation transfer, that is to say, reconfiguration of the optical near-field interactions. (b) Photoluminescence from sample NR, which also
contains two kinds of QDs which are energetically non-resonant with each other. The intensities corresponding to QDL and QDS both
increase uniformly, suggesting that optical excitation transfer is not induced due to deformation. (c) Evaluation of the spectral change of the
sample R in a chromatic diagram and (d) that of the sample NR.

The intensities of the spectra were increased by the
induced deformation of the substrate because the numbers
of QDs per unit area increased. Regarding sample R, the
increase of the emission intensity corresponding to QDS was
suppressed because the average distance between QDS and
QDL was shortened, which enhanced the optical excitation
transfer from QDS to QDL. On the other hand, the spectra for
sample NR increased uniformly, indicating that the changes
are purely based on the QD density increase, whereas no
optical excitation transfer is induced. The induced spectral
change can also be represented as a position change in a
chromaticity diagram, as shown in figure 10(c). Sample R
revealed a larger shift in the diagram than sample NR, although
the absolute amount of the change was small. However,
this finding suggests various potential applications based on
reconfiguration of optical near-field interactions, ranging from
touch displays, color rendering for displays and solid-state
lighting, to sensing, amusement, etc.

2.3. Time-domain performance and functions

2.3.1. Timing asymmetry. One of the most important
attributes from an information processing perspective is the
dynamic properties of nanophotonic devices in the time

domain. In particular, a fundamental characteristic of optical
devices and systems is skew, which is the difference in
the arrival timing among multiple input channels [97, 98].
Elucidating the dynamic properties of nanophotonic devices
will have implications for novel system architectures. In this
section, we examine the timing dependence inherent in optical
excitation transfer [99]. Specifically, we theoretically analyze
the dynamic behavior of a two-input nanophotonic switch
composed of three quantum dots described in section 2.1.5
while assuming arrival-time differences, or skew, between the
two inputs.

We analyze the dynamic behavior of the system based on
the density matrix formalism shown in section 2.1.1, assuming
optical near-field interactions between these three dots, as well
as external inputs to QDS and QDL. Since there are a total of
six energy levels (namely, S1 in QDS, M1 and M2 in QDM,
and L1, L2 and L3 in QDL), the number of different states
occupying those energy levels is 26 (=64). Our main interest
is in the timing difference between the two inputs, and so the
external Hamiltonian is given by

Hext(t) = INS(t)× (R
†
S1

+RS1)+ INL(t)× (R
†
L1

+RL1), (11)

where INS(t) and INL(t) specify the duration and the amplitude
of the external input light applied to QDS and QDL. The
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Figure 11. Time-domain performance of optical excitation transfer. (a) Time evolution of the output population, that is, the population
involving the (1,1,1)-level in QDM, depending on the arrival-timing difference, or skew, between IN S and IN L. (b) (Theory, • and �)
ON/OFF ratio of the output of the AND-gate as a function of the skew between the two input signals predicted by theoretical calculations.
The skew ranges corresponding to the circular and triangular marks are, respectively {−1 to 1 ns} and {−4 to 4 ns} (Experiment, ). Output
signal intensity as a function of the skew between the two input signals obtained experimentally by near-field spectroscopy of an InGaAs
stacked QD device. (c) Experimental setup and devices. (d) Far-field photoluminescence spectrum of the sample. (e) Spatial distribution of
the near-field intensity obtained by a near-field fiber probe tip. (f ) Time evolution of the output signal when the arrival timing of IN L
relative to IN S is −1.1 ns, 0 ns and +1.1 ns.

matrices R
†
i (i = S1, L1) and Ri are, respectively, creation and

annihilation operators regarding the energy levels S1 and L1.
We assume a rectangular-shaped input signal for both

INS(t) and INL(t), and then characterize the output population
related to the radiation from QDM, i.e., the population
involving the (1,1,1)-level of QDM (M1). We assume the
following parameter values for evaluation: (i) inter-dot optical
near-field interaction U−1 = 100 ps, (ii) sublevel relaxation
�−1 = 10 ps and (iii) radiative decay times γ −1

L = 1 ns,
γ −1

M = 23/2 × 1 ≈ 2.83 ns and γ −1
S = 23 × 1 = 8 ns. The

durations of both INS(t) and INL(t) are set to 2 ps.

Figure 11(a) shows the evolution of the population in
the output dot under the assumption that (i) there is no skew
between the two inputs (solid, blue), (ii) IN L is advanced
by 300 ps relative to IN S (dashed–dotted, red), (iii) IN L is
delayed by 300 ps relative to IN S (dotted, green), and (iv) only
IN S is provided (dashed, black). Comparing cases (i) and
(iv), we find that the former exhibits a larger population than
the latter, which demonstrates behavior typical of a logical
AND gate. Note that case (ii) exhibits an output population
comparable to that of case (i). On the other hand, in case (iii),
the curve of the population evolution is greatly deteriorated
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compared with case (i) due to the optical nutation effect
introduced in section 2.1.5. Case (iv) should, as an AND
gate, exhibit a lower population; however, due to the limited
radiation lifetime in QDL, a non-zero output population still
appears.

Next, we evaluate the ON/OFF ratio of the output signal as
a function of skew, which is the difference between the arrival
times of IN S and IN L. The ON/OFF ratio is estimated as the
time integral of the output population when both IN L and IN
S are applied (ON state), divided by the time integral of the
output population when only IN S is applied (OFF state). The
circular marks in figure 11(b) represent the ON/OFF ratio as
a function of skew ranging from −1 to 1 ns, and the triangular
marks represent that for skew ranging from −4 to 4 ns. The
AND gate shows tolerance to the delay of IN S: a delay of
nearly 1000 ps in IN S provides an ON/OFF ratio greater than 2.
Since the duration of the input signal is 2 ps, the system can
tolerate a skew much longer than the duration of the input
signals. On the other hand, the gate operation cannot tolerate
a delay of IN L relative to IN S. This is due to the fact that
state filling of QDL is crucial for the optical excitation transfer
from QDS to QDM. Therefore, an early (rather than late)
arrival of IN L is preferred when AND-gate-like behavior is
intended.

We experimentally examined the skew properties
involving optical excitation transfer via optical near-
field interactions based on InGaAs QDs and a near-field
spectroscopy setup with a two-channel short-pulse system
(figure 11(c)). Stacked InGaAs QD devices fabricated
by molecular-beam epitaxy (MBE) based on the Stranski–
Krastanow (S–K) growth mode [100] were used in the
experiment. The inset in figure 11(c) shows a schematic cross-
sectional diagram of the InGaAs device sample used in the
experiment, where seven layers of InGaAs QDs with an inter-
layer distance of 50 nm were fabricated on a GaAs substrate.
The inset in the top-right corner of figure 11(c) shows a surface
profile image of the device captured with an atomic force
microscope (AFM). The average diameter and height of the
QDs were around 50 nm and 5.5 nm, respectively.

Stacked, self-organized QD systems, based on the S–K
growth mode in lattice-mismatched materials, have been used
in investigating the interactions among QDs [101–104]. In
the case of optical excitation transfer via optical near-field
interactions, the inter-layer QD distances, corresponding to
barrier layers, should be thick enough that the wave functions
representing the electronic states of the two QDs do not overlap
but should be thin enough that the optical near-field interactions
exist [16]; 50 nm satisfies this requirement. Using such stacked
QDs, we have demonstrated logic gate operations based on
optical near-field interactions [24]. In precisely controlling
the size of the quantum dots layer-by-layer, Akahane et al
developed stacked InAs QDs with InGaAlAs spacer layers on
an InP(3 1 1)B substrate by employing a strain compensation
technique [105, 106], which provides layer-by-layer size-
controlled stacked quantum nanostructures. The device used
in our experiment was, however, intentionally chosen to use
InGaAs QDs on a GaAs substrate, where large inter-layer strain
remains compared with InAs QDs on an InP substrate [105],

leading to non-uniformity in the QD sizes. One reason is that
the feasible operating wavelengths (<1.0 µm) of the optical
near-field experimental apparatus described below are well-
matched with InGaAs QDs, whereas InP-based QDs requires
wavelengths of greater than 1.0 µm, which are not well-
matched. Another reason is that, as demonstrated in the spatial
intensity distribution observed by near-field spectroscopy,
described below, the inhomogeneity of the dot size of the
InGaAs QDs enabled inter-dot optical excitation transfer, and
we searched for spatial positions where the InGaAs QDs work
as AND gates.

The two-channel input signals, IN S and IN L, were,
respectively, applied to the sample by optical pulses generated
by two Ti : sapphire lasers with wavelengths of 855 nm and
970 nm. These two lasers were synchronized by a lock-to-
clock controller. The pulse duration of both input channels
was 2 ps, and their repetition rate was 80 MHz. The average
optical powers in the IN S and IN L channels radiated onto the
sample were 500 W cm−2 and 30 W cm−2, respectively, which
were sufficiently low to avoid multiphoton processes in the
sample. One of the input beams, namely, the IN S channel
at 855 nm, was sampled by a monitoring photodetector and
was fed back to the lock-to-clock controller for the purpose of
electrical timing control of the 855 nm pulses. This allowed
a relative timing difference to be produced between IN S and
IN L for the skew evaluation described below. The QD sample
under study was placed on a prism, and the two input beams
were radiated onto the sample from the back side (facing the
substrate).

The photoluminescence of the sample was obtained
from the front side (facing the top layer of QDs) by an
optical near-field fiber probing tip with a diameter of 50 nm,
which conveyed the sampled light to a spectrometer and
an avalanche photodiode (APD). Figure 11(d) shows a far-
field photoluminescence spectrum of the sample measured at
48.8 K, showing inhomogeneous broadening corresponding
to the size distributions in the sample. This allowed us
to investigate the optical excitation transfer in the region
where the transfer conditions were satisfied in the sample.
The near-field intensity distribution of the output signal,
corresponding to the radiation from QDM, was obtained by
the spectrometer as the integrated photoluminescence between
945 and 955 nm. Figure 11(e) shows the near-field intensity
distribution for irradiation with 855 nm light, corresponding
to the output wavelength. The distribution exhibits spatial
position dependence, indicating that energy transfer occurs
among the QDs.

To evaluate the skew dependence, we employed a
time-correlated single-photon counting method [107]. The
photoluminescence of the sample obtained by a near-field
probing tip was first filtered by a band-pass filter (945–955 nm)
to select the output signal, and was detected by an APD. At the
same time, input optical pulses at 970 nm (IN L channel) were
monitored by a photodiode. These two signals were provided
to a time-to-amplitude converter (TAC) to characterize the time
evolution of the output signal. This evaluation was repeated
while modifying the relative timing difference between IN S

and IN L using the lock-to-clock laser system described earlier.
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Figure 11(f ) demonstrates three time evolutions of the output
signal, detected through the TAC, when the arrival timings
of IN L relative to IN S were −1.1 ns, 0 ns and +1.1 ns,
respectively. (These three signal traces are represented with
different offsets in figure 11(f ) so that we can clearly observe
the differences.) The output signal exhibited a higher level
when there was no skew between the inputs. The output
signal decreased due to the timing difference between IN L

and IN S, but it was more robust to the early arrival of
IN L rather than the delay of IN L, as theoretically discussed
above.

We characterized the output signal intensity as the time
integral of the output signal for a duration between 0 and 3 ns.
The output signal intensity depended on the skew, as indicated
by the squares in figure 11(b). We observed that they exhibited
asymmetric responses with respect to the arrival timing of IN S

and IN L, showing good agreement with the behavior predicted
by the theory discussed earlier.

Finally, we make a few remarks regarding the content
discussed in this section. First, elucidating the dynamic
properties of nanophotonic devices in this way has implications
for novel system architectures. For example, resistance to a
skew that is much longer than the duration of input signals
opens up the possibility of asynchronous architectures [108]
based on optical excitation transfer. Such architectures are
especially useful in situations where the implementation of
clock signals poses problems. Asynchronous circuits have
been well known for their robustness to timing fluctuations,
and in recent years this idea has been extended to the design
of asynchronous cellular automata [109]. The probabilistic
nature of optical near-field interactions, the limited distances
over which these interactions take place, and the array-
like structures of QDs that are in the realm of achievable
fabrication technology together constitute a promising basis
for the practical realization of such architectures. Furthermore,
the asymmetric properties in timing dependence in optical
excitation transfer indicate the ability to recognize the order
of the incoming signals, which is an important principle
of information processing in the human brain called spike
timing dependent plasticity (STDP) [46]. Various approaches
for implementing STDP are currently being investigated, for
example, by using vertical cavity surface emitting lasers
(VCSELs) [110], or phase change materials via electrical
wires [111]. Optical near-field interactions could break
through the limitations inherent in these methods, such as the
diffraction limit of light and interconnection bottlenecks due
to wires [112].

Second, the resistance to timing skew of the order
of nanoseconds reveals that a nanophotonic system could
suffer from the problem of lower bit rate (a 100 Mbps
regime), although strict timing management could provide
Gbps performance [16]. The bit rate also depends on the
energy dissipation in the system, as well as the SNR of the
detectors and the number of photons per time slot, as discussed
in section 2.1.3. A unified, total performance evaluation
of nanophotonic systems taking into account architectural,
energy dissipation, reliability and dynamic properties will be
an important theme for future research.

To implement more-advanced nanophotonic devices,
Akahane et al developed a method of stacking InAs QDs
using a strain compensation scheme where spacer layers
with a lattice constant slightly smaller than that of the
substrate are used to embed the QD layers. Using this
method, 150 InAs QD layers were successfully stacked
without any degradation in QD quality [106], leading to the
implementation of a versatile arrangement of QDs within a
device. Another approach to size- and position-controlled
realization of nanophotonic devices includes DNA-based self-
assembly technologies [37, 113]. We have recently developed
a self-assembly method of linearly aligning ZnO quantum dots
with the help of DNA as a size-controlled template [114]. With
these architectural and experimental insights and technologies,
we will continue to broaden our understanding of optical near-
field interactions and utilize them for information processing
and communications applications.

2.3.2. Pulsation. Generating an optical pulse train is one
of the most important functionalities required for optical
systems. Conventional principles of optical pulse generation
are based on optical energy build-up in a cavity whose size
is much larger than the optical wavelength; thus, the volume
and the energy efficiency of the entire system have serious
limitations. For nanophotonic applications, novel principles
should be developed on the nanometer scale. Shojiguchi
et al theoretically investigated the possibility of generating
superradiance in N two-level systems interacting with optical
near-fields [115]. This approach, however, requires precise
control of the initial states, which is not straightforward to
implement. Here, we theoretically demonstrate a mechanism
of optical pulsation based on optical near-field interactions
pumped by continuous-wave (CW) light irradiation [116].
With an architecture composed of two subsystems each of
which involves energy transfer based on optical near-field
interactions, we observe pulsation in the populations based on
a model system using a density matrix formalism. The details
of the theoretical elements of this paper will be found in [116].

As discussed in section 2.1.5, when the lower level of
QDL is populated by an external input, the optical excitation
occurring in QDS cannot be transferred to QDL because the
lower energy level in QDL is populated, which is called the state
filling effect. Putting it another way, the population of the (1,0)-
level in QDS is changed by the external input applied to L1

in QDL. Optical pulsation based on optical excitation transfer
comes from the idea that the externally applied change induced
in L1 can be provided in a self-induced manner by S1 with a
certain timing delay. If QDS is irradiated with continuous input
light, such a change should repeat with a certain period; that
is, a pulsed signal should result.

We consider two quantum-dot systems, each of which
consists of one smaller and one larger QD, as shown in
figure 12(a). One system, called system 1 hereafter, is
represented by one smaller dot (QDC) and one larger dot
(QDG). A CW input is provided to the upper level of QDC.
The optical near-field interaction between QDC and QDG is
denoted by UCG. Another system, called system 2, provides a
delay time by the multiple use of smaller and larger dots, as
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already experimentally realized in [74]. However, modeling
the delay caused by multiple QDs makes the discussion of
pulsation mechanisms unnecessarily complicated; thus, we
assume an arbitrary delay time applied to the input signal of
system 2, denoted by �, followed by the last two quantum
dots in the delay system, namely, a smaller QD (QDA) and
a larger QD (QDB), as indicated in figure 12(a). Here, QDA

accepts radiation from QDC in system 1; that is, the change
of the states in QDC is transferred to QDA. The optical near-
field interaction between QDA and QDB is denoted by UAB.
The output from QDB then influences the lower energy level
of QDG. We described the details of the above modeling
based on a density matrix formalism. For example, regarding
system 1, there are in total three energy levels (namely, C1 in
QDC, and G1 and G2 in QDG). The radiative relaxation rates
from C1 and G1 are, respectively, given by γC and γG. Then we
rigorously derived the quantum master equations for system 1
and system 2, respectively [116].

We assume the following typical parameter values based
on experimental observations of energy transfer observed in
ZnO quantum dots [72]: inter-dot optical near-field interactions
(144 ps), sublevel relaxation (10 ps), and radiative decay times
of the smaller dot (443 ps) and the large dot (190 ps). Also,
we assume 1 ns for the delay � in system 2 in figure 12(a).
Figure 12(b) demonstrates an example of the evolution of
the populations involving the lower level of QDG (G1) for
different CW input light amplitudes, where optical pulsation is
successfully observed with appropriate input light amplitudes,
as summarized in figure 12(c). The period of the pulsation,
or frequency, depends on the input CW light amplitude,
which is one of the indications that the pulsation is based
on optical excitation transfer among the QDs, as shown in
figure 12(d).

To observe such an effect more clearly, figure 12(e)
shows the parameter dependences on the inter-dot interactions
between QDC and QDG (UCG) and the radiation lifetime of
QDC (γC). The squares and circles in figure 12(e) indicate
the peak-to-peak value of the pulsations in populations as a
function of UCG and the radiation lifetime of QDC, respectively.
To seek the origin of such behavior, we investigate the virtually
isolated system 1, namely, an independent system composed
only of QDC and QDG. Figure 12(f ) represents the steady-
state populations involving the lower level of QDG (G1) as
a function of the radiation lifetime of QDC. Increasing the
radiation lifetime of QDC allows an excitation generated in
QDC to be transferrable during that lifetime, thus increasing
the possibility of a transition to QDG, shown by the circles
in figure 12(f ). On the other hand, increasing the inter-dot
interaction time, namely, weakening the inter-dot interaction,
degrades the population in QDG, as shown by the squares
in figure 12(f ). Here we should note that the pulsation
vanishes, in figure 12(e), when U−1

CG is larger than 230 ps,
corresponding to a population in G1 of around 0.02 in
figure 12(f ). In figure 12(f ), the pulsation also vanishes
when γ −1

C is smaller than 300 ps, which also corresponds
to a population in G1 of around 0.02 in figure 12(f ).
This agreement, or unified understanding, of two different
parameter dependences indicates that the energy transfer via

optical near-field interactions plays a crucial role in optical
pulsation at the nanometer scale.

3. Hierarchical architectures in nanophotonics

There are multiple physical scales, that is to say, a hierarchy,
between the macroscale world and the atomic-scale world,
as schematically shown in figure 13(a). The scales at the
larger- and smaller-extremes are, respectively, governed by
propagating light and electron interactions. Between those two
extremes, typically in scales ranging from a few nanometers
to a size equal to the light wavelength, optical near-field
interactions play a crucial role. This section introduces some
basic theoretical treatments of hierarchy in optical near-field
interactions and their applications.

Before entering into the details, there are some
remarks that should be made about the hierarchy inherent
in nanophotonics. As mentioned in the introduction,
the electronic near-fields, utilized in STM and related
nanotechnologies, correspond simply to the evanescent tails of
electronic waves in bulk crystal since no structures of electronic
subwavelength size are available for usual condensed matter,
and thus the correlation length of an electron is constant.
In contrast, the scale-dependent nature of optical near-fields
is a unique physical property and may provide functions
that complement those offered by electronics. Also, as
schematically indicated in figure 13(a), propagating light
and optical near-fields can co-exist. This means that,
while preserving the optical response function regarding
propagating light, additional functions—or ‘added-value’—
can be simultaneously implemented by way of optical near-
fields. As argued in the introduction, there is a well-
established solid foundation for optical system design with
respect to propagating light. We consider that basic theories
and design methodologies taking account of optical near-
fields should also be developed to significantly enhance optical
systems.

This section first introduces three theories for describing
hierarchy in nanophotonics (section 3.1). The first one is
based on dipole–dipole interactions, the second is based on a
Yukawa potential of optical near-fields, and the last one is based
on an angular spectrum representation of electromagnetic
fields. Section 3.2 discusses the design of hierarchy by
engineering means, such as arrangements of nanoparticles and
shape-engineered metal nanostructures. Section 3.3 presents
some hierarchical optical devices that have been demonstrated
experimentally.

3.1. Fundamentals

3.1.1. Theory of hierarchy based on dipole–dipole
interactions. This section describes a physical model
of optical near-field interactions based on dipole–dipole
interactions [75]. Suppose that a probe, which is modeled
by a sphere of radius rP, is placed close to a sample to be
observed, which is modeled as a sphere of radius rS. The inset
in figure 13(b) shows three different sizes for the probe and
the sample. When they are illuminated by incident light whose
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Figure 12. (a) System architecture of pulsation composed of two subsystems each of which provides optical excitation transfer from QDS to
QDL. (b) Evolution of population in the lower energy level of QDG with different CW input light amplitudes, where pulsations are observed
in suitable parameter ranges. (c) Peak-to-peak population of pulsation versus input CW light amplitude. (d) The period of pulsation depends
on the input CW light amplitude. Parameter dependences on inter-dot optical near-field interactions and the radiation lifetime, showing
(e) peak-to-peak population related to the pulsation, and (f ) populations involving G1.
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Figure 13. (a) Hierarchy in optical near-field interactions and hierarchical nanophotonic architecture. (b) Signal contrast as a function of
the ratio of the radii of the sample and the probe based on dipole–dipole interactions.

electric field is E0, electric dipole moments are induced in both
the probe and the sample; these moments are, respectively,
denoted by pP = αPE0 and pS = αSE0. The electric dipole
moment induced in the sample, pS, then generates an electric
field, which changes the electric dipole moment in the probe
by an amount �pP = �αPE0. Similarly, pP changes the
electric dipole moment in the sample by �pS = �αSE0.
These electromagnetic interactions are called dipole–dipole
interactions.

The scattering intensity induced by these electric dipole
moments is given by

I = |pP + �pP + pS + �pS|2
≈ (αP + αS)

2|E0|2 + 4�α(αP + αS)|E0|2, (12)

where �α = �αS = �αP [75]. The second term
in equation (12) shows the intensity of the scattered light
generated by the dipole–dipole interactions, containing the
information of interest, which is the relative difference between
the probe and the sample. The first term in equation (12) is
the background signal for the measurement. Therefore, the
ratio of the second term to the first term in equation (12)
corresponds to a signal contrast, which will be maximized
when the sizes of the probe and the sample are the same
(rP = rS), as shown in figure 13(b). Thus, one can see a
scale-dependent physical hierarchy in this framework, where
a small probe, say rP = D/2 where D is a constant, can
nicely resolve objects with a comparable resolution, whereas a
large probe, say rP = 3D/2, cannot resolve detailed structure
but can resolve structure with a resolution comparable to the
probe size. Therefore, although a large diameter probe cannot
detect smaller-scale structure, it could detect certain features
associated with its scale.

3.1.2. Theory of hierarchy based on Yukawa potential.
Hierarchy in optical near-field interactions can also be derived
by way of a Yukawa potential, introduced in equation (9).
Suppose that there is a spherical probe with radius aP and a
sample with radius aS. The near-field optical potential is then
given by

V (r) =
P∑

i=S

exp(−πr/ai)

r
. (13)

Figure 14. Hierarchy in optical near-field interactions derived via
Yukawa potential.

The scattered signal obtained from the probe–sample
interaction is then given by

I (rSP) ≡
∣∣∣∣
∫∫

∇rPV (|rP − rS|)d3rSd3rP

∣∣∣∣
2

∝
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{
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cosh

(
πaS
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)
− 1

π
sinh

(
πaS

aP

)}

×
(

1

rSP
+

aP

πr2
SP

)
exp

(
−πrSP

aP

)]2

(14)

where the center positions of the probe and the sample are,
respectively, rS and rP, and the distance between rS and rP is
given by rSP. The detailed derivation of equation (14) is found
in [117]. Assuming a constant sample radius, we evaluate
how the output signal depends on the probe radius. Here the
output signal is defined by the quantity given by equation (14)
divided by the square of the total volume of the sample and
the probe, that is (a3

P + a3
S)

2, so that the evaluation is made in
the dimension of per unit area. The solid, dashed, and dotted
curves in figure 14, respectively, represent the output signal
when the sample radius is by 10 nm, 20 nm and 40 nm. The
peak of the output signal is obtained when the probe size is
comparable to the sample size, which is consistent with the
finding shown in the previous section (section 3.1.1).

3.1.3. Theory of hierarchy based on angular spectrum. In
this section, we introduce an electromagnetic theory based
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on an angular spectrum representation [118, 119] to describe
hierarchy in optical near-fields [120]. This approach allows
an analytical treatment, while giving an intuitive picture
of the localization of optical near-fields, and represents the
relationship between the arrangements of dipoles and the
resulting electric fields at certain positions in optical near-field
interactions at different scales of observation since it describes
electromagnetic fields as a superposition of evanescent
waves with different decay lengths and corresponding spatial
frequencies for an assumed planar boundary.

Suppose that there is an oscillating electric dipole, d(k) =
(d(k) cos φ(k), 0), on the xz plane oriented parallel to the x-axis
whose phase is specified by φ(k). Also note that the physical
scale under study is smaller than the wavelength of light but
larger than the scale governing electron interactions, typically
around 1 nm.

Now, consider the electric field of radiation observed at a
position displaced from the dipole by R = (r

(k)
|| cos ϕ(k), z(k)).

The angular spectrum representation of the z-component of the
optical near-field is given by

Ez(R) =
(

iK3

4πε0

) ∫ ∞

1
ds||

s||
sz

fz(s||, d(1), . . . , d(N)), (15)

where

fz(s||, d(1), . . . , d(N)) =
N∑

k=1

d(k)s||
√

s2
|| − 1 cos(φ(k) − ϕ(k))J1

×
(
Kr

(k)
|| s||

)
exp

(
−Kz(k)

√
s2
|| − 1

)
. (16)

Here, s|| is the spatial frequency of an evanescent wave
propagating parallel to the x-axis, and Jn(x) represents Bessel
functions of the first kind. Here the term fz(s||, d(1), . . . , d(N))

is called the angular spectrum of the electric field.
Now, assume that there are two dipoles whose phases

differ from each other by π , and consider the angular spectrum
of the electric field at a position equidistant to those dipoles
and away from the x-axis by distance Z (figure 15(a)). The
distance between the dipoles, given by G, represents the
spatial fine/coarse structure of the material. Here, G and
Z indicate distances in units of wavelength. If the angular
spectrum contains higher spatial frequency components, it
means that the electric field is localized at that position to the
extent given by that spatial frequency. In order to evaluate
localization at different scales (Z) and associate it with the
spatial structure of the material (G), the spatial frequency
that gives the maximum of the angular spectrum is noted;
this is called the ‘representative spatial frequency’ (RSF).
Figure 15(b) shows the RSF as a function of the distance Z, as
well as its dependence on G; this diagram gives a quantitative,
intuitive picture of the hierarchy in the subwavelength regime.

For instance, first note the RSF when Z is 1/5. The RSF
exhibits nearly equal values for all cases G = 1/5, 1/10 and
1/20. This indicates that the degrees of localization of the
electric field at this scale (Z = 1/5) are comparable and do
not depend on the fine structure of the dipoles. Second, at
Z = 1/10, the RSF values for G = 1/10 and 1/20 are nearly
equal, but the value for G = 1/5 is small. This means that at

Figure 15. Hierarchy in optical near-field interactions derived via
angular spectrum representation. (a),(b) Relation between the scale
of the material and the scale of interest, and its angular spectrum
representation.

this scale, G = 1/10 and 1/20 exhibit comparable degrees
of localization but that for G = 1/5 deteriorates. Third,
at Z = 1/20, these three cases exhibit different degrees of
localization. As just described, the propagation of locality
can be treated intuitively and explicitly by using the angular
spectrum representation.

The analysis shown above leads to the possibility of
designing a system in which the electric field exhibits a desired
hierarchical response based on the fact that, as demonstrated,
the orientations of the dipoles and their spatial arrangement are
correlated with the localization of optical near-fields at each
scale. We introduce such a principle of synthesis of hierarchy
using a model shown in figure 16(a).

Regarding a system composed of two closely located
dipoles, we pay attention to the z-components of the electric
fields at the position equidistant to the two dipoles and slightly
away from the x-axis. A logical ZERO or ONE level is defined
when the z-component of the electric field is weak or strong,
respectively. An in-phase dipole pair yields a logical ZERO
level, and that with a phase difference of π gives a logical
ONE level, as schematically shown in figure 16(a-1) and (a-
2), respectively, by considering the electrical lines of force.

Now, suppose that there are two closely spaced dipole
pairs (that is, four dipoles in total). The dipoles d(1) and d(2)

are oriented in the same direction, and the other dipole pair, d(3)

and d(4), are both oriented oppositely to d(1) and d(2), as shown
in figure 16(b). At a position close to the x-axis equidistant
from d(1) and d(2), such as at the position A1 in figure 16(b),
the electric field is weak (logical ZERO) because, at such a
finer scale, d(1) and d(2) dominate the fields at A1. The same
argument applies to the position A2, which is equidistant to
d(3) and d(4). On the other hand, consider the observation at
an intermediate position between the dipole pairs, such as the
position B in figure 16(c). From this position, the four dipoles
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Figure 16. (a) Two dipoles and their associated electric fields. (a-1) A pair of in-phase dipoles yields a logical ZERO level in its vicinity,
whereas (a-2) a pair of anti-phase dipoles gives a logical ONE level. (b) Two pairs of dipoles can provide logical ZERO level at the smaller
scale and logical ONE level at the larger scale. (c) Behavior manifested by angular spectrum representation. (d) Numerical demonstrations
of two cases.

effectively appear to be two dipoles that are oriented in opposite
directions to each other, because the fine structure of the dipole
pairs cannot have any effect due to the hierarchical property
suggested by the analysis shown in figure 15(b), leading to
a logical ONE level at B. The angular spectrum can clearly
represent such scale-dependent localization/non-localization
of light, as demonstrated in figure 16(c). The dashed curves in
figure 16(c) show the angular spectrum with respect to A1 and
A2, which are oscillating as a function of spatial frequency,
meaning that light is not localized. The integral of the angular
spectrum, which is correlated with the field intensity at that
point, is low. On the other hand, the solid curve in figure 16(c)
is the angular spectrum regarding B which exhibits a single
peak, indicating that the electric field is localized to a degree
determined by its spectral width, so that a logical ONE is
retrievable at that position.

Numerical simulations were performed based on finite-
difference time-domain (FDTD) methods to see how they agree
with the theoretical analysis based on the angular spectrum.
Four silver nanoparticles (radius of 15 nm) containing a virtual
oscillating light source were assumed in order to simulate
dipole arrays. The first and the second layers were located
40 nm and 80 nm away from the dipole plane, respectively. The
operating wavelength was 488 nm. The electric fields obtained
at A1, A2 and B agree with the combinations of the first- and
second-layer signals to be retrieved, as shown in figure 16(d-1).

In fact, arbitrary combinations of logical levels are
achievable by properly arranging the dipoles. Figure 16(d-2)
shows another case where A1 and A2 exhibit a logical ONE,
whereas B exhibits a logical ZERO, which is the opposite
response to the one shown in figure 16(d-1).

It should also be noted that these two examples are
examples of realizing an ‘unscalable’ hierarchy, where the
information obtained at a coarser scale is not the average of
the information obtained at finer scales. We can synthesize
a hierarchy based on these theoretical elements and inherent
physical principles of optical near-fields. In section 3.4, we
will discuss an information-theory analysis of hierarchical
optical systems.

3.2. Design and synthesis of hierarchy by engineering means

3.2.1. Hierarchy based on nanoparticles. Based on
the hierarchical mechanism demonstrated in the previous
section, a hierarchical information retrieval system has been
constructed. Consider, for example, a maximum of N

nanoparticles distributed in a region of subwavelength scale.
Those nanoparticles can be nicely resolved by a scanning near-
field microscope if the size of its fiber probe tip is comparable to
the size of individual nanoparticles (sections 3.1.1 and 3.1.2).
In this way, the first-layer information associated with each
distribution of nanoparticles is retrievable, corresponding to
2N -different codes. By using a larger-diameter fiber probe tip
instead, although the distribution of the particles cannot be
resolved, a mean-field feature with a resolution comparable
to the size of the probe can be extracted, namely, the number
of particles within an area comparable to the size of the fiber
probe tip. Thus, second-layer information associated with the
number of particles, corresponding to (N + 1) different signal
levels, is retrievable. Therefore, one can access different sets
of signals, 2N or N + 1, depending on the scale of observation.
This leads to hierarchical memory retrieval by associating this

25

39



Rep. Prog. Phys. 76 (2013) 056401 M Naruse et al

Figure 17. Hierarchical information retrieval or hierarchical information hiding. (a) Experimental setup. Each section of the material
consists of small particles. (b) Calculated scattering cross-sections depending on the number of particles in each section (square marks), and
peak intensity of each section in the intensity profile of images shown in (c) (circular marks). (c) SEM image of an Au particle array and
intensity pattern captured by a fiber probe with a 500 nm diameter aperture.

information hierarchy with the distribution and the number
of nanoparticles using an appropriate coding strategy. For
example, in encoding N -bit information, (N -1)-bit signals can
be encoded by distributions of nanoparticles while associating
the remaining 1-bit with the number of nanoparticles. Details
of encoding/decoding strategies can be found in [121].

Simulations were performed assuming ideal isotropic
metal particles to see how the second-layer signal varies
depending on the number of particles by using a FDTD
simulator. Here, 80 nm diameter particles are distributed
over a 200 nm radius circular grid at constant intervals, as
shown in figure 17(a). The solid circles in figure 17(b) show
calculated scattering cross-sections as a function of the number
of particles. A linear correspondence to the number of particles
was observed. This result supports the simple physical model
described above.

In order to experimentally demonstrate such principles,
an array of Au particles, each with a diameter around 80 nm,
was distributed over a SiO2 substrate in a 200 nm radius circle.
These particles were fabricated by a liftoff technique using
electron-beam (EB) lithography with a Cr buffer layer. Each
group of Au particles was separated by 2 µm. A scanning
electron microscope (SEM) image is shown in figure 17(c) in
which the values below indicate the number of particles within
each group. In order to illuminate all Au particles in each group
and collect the scattered light from them, a near-field scanning
optical microscope (NSOM) with a large-diameter-aperture
(500 nm) metalized fiber probe was used in an illumination-
collection setup. The light source used was a laser diode with
an operating wavelength of 680 nm. The distance between the
substrate and the probe was maintained at 750 nm. Figure 17(c)
shows an intensity pattern captured by the probe, from which
the second-layer information is retrieved. The solid squares
in figure 17(b) indicate the peak intensity of each section,

which increased linearly. These results show the validity of
hierarchical memory retrieval from nanostructures.

3.2.2. Shape-engineered nanostructures for polarization
control in nanophotonic systems. Shape-engineering of
nanostructures is one of the most useful means to implement
nanoscale photonic systems. There is a vast number of design
parameters associated with the geometries of nanostructures,
including their size, shape, layout, etc. In order to obtain
the intended functionalities by engineering such a variety
of degrees-of-freedom, design methodologies and intuitive
physical pictures are important. In this section, by taking
an example of polarization control in the optical near-field
and far-field, we discuss one example of design-related issues
in nanophotonics. In particular, we focus on the problem
of rotating the plane of polarization. Polarization in the
optical near-field is an important factor in the operation of
nanophotonic devices [25]. Polarization in the far-field is,
of course, important for various applications; nanostructured
devices have already been employed, for instance, in so-called
wire-grid polarizers [122, 123].

In attacking the design issues involving geometry, we
introduce the concepts of elemental shape and layout, to
analyze and synthesize the optical responses brought about
by nanostructures [124]. The concepts of elemental shape
and layout are physically related, respectively, to the electrical
current induced in the metal nanostructure and the electric
fields, that is, the optical near-fields, induced between
individual elements of the metal nanostructure, which helps
in understanding the induced optical responses. For example,
it will help to determine whether a particular optical response
originates from the shape of the nanostructure itself, that is
to say, the elemental shape factor, or from the positional
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relations between individual elements, that is to say, the
layout factor. Such analysis will also help in the design
of more complex structures, including multi-layer three-
dimensional nanostructures. In fact, the design concept
demonstrated below leads to demonstrations of interesting
applications (hierarchical hologram and lock-and-key), shown
in section 3.3. Also, what should be noted, particularly in
the case of multi-layer systems, is that the optical near-fields
appearing between individual elemental shapes, including their
hierarchical properties, strongly affect the resultant optical
response. This indicates that the properties of the system are
not obtained by a superposition of the properties of individual
elements, in contrast to optical antennas, whose behavior is
explained by focusing on factors associated with individual
elements [125].

We assume that the nanostructures are located on an xy-
plane and are irradiated with linearly polarized light from the
direction of the normal. We first assume that the nanostructure
has a regular structure on the xy-plane; in other words, it
has no fine structure along the z-axis. Here we consider the
concepts of elemental shape and layout, introduced above, to
represent the whole structure. Elemental shape refers to the
shape of an individual structural unit, and the whole structure is
composed of a number of such units having the same elemental
shape. Layout refers to the relative positions of such structural
units. Therefore, the whole structure is described as a kind of
convolution of elemental shape and layout.

We begin with the following two example cases that
exhibit contrasting properties in their optical near-field and
far-field responses. One is what we call an I-shape, which
exhibits a strong electric field only in the optical near-field
regime, while showing an extremely small far-field electric
field. The other is what we call a Z-shape, which exhibits a
weak near-field electric field, while showing a strong far-field
electric field. They are schematically shown in the first row in
figure 18. In the case of the I-shape, the elemental shape is a
rectangle. Such rectangular units are arranged with the same
interval horizontally (along the x-axis) and vertically (along
the y-axis), but every other row is horizontally displaced by
half of the interval. In the case of the Z-shape, the element
shape is like the letter ‘Z’, and they are arranged regularly in
the xy-plane as specified by the layout shown in the second row
in figure 18.

We calculate the optical responses in both the near-field
and far-field based on a FDTD method [126, 127]. As the
material, we assume gold, which has a refractive index of
0.16 and an extinction ratio of 3.8 at a wavelength of 688 nm
[128]. Representative geometries of the I-shape and Z-shape
structures in the xy-plane are shown in the left column in
figure 18. The width (line width) of the structures is 60 nm,
and the thickness is 200 nm. The light source, operating at
a wavelength of 688 nm, is placed 500 nm away from one of
the surfaces of the structures. We assume periodic boundary
conditions at the edges in the x- and y-directions and perfectly
matched layers in the z-direction.

We pay attention to the electric field intensity of
y-polarized output light from x-polarized input light. The
near-field electric field intensity is nearly 2000 times higher

Figure 18. Charge distributions induced in the I-shape and the
Z-shape structures with x-polarized input light. The arrows in the
column ‘shape’ are associated with the induced electric currents
within the elemental shapes, and those in the column ‘layout’ are
associated with near-fields among elemental shapes.

with the I-shape than with the Z-shape. The far-field electric
field intensity, on the other hand, is around 200 times higher
with the Z-shape than with the I-shape. We explain the
physical mechanism of these contrasting optical responses in
the near- and far-fields using an intuitive framework. We derive
the distribution of induced electron charge density (simply
referred to as charge hereafter) by calculating the divergence
of the electric fields to analyze the relation between the
shapes of the structures and their resultant optical responses.
Figure 18 shows such charge distributions for I-shape and
Z-shape structures.

First, the images shown in the column denoted by ‘shape’
represent the distributions of charges at each unit, namely,
charges associated with the elemental shape. The images in the
column denoted by ‘layout’ show the distributions of charges
at elemental shapes and their surroundings. We can extract
positions at which induced electron charge densities exhibit a
local maximum and a local minimum. Then, we can derive
two kinds of vectors connecting the local maximum and local
minimum, which we call flow vectors. One is a vector existing
inside an elemental shape, denoted by dashed arrows, which
is physically associated with an electric current induced in the
metal. The other vector appears between individual elemental
shapes, denoted by solid arrows, which is physically associated
with near-fields between elemental shapes. We call the latter
ones inter-elemental-shape flow vectors.

From those flow vectors, first, in the case of the I-shape
structure, we note that:

(i) Within an elemental shape, the flow vectors are parallel to
the x-axis. (There is no y-component in the vectors.)

(ii) At the layout level, flow vectors that have y-components
appear. Also, flow vectors that have y-components are
in opposite directions between neighboring elemental
shapes.
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Figure 19. Dependence of polarization conversion efficiency on the
layout. (a) Current distributions and inter-elemental-shape flow
vectors for an I-shape structure when D = 80 nm (left) and
D = 200 nm (right). (b) The I-shape structure exhibits stronger
dependence on layout than the Z-shape structure does.

From these facts, the y-components of the flow vectors are
arranged in a quadrupole manner, which agrees with the very
small radiation in the far-field. Also, these suggest that the
appearance of y-components in the flow vectors originates
from the layout factor, not from the elemental shape factor.
This indicates that the polarization conversion capability of the
I-shape structure is layout-sensitive, which will be explored in
more detail later.

Second, in the case of the Z-shape structure, we note that:

(i) In the elemental shape, y-components of the flow vectors
appear.

(ii) In the layout, we can also find y-components in the flow
vectors. Also, at the layout level, the y-components of all
vectors are in the same direction.

In complete contrast to the I-shape structure, the Z-shape
structure has y-components in the flow vectors arranged in
a dipole-like manner, leading to strong y-polarized light in the
far-field. Also, the ability to convert x-polarized input light
to y-polarized output light in the far-field primarily originates
from the elemental shape factor, not from the layout factor.

As indicated above, the polarization conversion from x-
polarized input light toy-polarized output light with the I-shape
structure originates from the layout factor. Here, we modify
the layout while keeping the same elemental shape, and we
evaluate the resulting conversion efficiencies.

In figure 19, we examine such layout dependences by
changing the horizontal displacement of elemental shapes
between two consecutive rows, indicated by the parameter
D in figure 19(a). The far-field polarization conversion
efficiency at the wavelength of 688 nm as a function of D

is indicated by the circles in figure 19(b). Although it
exhibits very small values for the I-shape structure, it has a

large variance depending on the layout: a maximum value of
around 10−9 when D is 200 nm, and a minimum value of
around 10−12 when D is 80 nm, a difference of three orders
of magnitude. On the other hand, the Z-shape structure
exhibits an almost constant conversion efficiency with different
horizontal positional differences, as indicated by the squares
in figure 19(b), meaning that the Z-shape structure is weakly
dependent on the layout factor.

To account for such a tendency, we represent the I-shape
structure by two inter-elemental-shape flow vectors denoted
by p1 and p2 in figure 19(a). Here, Ri and θi , respectively,
denote the length of pi and its angle relative to the y-axis. All
of the inter-elemental-shape flow vectors are identical to those
two vectors and their mirror symmetric vectors. Physically,
a flow vector with a large length and a large inclination
to the y-axis contributes weakly to the y-components of
the radiation. Therefore, the term cos θi/R

2
i will affect the

radiation. Together with the quadrupole-like layout, we define
the following metric

∣∣cos θ1/R
2
1 − cos θ2/R

2
2

∣∣ , (17)

which is denoted by the triangles in figure 19(b); it agrees well
with the conversion efficiency of the I-shape structure.

3.3. Hierarchical optical elements

3.3.1. Hierarchical hologram. Holography, which generates
natural three-dimensional images, is one of the most common
anti-counterfeiting techniques [129]. In the case of a
volume hologram, the surface is ingeniously formed into
microscopic periodic structures that diffract incident light in
specific directions. A number of diffracted light beams can
form an arbitrary three-dimensional image. Generally, these
microscopic structures are recognized as being difficult to
duplicate, and therefore holograms have been widely used
in the anti-counterfeiting of bank notes, credit cards, etc.
However, conventional anti-counterfeiting methods based on
the physical appearance of holograms are nowadays not
completely secure [130]. Nanophotonic solutions, utilizing
light–matter interactions on the nanoscale, would provide
higher anti-counterfeiting capability and would potentially
enable other novel applications, such as artifact-metric
systems [131].

A hierarchical hologram works in both optical far-fields
and near-fields, the former being associated with conventional
holographic images, and the latter being associated with the
optical intensity distribution based on a nanometric structure
that is accessible only via optical near-fields. In principle, a
structural change occurring at the subwavelength scale does
not affect the optical response function, which is dominated
by propagating light. Therefore, the visual aspect of the
hologram is not affected by such a small structural change on
the surface. Additional data can thus be written by engineering
structural changes in the subwavelength regime so that they
are only accessible via optical near-field interactions without
having any influence on the optical response obtained via the
conventional far-field light. By applying this hierarchy, new
functions can be added to conventional holograms.
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Figure 20. (a) Hierarchical hologram based on the different optical
responses obtained in the optical far-field and the optical near-field.
A nanostructure is embedded in the original grating structure of the
hologram. (b) Evident polarization dependence in optical near-field
results based on the surrounding structures.

There are at least two strategies for realizing a hierarchical
hologram.

One strategy is to apply nanometric structural changes
to the surface structure of a conventional hologram. In [47],
a thin metal layer is coated on a conventional hologram
and diffraction grating, followed by nanostructure patterning
by a focused ion-beam machine. Additional information
corresponding to the fabricated nanostructures is successfully
retrieved while preserving the macroscopic view of the original
hologram or the diffraction efficiency of the diffraction grating.

The other strategy, employed in the case of embossed
holograms composed of diffraction gratings, is to locally
engineer the original hologram pattern from the beginning,
that is, to embed nanostructures within the original pattern of
the hologram [27]. In this case, since the original hologram
is basically composed of one-dimensional grating structures,
evident polarization dependence is obtained in retrieving
the nanostructures via optical near-fields, as detailed below.
There are some additional benefits with this approach: One
is that we can fully utilize the existing industrial facilities
and fabrication technologies that have been developed for
conventional holograms, yet providing additional information
in the hologram. Another is that the polarization dependence
facilitates the readout of nanostructures via optical near-fields,
as mentioned below.

As shown in figure 20(a), we created a sample device
to experimentally demonstrate retrieval of the nanostructures

embedded within an embossed hologram. The entire device
structure, whose size was 15 mm×0 mm, was fabricated by EB
lithography on a Si substrate, followed by sputtering a 50 nm
thick Au layer.

As indicated in figure 20(a,i), we can observe a
three-dimensional image of the Earth reconstructed from
the device. More specifically, the device was based on
the design of Virtuagram®, developed by Dai Nippon
Printing Co. Ltd., Japan, which is a high-definition
computer-generated hologram composed of binary-level one-
dimensional modulated gratings, as shown in the SEM
image in figure 20(a,ii). Within the device, we slightly
modified the shape of the original structure of the hologram
so that the nanostructural change was accessible only via
optical near-field interactions. Square- or rectangle-shaped
structures, whose associated optical near-fields correspond
to the additional, or hidden, information, were embedded
in the original hologram structures. The unit size of the
nanostructures ranged from 40 to 160 nm. Note that the
original hologram was composed of arrays of one-dimensional
grid structures, spanning along the vertical direction in
figure 20(a,ii). To embed the nanophotonic codes, the grid
structures were partially modified in order to implement
the nanophotonic codes. Nevertheless, the grid structures
remained topologically continuously connected along the
vertical direction. On the other hand, the nanostructures
were always isolated from the original grid structures. These
geometrical characteristics provide interesting polarization
dependence.

The input light induces oscillating surface charge
distributions due to the coupling between the light and
electrons in the metal. Note that the original 1D grid structures
span along the vertical direction. The y-polarized input light
induces surface charges along the vertical grids. Since the
grid structure continuously exists along the y-direction, there
is no chance for the charges to be concentrated. However,
in the area of the embedded nanophotonic code, we can find
structural discontinuity in the grid; this results in higher charge
concentrations at the edges of the embedded nanostructure.
On the other hand, the x-polarized input light sees structural
discontinuity along the horizontal direction due to the vertical
grid structures, as well as in the areas of the embedded
nanostructures. It turns out that charge concentration occurs
not only in the edges of the embedded nanostructures but also
at other horizontal edges of the environmental grid structures.
When square-shaped nanophotonic codes are isolated in a
uniform plane, both x- and y-polarized input light have equal
effects on the nanostructures. These mechanisms indicate that
the nanostructures embedded in holograms could exploit these
polarization dependences.

In the experimental demonstration, optical responses in
near-mode observation were detected using a NSOM operated
in an illumination-collection mode with an optical fiber tip
having a radius of curvature of 5 nm. The observation distance
between the tip of the probe and the sample device was set at
less than 50 nm. The light source used was a laser diode (LD)
with an operating wavelength of 785 nm, and scattered light
was detected by a photomultiplier tube (PMT).
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Figure 21. (a)–(c) Shapes and the associated distributions of induced charge density. (a) Shape A, (b) shape B and (c) the stacked structure
of shapes A and B. (d) Comparison of calculated far-field intensity for various combinations of shapes. Far-field intensity appears strongly
only when shape A matches the appropriate shape B. (e) Measured polarization conversion efficiency for three areas of the fabricated device.
Conversion efficiency exhibited a larger value specifically in the areas where the stacked structure of shapes A and B was located. SEM
images of each area are also shown.

We examined NSOM images in the vicinity of
nanostructures that were embedded in the hologram and
nanostructures that were not embedded in the hologram
using light from a linearly polarized radiation source, with
polarizations rotated by 0◦ to 180◦ at 20◦ intervals. In the case
of nanostructures embedded in the hologram, clear polarization
dependence was observed. To quantitatively evaluate the
polarization dependence of the embedded nanophotonic code,
we adopted a figure-of-merit (FoM) that we call recognizability
for the observed NSOM images [27], indicating the relative
intensity compared with the surroundings.

The square and circular marks in figure 20(b), respectively,
show the recognizability of isolated nanostructures and those
embedded in the hologram. Clear polarization dependence is
observed in the case of the nanostructures embedded in the
holograms, facilitating near-field information retrieval.

3.3.2. Lock-and-key. We take the concept of elemental
shape and layout and their associated polarization discussed in
section 3.2.1 and apply it to realize an application that we call
a ‘lock-and-key’, meaning that access is granted only when a
lock is matched with an appropriate key. More specifically, the
lock and the key are, respectively, realized by two-dimensional
planar nanostructures. The output signal, which is defined later

below, appears only when a ‘lock’ structure matches its partner
‘key’ structure.

As an example, suppose that a lock is given the I-shape
structure discussed in section 3.2.1, which we call ‘shape
A’ hereafter. Recall that shape A exhibits very small far-
field radiation in its y-component for x-polarized input light.
Surface charges are concentrated at the horizontal edges of
each of the rectangular units. The relative phase difference
of the oscillating charges between the horizontal edges is π ,
which is schematically represented by the + and − marks in
figure 21(a). Now, consider the y-component of the far-field
radiation from shape A, which is associated with the charge
distributions induced in the rectangle. When we draw arrows
from the + marks to the − marks along the y-axis, we find that
adjacent arrows are always directed oppositely, indicating that
the y-component of the far-field radiation is externally small.
In other words, shape A behaves as a quadrupole regarding the
y-component of the far-field radiation. It should also be noted
that near-field components exist in the vicinity of the units in
shape A.

With this fact in mind, we put the other metal
nanostructure, shape B, on top of shape A for the purpose
of acting as the key for the lock. Through the optical near-
fields in the vicinity of shape A, surface charges are induced
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on shape B. What should be noted here is that the arrows
connecting the + and − marks along the y-axis are now aligned
in the same direction, and so the y-component of the far-field
radiation appears; that is, the stacked structure of shape A and
shape B behaves as a dipole (figure 21(c)). Also, shape A
and shape B need to be closely located to invoke such effects
since the optical near-field interactions between shape A and
shape B are critical. In other words, far-field radiation appears
only when shape A and shape B are correctly stacked; that
is to say, a quadrupole–dipole transform is achieved through
shape-engineered nanostructures and their associated optical
near-field interactions.

In figure 21(d), the output signals are evaluated when
differently shaped structures are, respectively, located on top
of shape A, instead of shape B. With shape B′ , shape B′ ′ , and
shape B′ ′ ′ , which are, respectively, represented in the insets
of figure 21(d), the output signals do not appear, as shown
from the fourth to the sixth rows in figure 21(d), since the
condition necessary for far-field radiation is not satisfied with
those shapes; namely, the correct key is necessary to unlock
the lock [132].

We fabricated structures consisting of (i) shape A only,
(ii) shape B only, and (iii) shape A and shape B stacked.
Although the stacked structure should ideally be provided
by combining the individual single-layer structures, in the
experiment described here, the stacked structure was integrated
in a single sample as a solid two-layer structure to avoid
the experimental difficulty in precisely aligning the individual
structures mechanically. The fabrication process was detailed
in [26]. The lower side in figure 21(e) also shows SEM images
of fabricated samples of (i), (ii) and (iii). Because the stacked
structure was fabricated as a single sample, the gap between
shape A and shape B was fixed at 200 nm. The performance
was evaluated in terms of the polarization conversion efficiency
by radiating x-polarized light on each of the areas (i), (ii) and
(iii) and measuring the intensity of the y-component in the
transmitted light. The light source was a laser diode with
an operating wavelength of 690 nm. Figure 21(e) shows the
polarization conversion efficiency as a function of the position
on the sample, where it exhibited a larger value specifically in
the areas where the stacked structure of shapes A and B was
located, which agrees well with the theoretically predicted and
calculated results shown in figure 21(d).

3.4. Information-theory analysis of hierarchy in
nanophotonics

This section presents an information-theory approach to
hierarchical nanophotonic systems [133]. As mentioned
briefly in the introduction, information-theory analysis [134]
is well established, for example, in assessing and improving
the performance figures of optical communications [135].
Information-theory analysis also sheds light on the behavior
of a wide range of optical devices and systems [136, 137]. The
application of information-theory methods to nanotechnology
is found, for instance, in molecular communications based on
material transfer [138] and in molecular biology [139].

As already discussed in section 3.1.3, hierarchical
nanophotonic systems have been assessed by angular spectrum

analysis of optical near-fields. From an information-based
standpoint, the hierarchical nanophotonic system is modeled
as a communication medium that connects input and output
symbols and also suffers from environmental disturbances, as
schematically shown in figure 22(a). Concrete applications
represented by such a model will include, for instance, optical
storage systems where the input and output, respectively,
correspond to write and retrieve processes. Here, at each
level of the hierarchy, we formulate mutual information
that quantitatively reveals the relation between the physics
associated with the hierarchy in optical near-fields, as well
as possible environmental disturbances affecting the system
locally or globally, and the capabilities of the system for
information processing and communications. In other words,
our aim here is to understand the hierarchical structure
of nanophotonic systems from a cross-cutting standpoint,
including their electromagnetic, logical and information-
theory aspects.

As discussed in section 3.1.3, one of the two first-
layer signals, the electric field at F (1), primarily depends
on the dipole pair d(1) and d(2), and the other, the electric
field at F (2), is dominated by the dipole pair d(3) and d(4).
The second-layer signal is determined by the two pairs of
dipoles. These dependence structures are schematically shown
in figure 22(b). With such a hierarchical mechanism, a total
of eight different signal combinations, or symbols, can be
achieved by appropriately orienting the four dipoles [120],
as summarized in figure 22(c), where the eight symbols are
denoted by ai(i = 0, . . . , 7), each of which refers to a three-
bit sequence whose first element represents the digit obtained
at the second layer (S), and whose second and third elements
refer to the digits obtained at the first layer (F (1) and F (2)).
Corresponding dipole orientations are also indicated in the
right-hand side of figure 22(b).

The input and output signals are, as introduced already,
three-bit sequences; a total of eight symbols for the input
and output symbols are, respectively, denoted by A = {ai}
and B = {bi}, where i = 0, . . . , 7. The output symbol bi

should represent the same three-bit sequence given by the input
symbol ai if there is no error from the input to the output. The
probability of the input symbol ai is given by P(ai). The
probability of the output symbol bi , given by P(bi), depends
on the input symbol probability P(ai), and the transition matrix
T that represents the relation between the input and output and
is given by 


P(b0)

...

P (b7)


 = T




P(a0)
...

P (a7)


 , (18)

where the elements of T are given by tij = P(bi |aj ), which is
the probability of the output bi conditioned on the input aj .

The matrix T is affected by environmental disturbances.
We will introduce two representative disturbance models for
the analysis. The first is the case where the environmental
disturbance has an explicit spatial structure, or what we call
a near-field disturbance. The second is the case where the
disturbance selectively couples to the dipole arrangement, or
what we call a far-field disturbance. Here, in considering
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Figure 22. (a) A system diagram for studying information-theory aspects of hierarchical nano-optical systems. (b) Dependence structure
between the dipole pairs and the logical levels in the first layer (F1 and F2) and the second layer (S). (c) List of a total of eight bit sequences,
or symbols, and their corresponding dipole arrangements. (d) Model of an environmental disturbance that locally affects each of the dipoles.
The phase of dipole d(i) can be flipped with probability pi . (e) The relation between the input symbols ai and the output ones bj .

the interactions between the disturbance and the system under
study, we take into account the optical selection rule that the
far-field optical radiation cannot be coupled to energy levels
specified by even quantum number(s), or quadrupole(s).

Near-field disturbance. We assume an environmental
disturbance that modifies the status of each spatial position
in the system locally. In other words, here we assume a
near-field environmental disturbance that locally disturbs the
polarizations of each of the dipoles. Suppose that the phase of

at most one of the four dipoles could be flipped, that is, changed
by 180◦. Let the probability of such a phase flip occurring for
the dipole d(i) be given by pi . In the case of input symbol
a0, for example, whose corresponding four dipoles are all in-
phase, as shown in figure 22(d), the phase of the first dipole
d(1) is flipped, which yields output symbol b2 with probability
p1. When the second dipole d(2) is flipped, the resulting
output symbol is b6. The error-free probability is given by
q = 1−∑4

i=1 pi . All transitions from input symbols to output
ones are derived as schematically represented in figure 22(e),
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where possible changes from an input to an output symbol are
indicated by arrows.

It is technically possible to further generalize the effects
of disturbances in this model, such as arbitrary phase
flips occurring in the dipoles. However, this leads to
an unnecessarily complex situation and makes it hard to
understand how the local change in the system affects the
information capacity. As a first step, simple position-
dependent errors clearly reveal the relation between the
physical consequences and their impact on layer-dependent
information-theory measures, which is the primary concern of
this section.

The mutual information I (A; B) represents the quantity
of the data transmitted through the system, which is equal to the
amount of remaining uncertainty of data A on condition that the
output B is measured, namely, I (A; B) = H(A) − H(A|B),
where H(A) is the entropy of the input and H(A|B) is
the entropy of the input conditioned on the output. It is
calculated by

I (A; B) =
N−1∑
i=0

N−1∑
j=0

P(ai, bj ) log2
P(ai, bj )

P (ai)P (bj )
, (19)

where the joint probability of input ai and output bj is given
by P(ai, bj ) = tj,iP (ai) [32]. N indicates the number of
symbols.

We further introduce a representative spatial structure
of environmental disturbances so that the error probabilities
affecting dipoles located at the edge and the center are different;
that is, the error probability for the dipoles d(1) and d(4) is
given by pE, namely p1 = p4 = pE, whereas that for
d(2) and d(3) is given by pC = p2 = p3. The error-
free probability is given by q = 1 − 2pE − 2pC. As
described in section 3.1.3, the four-dipole model is intended to
represent the mixture of the coarse-scale structure and the fine-
scale structure. In the present model, the two center dipoles
dominate the second-layer information, meaning that those two
play the major role in coarser scale structures. Therefore, the
position-dependent errors denoted by pC and pE are physically
associated with errors occurring in coarse-scale structures and
in the fine-scale structures, respectively. If those dipoles
with designated orientations are implemented by means of
shape-engineered nanostructures, the error would physically
correspond to fabrication errors occurring at either coarser or
finer scales.

Now, we assume that the input symbol probability is
uniform; that is, P(ai) = 1/8(i = 0, . . . , 7). The mutual
information is evaluated as a function of pE and pC. For
example, pE = 9/100 and pC = 1/100 yields 1.92 bits of
mutual information.

We analyze the mutual information regarding each of the
layers separately to see how the spatial structure of the local
system disturbance affects the transmission capability for each
of the layers. Let the input symbols for the left-hand side of the
first layer be f

(1)
0 and f

(1)
1 , which, respectively, mean logical

0 and 1. Since f
(1)
0 and f

(1)
1 are, respectively, equivalent to

the input symbol of either one of F
(1)
0 = {a0, a1, a4, a5} and

F
(1)
1 = {a2, a3, a6, a7}, the probability of input symbol f

(1)
i is

given by
P(f

(1)
i ) =

∑
aj ∈F

(1)
i

P (aj ). (20)

Likewise, we denote the output symbols as g
(1)
0 and g

(1)
1 ,

which are equivalent to either of the output symbols G
(1)
0 =

{b0, b1, b4, b5} and G
(1)
1 = {b2, b3, b6, b7}, respectively. The

joint probability of inputs f
(1)
i and g

(1)
j is then derived as

P(f
(1)
i , g

(1)
j ) =

∑
as∈F

(1)
i

∑
bt∈G

(1)
j

P (bt |as)P (as), (21)

which leads to mutual information for the left-hand bit of the
first layer, given by

IF (1) (A; B) =
1∑

i=0

1∑
j=0

P(f
(1)
i , g

(1)
j ) log2

P(f
(1)
i , g

(1)
j )

P (f
(1)
i )P (g

(1)
j )

.

(22)

Secondly, let the symbols of the second layer be s0 and s1. The
symbols s0 and s1, respectively, correspond to either one of the
input symbols S0 = {a0, a1, a2, a3} and S1 = {a4, a5, a6, a7}.
Similarly, the corresponding output symbols are defined by t0
and t1. The mutual information for the second layer is given by

IS(A; B) =
1∑

i=0

1∑
j=0

P(si, tj ) log2
P(si, tj )

P (si)P (tj )
. (23)

Here we quantitatively compare the mutual information
given by equations (22) and (23) assuming the same error
probabilities. With fewer errors in the center and more errors
at the periphery, for instance pC = 1/100 and pE = 9/100,
IF (1) (A; B) yields 0.53 bit, whereas IS(A; B) yields 0.86
bit, indicating that the second layer has a larger information
transmission efficiency than the first layer. On the other hand,
with more errors in the center and fewer errors at the periphery,
for instance pC = 9/100 and pE = 1/100, IF (1) (A; B)

yields 0.53 bit, whereas IS(A; B) yields 0.32 bit, showing that
the quantity of information for the first layer is unchanged,
whereas that for the second layer is severely degraded. With
the condition that the error-free probability be kept constant
at 0.8, IF (1) (A; B) and IS(A; B) are, respectively, shown by
the dashed line A and the solid line B as functions of pC in
figure 23, where IF (1) (A; B) stays constant, whereas IS(A; B)

takes larger values as pC gets smaller. This is due to the fact
that the second-layer information depends on the two center
dipoles. On the other hand, the left-hand bit at the first layer
depends on both d(1) and d(2); therefore, IF (1) (A; B) yields a
constant value as long as p1 + p2 is constant.

Far-field disturbance. We consider another type of envi-
ronmental disturbance involving far-field radiation applied to
nanoscale optical systems. Here, the optical selection rule
that the far-field optical radiation cannot be coupled to energy
levels specified by even quantum number(s) or quadrupole(s)
[17, 140] should be taken into account in considering the inter-
actions between the disturbance and the system under study.
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Figure 23. Scale-dependent mutual information. Mutual
information I (A; B) at the first layer and the second layer is
evaluated for two types of disturbances.

The physical model consisting of multiple dipoles is, in fact,
not directly compatible with such quantum optical properties.
However, we consider that the following assumptions approxi-
mately describe their principal characteristics in order to under-
stand their impact on information-theory measures. They are:

(i) When the phases of d(1) and d(2) are the same, both phases
can be flipped with probability p. Similarly, when the
phases of d(3) and d(4) are the same, they can be flipped
with probability p. The error-free probability is given
by q = 1 − p.

(ii) When all of the dipoles have the same phase, they can be
flipped with probability p. The error-free probability is
given by q = 1 − p.

(iii) When the combinations of [d(1) and d(2)] and/or [d(3)

and d(4)] have opposite phases, we assume that the far-
field radiation serving as the system disturbance cannot
be coupled to the dipoles, and so no phase flips occur.

For instance, for the case of input symbol a0, all of the dipoles
are arranged in the same directions, and they can all be coupled
to the environmental disturbance; that is, item (ii) above will
apply. However, from a logical point of view, flipping all of
the dipoles does not affect the information of any bits to be
retrieved at the output. In other words, the input symbol a0 is
always connected to output symbol b0. For the case of input
symbol a1, d(1) and d(2) are in dipole arrangement, whereas
d(3) and d(4) are in quadrupole arrangement. The dipoles d(1)

and d(2) can be flipped with probability p, which results in the
output symbol b5.

The mutual information for the first layer and the second
layer are, respectively, evaluated following equations (21)
and (22). As indicated by the dashed line C in figure 23, the
mutual information for the first layer IF (1) (A; B) is always 1,
indicating that the system is completely resistant to the
disturbances in the first layer. This is due to the fact that
the environmental disturbance transforms the input symbols
F

(1)
0 = {a0, a1, a4, a5} into the output symbols G

(1)
0 , and the

input symbols F
(1)
1 = {a2, a3, a6, a7} into the output symbols

G
(1)
1 , where the left-hand bit at the first layer remains the same.

On the other hand, the mutual information for the second
layer IS(A; B) decreases as the error probability increases, as
shown in the solid curve in figure 23. Since the second-layer
signal depends on the pairs of dipoles, it could be disturbed in
situations where the left- and the right-hand dipole pairs are a
combination of a dipole arrangement and a quadrupole one.

The mutual information for the entire system can be
improved by biasing the input symbol probability distribution,
whose maximum is defined as the channel capacity, given
by C = maxp(ai )I (A; B). With the error probability p =
2/10, the maximum mutual information, i.e., the channel
capacity, is 2.68 bit when the probability distribution is given
by P(a0) = P(a3) = P(a4) = P(a7) = 0.16, P (a1) =
P(a2) = P(a5) = P(a6) = 0.09, which is obtained by a
full search in the parameter space. On the other hand, the
mutual information with a uniform input symbol distribution
P(ai) = 1/8 (i = 0, . . . , 7) yields 2.64 bits. Although the
increase of the channel capacity by changing the probability
distribution is, in this particular case, just 0.04 bit, such a
consideration may lead to design strategies that can fully utilize
the capacity of such hierarchical systems.

4. Stochastic approach to nanophotonics

A stochastic understanding of physical phenomena is
important in physics in general [40] and should provide
fundamental insights and enable interesting novel applications
for nanophotonics too. This section reviews two topics
regarding a stochastic approach to nanophotonics: one is
stochastic modeling of material formation involving optical
near-field processes (section 4.1), and the other is stochastic
computing, or more specifically solution searching, by
exploiting the unique stochastic spatio-temporal dynamics
inherent in nanophotonics (section 4.2).

4.1. Stochastic processes in light-assisted nanomaterial
formation

Precision control of the geometrical features of materials on
the nanometer scale, such as their sizes and positions, are
important factors in obtaining the intended functionalities
of nanophotonic devices and systems in which multiple
nanostructures interact via optical near-fields [16], and also
for plasmonic devices [141]. For example, the sizes of QDs
should be well-controlled to ensure that the quantized energy
levels between adjacent QDs are resonant, to facilitate efficient
optical near-field interactions, as discussed in section 2.2.1
[35]. Arrays of nanoparticles are important in various
applications, such as nanophotonic devices [16], optical
far-field to near-field converters [89] and plasmonic light
transmission lines [142].

To satisfy such requirements, light-assisted, self-
organized nanostructure fabrication principles and techniques
have been developed [49, 50]. One example is the sol–gel
synthesis of ZnO quantum dots (QDs) using photo-induced
desorption, which yields reduced fluctuations in QD diameter
[49]. Another example of light-assisted nanostructure
fabrication is metal sputtering with light irradiation which
produces self-organized, size- and position-controlled metal
nanoparticle chains [50]. In addition to the superior ability
in regulating the geometries of nanostructures, these light-
assisted, self-organized fabrication techniques are relatively
simple in their experimental setups and have superior
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production throughput compared with, for instance, scanning-
based methods, such as those based on electron beams [143]
or scanning probes [144].

The physical mechanisms behind light-assisted nanos-
tructure formation have been attributed to material desorption
[49, 145, 146] or plasmon resonance between light and matter.
However, stochastic physical processes are also present, as ob-
served in the experimental data discussed below. Also, we con-
sider that a stochastic approach is indispensable to take account
of the emergence of ordered structures and the wide range of
phenomena observed on the nanoscale in general [147, 148].
For example, Söderlund et al demonstrated log-normal size
distributions in particle growth processes with a simple statis-
tical model [147], and Kish et al demonstrated the log-normal
distribution of single-molecule fluorescence bursts in micro-
and nano-fluidic channels based on a stochastic analysis [148].
Also, a study [149] of the stochastically driven growth of self-
organized structures indicates that the spatio-temporal distri-
bution functions have a key role in controlling the shape and
width of size distributions within the formations. Cutting the
log tails of such distribution functions can contribute to nar-
rower size distributions.

In light of this background, we approach light-assisted
nanofabrication from a stochastic standpoint. Taking
account of light-assisted processes, we build stochastic
models that reproduce tendencies consistent with experimental
observations. Through such considerations, we obtain critical
insights into order formation on the nanometer scale, which
will contribute to the design of nanophotonic devices and
systems.

4.1.1. Light-assisted size-regulation of nanoparticles.
First, we characterize the light-assisted, self-organized
ZnO quantum dot formation, which was experimentally
demonstrated in [49], with a stochastic approach. We first
briefly review the experimental observations. In making
ZnO QDs, synthetic methods using liquid solutions are
advantageous because of their need for simple facilities and
their high productivity [150] compared with other techniques
[151, 152]. In conventional sol–gel methods [150], however,
the size of the QDs fluctuates by as much as 25%. Liu et
al demonstrated a light-assisted sol–gel method that reduced
the QD diameter fluctuations [49]. When light with a photon
energy higher than the bandgap energy is radiated during the
ZnO QD formation process, electron–hole pairs could trigger
an oxidation–reduction reaction in the QDs, causing the ZnO
atoms depositing on the QD surface to be desorbed. In
addition, such desorption is induced with a high probability
when the formed QDs reach a particular diameter. This light-
dependent QD size regulation has also been reported in other
material systems, such as CdSe [145] and Si [146].

The insets in figures 24(a) and (b), respectively, show
transmission electron microscope (TEM) images of fabricated
ZnO QDs without and with CW light illumination at a
wavelength of 325 nm with a power density of 8 mW cm−2

[49]. Figures 24(a) and (b), respectively, summarize the
incidence rate of nanoparticles as a function of their diameter,
whose fluctuations decreased from 23% to 18% with light

irradiation. In particular, note that the diameter distributions
are different between these two cases. Without light
illumination (figure 24(a)), it exhibits behavior similar to
a normal distribution. In contrast, with light irradiation,
the distribution is skewed; in particular, the incidences at
larger diameters decreased (figure 24(b)). We investigate this
different behavior by means of stochastic modeling.

First, in the absence of light illumination, we represent
the formation process with a statistical pile-up model, as
schematically shown in figure 24(e). An elemental material
that constitutes a nanoparticle is represented by a square-
shaped block. Such blocks are grown, or stacked one on
another, with a piling success probability p; accordingly, the
piling fails with a probability of 1 − p. In other words, if we
let the height of the pile at step t be s(t), the piling probability
is given by

P [s(t + 1) = s(t) + 1|s(t)] = p,

P [s(t + 1) = s(t)|s(t)] = 1 − p.
(24)

Since this is equivalent to a random walk with drift, after
repeating this process with an initial condition s(0) = 0, the
resultant heights of the piles exhibit a normal distribution,
as shown in figure 24(c). Specifically, the statistics shown
in figure 24(c) were obtained by repeating 10 000 steps for
100 000 different trials.

On the other hand, we model the effect of light irradiation
in the formation process in the stochastic model as follows. As
described above, since the material desorption is likely to be
induced at a particular nanoparticle diameter, we consider that
the piling success rate p is a function of the diameter, namely
the height of the pile. For simplicity, we consider that p,
which represents the deposition success probability, decreases
linearly beyond a certain total pile height, as schematically
shown in figure 24(f ). In other words, the material desorption
is more likely to be induced beyond a certain pile size due to
the resonant effect mentioned above. That is, the probability p

in equation (22) is replaced with the following size-dependent
probability:

p(s(t)) =
{

c s(t) � R,

c − αs(t) s(t) > R,
(25)

where c and α are constants. With such a stochastic model,
the resultant incidence distributions of the piles is skewed or
reduced at larger sizes. In the calculated results shown in
figure 24(d), we assume c = 1/2 and α = 1/250. The
numerical results obtained through the statistical modeling are
consistent with the experimental observations.

4.1.2. Light-assisted nanoparticle array formation. Yatsui
et al demonstrated the self-organized formation of an ultralong
array of nanoparticles based on near-field optical desorption
(figures 25(a) and (b)) [50]. We first briefly describe
the experimental observations. With conventional radio-
frequency (RF) sputtering, aluminum was deposited on a glass
substrate. A 100 nm wide and 30 nm deep groove was formed
in the substrate, as schematically shown in figure 25(c). Also,
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Figure 24. Incidence patterns of the diameters of fabricated ZnO quantum dots (QDs) formed by a sol–gel method (a) without light
irradiation and (b) with light irradiation. Insets in (a) and (b) are transmission electron microscope images of QDs without and with light
irradiation, respectively. (c),(d) Incidence patterns of the size distribution generated with the proposed stochastic model. The patterns are
consistent with the experimental observations in (a) and (b). (e) A stochastic model of light-assisted nanoparticle formation. The growth of
the QD is characterized with a one-dimensional pile-up model. The success of the piling depends on probability p. (f ) The effect of light
irradiation is modeled by a decrease in the probability p beyond a certain pile height, which corresponds to the diameter of the nanoparticle
in the experiment.

the substrate was illuminated with light linearly polarized
perpendicularly to the direction of the groove during the RF
sputtering. Thanks to the well-defined edge of the groove, a
strong optical near-field was generated in its vicinity.

A metallic nanoparticle has strong optical absorption
because of plasmon resonance that depends strongly on the
particle size [153–155]. This can induce desorption of a
deposited metallic material when it reaches the resonant
diameter [156, 157]. It turns out that as the deposition of
the metallic material proceeds, the growth is governed by a
tradeoff between deposition and desorption, which determines
the particle diameter, depending on the photon energy of the

incident light. Consequently, an array of metallic nanoparticles
is aligned along the groove. While radiating CW light with
a photon energy of 2.33 eV (wavelength: 532 nm) during the
deposition of aluminum, 99.6 nm diameter, 27.9 nm separation
nanoparticles were formed in a region as long as 100 µm, as
shown in figure 25(a).

As described above, the origin of the size regulation of
the nanoparticles was attributed to the resonance between the
nanoparticles and the illuminated light, similarly to the case
discussed in section 4.1.1. At the same time, we consider
that although this physical mechanism indeed plays a crucial
role, it is not enough to explain the formation of the uniformly
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Figure 25. An array of uniform-diameter, uniform-separation Al nanoparticles is self-organized along a groove, with (a) 2.33 eV light
irradiation and (b) 2.62 eV light irradiation. (c) Schematic diagram of the experimental setup of Al sputtering on a SiO2 substrate in which a
100 nm wide, 30 nm deep groove is formed. During the sputtering, the substrate is irradiated with light having a polarization perpendicular
to the direction of the groove. (d) A stochastic model of the nanoparticle array formation. A one-dimensional array in which an elemental
block could be deposited at position x. (i)–(iv) Rules for successful deposition at a randomly chosen position x. (i) When the position
belongs to one of the clusters, the cluster is maintained. (ii) Deposition is inhibited next to a cluster whose size is larger than Bth1. (iii)
Deposition is inhibited at a position where the block sees clusters at both the left- and right-hand sides and when the total size of both
clusters is larger than Bth2. (iv) In other cases, deposition at the position succeeds.

formed array structure. To explain such an observation, we
need to extend the stochastic model described in section 4.1.1
as follows.

In the modeling, we assume a one-dimensional horizontal
system that mimics the groove on the substrate; it consists
of an array of N pixels identified by an index i ranging
from 1 to N . An elemental material to be deposited onto
the system, experimentally by the RF sputtering described
above, is schematically represented by a square-shaped block
(figure 25(d)). The initial condition is a flat structure without
any blocks.

At every iteration cycle, the position at which a block
arrives, denoted by x, is randomly chosen. We determine the
success of the deposition at x by the following rules. We denote
the occupation by a block at position x of the groove by S(x);
S(x) = 1 when a block occupies a position x, and S(x) = 0
when there is no block at position x. Also, we use the term
‘cluster’ to mean multiple blocks consecutively located along
the groove. We also call a single, isolated block in the system
a ‘cluster’.

(i) When the randomly chosen position x belongs to one of
the cluster(s), namely, S(x) = 1, we maintain S(x) = 1
(figure 25(d ,i)).

(ii) Even if S(x) = 0, when the chosen position x belongs
to a ‘neighbor’ of a cluster with a size greater than a
particular number Bth1, the deposition is inhibited. That
is, we maintain S(x) = 0 (figure 25(d ,ii)).

(iii) Even if S(x) = 0, when the chosen position x has blocks
at both its left and right sides and the total number of
connected blocks is greater than Bth2, the deposition is
inhibited. That is, we maintain S(x) = 0 (figure 25(d,iii)).

(iv) In other cases, the deposition at position x succeeds;
namely, S(x) = 1 (figure 25(d ,iv)).

The rules (ii) and (iii) correspond to the physical effect of the
resonance between the material and the light illumination that
facilitates desorption of the particle. The optical near-field
intensity in the vicinity of a nanostructure follows a Yukawa
function which depends on the material size, as discussed
in section 3.1.2. Therefore, the optical near-fields promote
material desorption, or in effect, inhibit material deposition,
beyond a certain size of nanoparticles, which is characterized
as rule (ii) above. Also, even when a single cluster size is
small, meaning that the corresponding near-fields are small,
when several such clusters are located in close proximity, a
material desorption effect should be induced overall. Such an
effect is represented as rule (iii) above. One remark here is
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Figure 26. (a) Evolution of the cluster size and the cluster interval based on a stochastic model. Both the size and the interval converged to
incidence patterns that exhibited maxima at a particular value, which reproduced the experimentally observed size- and
separation-controlled formation of a nanoparticle array. The interval of the nanoparticles is greater with higher photon energy. By
modifying rule (ii) of the stochastic model, the cluster interval increases, which is consistent with the experimental observations.
(b) Evolution of the number of elements in the stochastic model. After cycle t = 3000, the number of elements is stable, meaning that the
system is getting into a steady state in a self-organized manner.

that we do not pile more than two blocks at a single position x;
that is to say, S(x) takes binary values only, since our concern
is how the clusters are formed in the 1D system.

Figure 26(a) shows the results of a numerical
demonstration assuming a 1D array with N = 1000. As
statistical values in the simulations, we evaluated the incidence
of the cluster size and the center-to-center interval between
two neighboring clusters. Figure 26(a) summarizes the
evolution of these two values at t = 1000 and t = 100 000.
In the numerical calculations, for the threshold values in
rules (ii) and (iii), we assumed Bth1 = 8 and Bth2 = 12,
respectively. We clearly observed that the size and the
interval converged to representative values, which is consistent
with the experimental observations shown in figure 25(a).
Furthermore, we evaluate the total number of elemental blocks
contained in the system as a function of elapsed time in the
stochastic simulation. As shown in figure 26(c) it converges to
a constant value beyond around 3000 iteration cycles, which
is another indication that a self-organized process emerges
based on optical near-field processes. Since the present
modeling includes some parameters, this does not strictly

exhibit so-called self-organized criticality [41]. However, we
consider that the convergence to a uniformly sized, uniformly
separated 1D pattern is indeed a kind of self-organized critical
phenomenon.

Moreover, as reported in [50], a similar experiment
was conducted with a higher photon energy of 2.62 eV
(473 nm) and an optical power of 100 mW, which resulted
in the formation of 84.2 nm diameter, 48.6 nm separation
nanoparticles (figure 25(b)). As summarized in the
experimental results indicated in figure 26(a), the diameter
is slightly reduced and the nanoparticle distance is enlarged
compared with the previous case of lower photon energy
(2.33 eV (532 nm)). The reduced diameter of the nanoparticles
is attributed to the fact that the higher photon energy leads
to desorption at smaller diameters [49, 153]. The larger
separation between adjacent nanoparticles is, however, not
obviously explained.

We presume that a stronger light–matter resonance is
induced at a higher photon energy, which more strongly
induces material desorption, or inhibits the deposition of
materials, in the neighboring clusters. We can take account
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of this effect by modifying the stochastic model described
above. Instead of blocking the deposition at the neighboring
positions by rule (ii), we consider that distant neighbors are
also inhibited:

(ii′) Even if S(x) = 0, when x sees a cluster with a
size greater than a particular number Bth1, within an area (a)
between x − 3 and x − 1 or (b) between x + 1 and x + 3, the
deposition is inhibited. That is, we maintain S(x) = 0.

While preserving Bth1 and Bth2 values with the previous
example, the cluster size statistics evolve as shown in
figure 26(a). At the iteration cycles t = 1000 and 100 000,
the incidences of single-sized clusters are large. This is due to
the strict inhibition rule (ii′) above, which reduces the chance
of clusters growing. Treating such a single-sized cluster as
an artifact, or a virtually ignorable element, in the system,
we evaluate the cluster-to-cluster interval except for single-
sized clusters. The cluster interval converges to a maximum
of 10, as shown in figure 26(a), which is larger than the
previous case, which converged to 8. This is consistent with
the experimental observations. Finally, we make one remark
about the dimensions of the models concerned in this paper. We
consider that the 1D models described above characterize the
physical principles behind the experimental demonstrations of
ZnO QD formation and the Al nanoparticle array formation.

4.1.3. Light-assisted morphology formation. We previously
reported in [21] that a unique granular Ag film was formed
by depositing Ag particles on the electrode of a photovoltaic
device composed of P3HT and ZnO under light illumination
(wavelength λ = 660 nm) while reversely biasing the
P3HT/ZnO p–n junction. The resultant device generated a
photocurrent at wavelengths as long as 670 nm, which is longer
than the long-wavelength cut-off (λc = 570 nm) of P3HT. In
other words, light-assisted fabrication yields photosensitivity
in a frequency regime where there is conventionally zero
response. Such an effect is attributed to a phonon-assisted
near-field process, as discussed in [21]. Similar phenomena
have been observed in other material systems [19, 20].

One important concern is to investigate the relevance
between the induced characters associated with the material
after the light-assisted fabrication process and the resultant
emergent optical properties. But before obtaining such
crucial insights, here we address the character of the
resultant morphology of the devices and elucidate the physical
mechanism of the pattern formation in the first place. We
analyzed the morphological character of Ag clusters, and
in order to understand the principles behind the formation
process, we constructed a stochastic model involving the
geometrical character of the material, its associated optical
near-fields, and the materials that flow in and out of the
system.

The device structure is summarized as follows [21]. A
schematic cross-section of the device structure is shown in
figure 27(a). A P3HT layer about 50 nm thick was used
as a p-type semiconductor material, and a ZnO film about
200 nm thick was used as an n-type semiconductor. P3HT
is commonly used as a hole-conduction component [158]. In
the experiment [21], photocurrent generation in a ZnO thin

Figure 27. (a) (Top) cross-sectional structure of a photovoltaic
device made of P3HT and ZnO sandwiched by Ag and ITO
electrodes. (Bottom) a schematic diagram of the Ag sputtering
process under laser light irradiation and application of a reverse-bias
dc voltage. A close-up of the Ag deposition/repulsion at the surface
due to the phonon-assisted optical near-field process.
(b) Photocurrent generation in devices (i)–(iii) in a longer
wavelength region, where the normal device, case (i), exhibited
almost no sensitivity, whereas the other two showed evident
photocurrent generation.

film was evaluated at wavelengths longer than the cut-off
wavelength λc = 570 nm, which falls within the wavelength
range where the ZnO thin film is transparent (λ = 400 nm). An
ITO film about 200 nm thick and an Ag film a few nanometers
thick were used as the two electrodes. In the previously
reported experiment [21], thin films of these materials were
deposited on a sapphire substrate in series. As a result, a
multi-layered film with an area of 30 mm2 was formed on
the sapphire substrate. At the last stage of the fabrication
process, Ag was deposited on the Ag thin film, which is the key
process in differentiating the resultant performance in terms of
photocurrent generation. Figure 27(a) schematically illustrate
the experimental setup used in [21] and the corresponding
processes. Briefly, the Ag is deposited by RF sputtering
under light illumination while applying a reverse-bias dc
voltage, Vb = −1.5 V, to the P3HT/ZnO p–n junction. The
wavelength of the incident light is 660 nm, longer than the cut-
off wavelength of P3HT. Under light illumination, an optical
near-field is locally generated on the Ag surface, which induces
a coherent phonon at the p–n junction, leading to the generation
of a virtual exciton–phonon–polariton. This then generates an
electron–hole pair at the p–n junction. The electron and hole
are separated from each other by the reverse-bias voltage. The
positive hole is attracted to the Ag film, which makes the Ag
film positively charged.

Since the sputtered Ag is positively ionized by passing
through the argon plasma or due to the collision of the argon
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Figure 28. SEM images of the surfaces of the Ag electrodes and the incidence patterns of the cluster areas. (i) No dc bias (Vb = 0), no light
irradiation (P = 0), (ii) Vb = −1.5 V, P = 50 mW and (iii) Vb = −1.5 V, P = 70 mW.

plasma with the Ag-target used for RF sputtering [159], these
positively ionized Ag particles are repulsed from the positively
charged area of the Ag film where the positive holes have been
injected, as schematically shown in figure 27(a). This means
that the subsequent deposition of Ag is suppressed in the area
where optical near-fields are efficiently induced. The processes
described here lead to the unique granular structure of the Ag
film formed in a self-organized manner, which is the primary
focus of the stochastic modeling. Five kinds of devices are
discussed in [21], with different combinations of reverse-bias
voltage and incident light power. In the work described in
this paper, we analyzed the following three devices, or cases:
(i) Vb = 0 and P = 0, (ii) Vb = −1.5 V and P = 50 mW,
and (iii) Vb = −1.5 V and P = 70 mW. Figure 28 shows
SEM images of the Ag film surfaces for cases (i)–(iii). It
is evident that unique surface morphologies were obtained in
cases (ii) and (iii) with the light irradiation. As summarized
in figure 27(b), photocurrents were generated in cases (ii) and
(iii) in the longer wavelength range, where case (i) exhibited no
response.

Figure 28 represents the incidence pattern as a function
of the size of the Ag clusters, obtained by analyzing the SEM
images. A number of small clusters were observed in cases
(ii) and (iii), but some of them were large. Also, as depicted
by arrows in figures 28(ii) and (iii), the incidence showed a
local maximum at a particular cluster size. Also note that the
maximum appeared at a larger size with lower power light
irradiation. On the other hand, case (i) exhibited a different
incidence pattern of the cluster area, showing a representative
(mode) size of around 5×103 nm2. In other words, we can see
evident differences in the surface morphologies between the

fabrication processes with and without light irradiation and a
reverse dc bias.

Taking account of the physical processes of the material
formation described above, we constructed a simple stochastic
model that preserves the essential characteristics. First we
consider a two-dimensional (2D) M × M square grid cell
structure �M where a cell, also called a pixel, is specified
by P = (px, py) ∈ �M . In each cell, a variable h(P ) ∈ {0, 1}
is assigned so that areas where the Ag film surface has bumps
are represented by h(P ) = 1, and areas where the surface is
flat are represented by h(P ) = 0. In figure 29(a), the pixels
with h(P ) = 1 are indicated by black cells, whereas those
with h(P ) = 0 are indicated by white ones. We simulate the
material deposition process as follows.

Initially, we assume a completely flat surface, namely,
h(P ) = 0 for all P ∈ �M . First, we randomly choose a cell P

in the 2D grid structure and let a particle arrive at P . Second,
we determine if the particle successfully lands on a cell or is
repulsed, that is, deflected, out of the system, by taking account
of the positively charged Ag to be sputtered and the holes that
could appear on the Ag film surface. We calculate a pseudo-
footprint denoted by QP , defined below, in order to evaluate
this effect in the stochastic modeling.

If the calculated value of QP is smaller than or equal to
a threshold Z, and if the flat surface condition is satisfied
(h(P ) = 0), an arriving particle is able to land on the cell
P ; that is, h(P ) = 0 → h(P ) = 1. In contrast, if QP

is larger than Z, the arriving particle is deflected outside the
system, representing repulsion between the positively charged
Ag particle and the positively charged clusters on the surface
due to the reverse bias. If QP is smaller than or equal to
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Figure 29. (a) A two-dimensional (2D) grid cell structure used to model the stochastic pattern formation process. (i)–(iii): Examples for
calculating the pseudo-footprint for a cell P . (b) Simulating a drift process when the pseudo-footprint at cell P is less than the threshold
value but cell P is occupied. (c) Incidence pattern as a function of cluster area, with threshold Z as a parameter. The model produces
behavior consistent with the experimental observations. (d) Evolution of the ratio of the occurrence of repulsion. The value becomes stable
after cycle t = 300, representing self-organized pattern formation.

Z but the point P is already occupied (h(P ) = 1), the
arriving particle will sit in a free, randomly chosen neighbor,
representing a drift process.

The pseudo-footprint metric in each square grid cell
corresponds to the sum of the areas of its eight neighbors.
More precisely, the pseudo-footprint at P is given by

QP =
∑

i={−1,0,1},j={−1,0,1}
S

(i,j)

P , (26)

where S
(i,j)

P represents the total number of occupied cells,
or area, connected to the cell (px + i, py + j) either in the
horizontal (x) or vertical (y) neighbors, as schematically
shown in figure 29(a). For example, in the case shown in
figure 29(a,i), the area of the top-left corner is S

(−1,+1)
P = 3, and

that of the bottom-left one is S
(−1,−1)
P = 1. Therefore, based on

equation (26), the pseudo-footprint is given by QP = S
(−1,+1)
P +

S
(−1,−1)
P = 4. In another example shown in figure 29(a,ii), the

areas are given by S
(−1,+1)
P = 3, S

(0,+1)
P = 3 and S

(−1,−1)
P = 1,

which yields QP = S
(−1,+1)
P +S

(0,+1)
P +S

(−1,−1)
P = 7. In another

example shown in figure 29(a,iii), QP = ∑
i,j S

(i,j)

P = 21.
When an arriving Ag particle is not repulsed from the

system, but the point P is occupied, the particle lands in
a randomly chosen neighboring cell. The left-hand side of
figure 29(b) represents one such example where QP = 4.
Suppose that this QP is smaller than the threshold Z. Since
the point P is occupied, a free neighboring cell is randomly
chosen along the x- or y-direction. For example, the system is
updated as shown in the right-hand side of figure 29(b), where
a newly arriving particle lands to the right of the point P , in
other words, h(px + 1, py) = 0 → h(px + 1, py) = 1. Such
a rule represents the drift process occurring on the Ag film
surface.

By iteratively applying the stochastic process described
above in a repeated manner for T cycles from a flat initial
state, a variety of resultant spatial patterns were generated.
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They also depended on the threshold Z. By setting the size of
the grid to 16 × 16 cells, that is, M = 16 for the region �M ,
while setting the threshold at Z = 10 and the number of cycles
T = 300, a variety of spatial patterns are generated based on
the stochastic model. To examine the statistical properties,
the incidence pattern of the mean number of each cluster in
N different samples was evaluated, as shown in figure 29(c),
where the number of iteration cycles was T = 1000 and
the number of trials was N = 100. Squares, triangles and
circles, respectively, represent the incidence of the clusters in
the system with different thresholds Z = 5, 10 and 20.

The incidence pattern exhibited different characters
depending on the threshold value (Z = 5, 10, 20): with
smaller Z, the cluster area yielding the local maximum
incidence shifted towards a smaller value in figure 29(c), which
agrees with the experimentally observed character shown in
figure 28, where larger optical light irradiation produced
smaller clusters (peaks are indicated by arrows). In other
words, higher-power light irradiation more likely induces
repulsion, leading to a local maximum at a smaller cluster
area for the clusters formed on the surface. This supports the
physical interpretation that the pseudo-footprint appropriately
represents the repulsion due to the optical near-field effect.
That is to say, the pseudo-footprint reflects the positive holes,
and an associated optical near-field localized around a cluster,
or spatial inhomogeneity, is induced. In considering the
self-organized pattern formation, figure 29(d) characterizes
the ratio of the occurrence of repulsion at cycle T among
N = 100 trials. In other words, it shows the time evolution
of the probability of repulsion. The probability increases as
the iteration cycle increases; a repulsion probability of 0.8 or
higher was observed after the iteration cycle reached around
300. Since the present stochastic model includes a threshold
value Z, strictly speaking, it does not exhibit so-called self-
organized criticality [41]. However, a flat surface converges
to various kinds of patterns in a self-organized manner while
exhibiting common statistical properties, which is as a kind
of self-organized critical phenomenon due to near-field effects
inherent in the stochastic model described above.

In summary, in photovoltaic devices made by exploiting
an optical phonon-assisted near-field process exhibiting unique
photocurrent generation, we analyzed the surface morphology
of the Ag electrode of the fabricated devices and constructed a
stochastic model to explain the fundamental physical process
of the material formation. The numerical simulation results
exhibited behavior consistent with the experimental results.

4.2. Solution searching

Another aspect of the stochastic nature inherent in
nanophotonics is its application to novel computing devices
and architectures [160]. Nature-inspired architectures are
attracting significant attention in various research areas, such
computational neurosciences, stochastic-based computing and
noise-based logic, and spatio-temporal computation dynamics
[53], in order to benefit from the superior attributes of nature
and living systems.

Among this research, Aono et al demonstrated ‘amoeba-
based computing’ tasks, such as solving the constraint

satisfaction problem (CSP) [53] and the TSP [55], by
utilizing the spatio-temporal oscillatory dynamics of the
photoresponsive amoeboid organism Physarum combined with
external optical feedback control. These demonstrations
indicate that spatio-temporal stochastic dynamics can
be utilized for obtaining solutions for problems which
today’s von-Neumann-architecture computers cannot deal
with efficiently. Such stochastic dynamics could originate
from nanometer-scale interactions between light and matter
[91]. In particular, it should be noted that the optical
excitation transfer between quantum nanostructures mediated
by optical near-field interactions, discussed in section 2, is
fundamentally probabilistic, as indicated by the quantum
master equations. Until energy dissipation is induced, an
optical excitation simultaneously interacts with potentially
transferable destination quantum dots in the resonant energy
level. Such a probabilistic behavior can be used for the function
of solution searching and exploration. In addition, the optical
energy transfer has been shown to be 104-times more energy
efficient than that of the bit-flip energy required in conventional
electrically wired devices (section 2.1.3) [70].

We investigate the spatio-temporal dynamics inherent in
optical excitation transfer. Furthermore, we demonstrate that
it can be utilized for solving a CSP. The optical excitation
transfer depends on the existence of resonant energy levels
between the quantum dots or the state filling effect occurring
at the destination QDs (section 2.1.5). Such a spatial and
temporal mechanism yields different evolutions of energy
transfer patterns combined with certain feedback mechanisms.
In contrast to biological substrates, optical energy transfer
is implemented by highly-controlled engineering means for
designated structures. The operating speed of such optical-
near-field mediated QD systems, which is in the order of
nanoseconds when we are concerned with radiative relaxation
processes, is also significantly faster than ones based on
biological organisms, which is in the order of seconds or
minutes [53].

In addition, we should emphasize that the concept and
the principles discussed here are fundamentally different from
those of conventional optical computing or optical signal
processing, which are limited by the abilities of propagating
light. The concept and the principles are also different from
the quantum computing paradigm where the superposition
of all possible states is exploited to lead to a correct
solution. The optical near-field-mediated energy transfer is
a coherent process, indicating that an optical excitation could
be transferred to all possible destination QDs via a resonant
energy level, but such coherent interaction between QDs results
in a unidirectional energy transfer by means of an energy
dissipation process occurring in the larger dot. Thus, our
approach paves the way to another computation paradigm in
which both coherent and dissipative processes are exploited.

Here we assume one smaller quantum dot, denoted by
QDS, and four larger quantum dots, denoted by QDL1, QDL2,
QDL3 and QDL4, as shown in figure 30(a). The smaller and
larger QDs are resonant with each other. Figure 30(b) shows
representative parameterizations associated with the system;
for example, the (1,0)-level in the smaller QD is denoted by
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Figure 30. (a) Architecture of the optical-energy-transfer-based system for solving the constraint satisfaction problem studied in this paper
and composed of a smaller quantum dot and four larger quantum dots and (b) its energy diagram. Radiation from the larger quantum dots is
detected. Control light is used for inducing state filling in the larger quantum dots. (c) Energy transfer probabilities calculated as time
integrals of the populations depending on the state filling of the larger dots, shown in (a). There are a total of six different spatial
arrangements of the induced state filling, excluding the symmetries. (d) There are a total of 24 (=16) different combinations of binary values
in the given problem. The correct solutions are the state numbers (7) and (10), where {x1, x2, x3, x4} are, respectively, given by {0,1,0,1}
and {1,0,1,0}.

S, and the (1,1)-level in QDLi
is denoted by L(U)

i . These
levels are resonant with each other and are connected by
inter-dot interactions denoted by USLi

(i = 1, . . . , 4). The
lower level in QDLi

, namely, the (1,0)-level, is denoted by
L(L)

i , which could be filled via the sublevel relaxation denoted
by �Li

from L(U)
i . The radiations from the S and Li levels

are, respectively, represented by the relaxation constants γS

and γLi
. We call the inverse of those relaxation constants

the radiation lifetime in the following. We also assume
that the photon radiated from the lower level of QDLi

can
be separately captured by photodetectors. The channels of
control light, denoted by CLi

, can induce a state filling effect
at L(L)

i . Summing up, figure 30(a) schematically represents the
architecture of the system to be studied in this paper for solving
a CSP.

In the numerical calculation, we assume U−1
SLi = 100 ps,

�−1
i = 10 ps, γ −1

Li = 1 ns and γ −1
S = 2.92 ns as a typical

parameter set. If there is no state filling in the system, an optical
excitation sitting initially at S can be transferred to any one of
QDL1 to QDL4 with the same probability, as demonstrated in
figure 30(c,0), which is the time integral of the population
involving the energy level L(L)

i . If QDL1 suffers from state

filling, on the other hand, the initial excitation at S is more
likely to be transferred to QDL2, QDL3 or QDL4, as shown
in figure 30(c,1). Looking at the results more closely, the
probability of transfer to QDL3 is higher than the probabilities
of transfer to QDL2 and QDL4 by considering the geometrical
arrangements of the system. A detailed discussion is found
in [160]. Additionally, the energy transfer probabilities in the
presence of two, three or four state filling are summarized in
figure 30(c). The energy transfer probability, given by the
integral of the population divided by a constant gain factor, is
indeed a FoM indicating the trend of optical energy transfer
from the smaller quantum dot to the four larger ones. It
does not obey the conservation law of probability, namely, the
summation of the transition probability to QDLi

is not unity.
Instead, we see that the energy transfer to QDLi

occurs if a
random number generated uniformly between 0 and 1 is less
than the transition probability to QDLi

.
The idea for problem solving is to control optical energy

transfer by controlling the destination QD by using control
light in an adequate feedback mechanism. We assume that
photon radiation, or observation, from the energy level L(L)

i is
equivalent to a binary value xi resulting in a logical 1 level,
whereas no observation of a photon means xi = 0.
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We consider the following CSP as an example regarding
an array of N binary-valued variables xi (i = 1, . . . , N). The
constraint is that xi = NOR(xi−1, xi+1) should be satisfied
for all i. That is, variable xi should be consistent with a
logical NOR operation of the two neighbors. For i = 0 and N ,
the constraints are, respectively, given by x1 = NOR(xN, x2)

and xN = NOR(xN−1, x1). We call this problem the ‘NOR
problem’ hereafter in this paper. Taking account of the nature
of an individual NOR logic operation, one important inherent
characteristic is that if xi = 1 then its two neighbors should
both be zero, or xi−1 = xi+1 = 0. Recall that a photon
radiated, or observed, from the energy level L(L)

i corresponds
to a binary value xi = 1, whereas the absence of an observed
photon means xi = 0. Therefore, xi = 1 should mean that the
optical energy transfer to both L(L)

i−1 and L(L)
i+1 is prohibited so

that xi−1 = xi+1 = 0 is satisfied. Therefore, the feedback or
control mechanism is as follows:

[Control mechanism] If xi = 1 at the cycle t , then
the control light beams Ci−1 and Ci+1 are turned on at the
cycle t = t + 1.

In the case of N = 4, there are in total 24 optical energy
transfer patterns from the smaller dot to larger ones. In this
case, variables satisfying the constraints do exist, and they
are given by {x1, x2, x3, x4} = {0, 1, 0, 1} and {1,0,1,0},
which we call ‘correct solutions’. Figure 30(d) schematically
represents some of the possible states where the states (7) and
(10), respectively, correspond to the correct solutions.

We now make a few remarks regarding the NOR problem.
One is about potential deadlock, analogous to Dijkstra’s
‘dining philosophers problem’, as already argued by Aono
et al in [53]. Starting with an initial state xi = 0 for all i, and
assuming a situation where optical energy is transferred to all
larger QDs, we observe photon radiation from all energy levels
L(L)

i , namely, xi = 1 for all i. Then, based on the feedback
mechanism shown above, all control light beams are turned
on. If such a feedback mechanism perfectly inhibits the optical
energy transfer from the smaller QD to the larger ones at the
next step t + 1, the variables then become xi = 0 for all i. This
leads to all control light beams being turned off at t + 2. In this
manner, all variables constantly repeat a periodic switching
between xi = 0 and xi = 1 in a synchronized manner.
Consequently, the system can never reach the correct solutions.
However, as indicated in figure 30(c), the probability of optical
energy transfer to larger dots is in fact not zero even when
all larger QDs are illuminated by control light, as shown in
figure 30(c(4)). Also, even for a non-illuminated destination
QD, the energy transfer probability may not be exactly unity.
Such a stochastic behavior of the optical energy transfer is
a key role in solving the NOR problem. This nature is
similar to the demonstrations in amoeba-based computing [53]
where fluctuations of chaotic oscillatory behavior involving
spontaneous symmetry breaking in the amoeboid organism
guarantees such a critical property.

The operating dynamics cause one pattern to change to
another one in every iteration cycle. Thanks to the stochas-
tic nature, each trial could exhibit a different evolution of the
energy transfer patterns. In particular, the transition probabil-
ity, shown in figure 30(c), affects the behavior of the transitions.

Therefore, we introduce a gain factor (G) to be multiplied by
the energy transfer probability summarized in figure 30(c).

The curves in figure 31(a) represent the evolution of
the output appearance from QDLi

, namely, the ratio of the
incidence when xi = 1 among 1000 trials evaluated at
each cycle. The curves in figure 31(b) characterize the
ratio of the appearance of the state that corresponds to the
correct solutions: {0,1,0,1} (state 7) and {1,0,1,0} (state 10),
respectively. When we closely examine the evolutions of xi in
figure 31(a), we can see that the pair x1 and x3 exhibit similar
behavior, as do the pair x2 and x4. Also, the former pair exhibit
larger values, whereas the latter pair show smaller values, and
vice versa. This corresponds to the fact that correct solutions
are likely to be induced as the iteration cycle increases.

Such a tendency is more clearly represented when
we evaluate the time-averages of the characteristics in
figures 31(a) and (b). Figure 31(c) shows the evolutions of
the ratio of the incidences when xi = 1, and figure 31(d)
shows the ratios of state (7) and state (10) averaged over every
five cycles. We can clearly observe a similar tendency to the
one described above. Also, we should emphasize that, thanks
to the probabilistic nature of the system, the states of correct
solutions appear in an interchangeable manner. This is a clear
indication of the fact that the probabilistic nature of the system
autonomously seeks the solutions that satisfy the constraints of
the NOR problem; the state-dependent probability of energy
transfer plays a critical role in this. In other words, it should
be emphasized that a non-local correlation is manifested in
the evolution of xi ; for instance, when the system is in state
(7), {0,1,0,1}, the probabilities of energy transfer to QDL1

and QDL3 are equally comparably low (due to state filling),
whereas those to QDL2 and QDL4 are equally comparably
high, indicating that the probability of energy transfer to an
individual QDLi

has inherent spatial patterns or non-local
correlations. At the same time, the energy transfer to each
QDLi

is indeed probabilistic; therefore, the energy transfer
probability to, for instance, QDL1 is not zero even in state (7),
and thus, the state could transition from state (7) to state (10),
and vice versa. In fact, starting with the initial condition of
state (7), the ratio of the output appearance from QDL1 and the
ratio of the correct solutions evolve as shown in figures 31(e)
and (f ), where states (7) and (10) occur equally in the steady
state at around 20 time cycles. Figure 31(g) evaluates the
accuracy rate, which is the number of correct solutions among
1000 different trials at t = 100, as a function of the gain factor.
We can see that a gain of 2.5 provides the highest accuracy rate.

We make two final remarks to conclude this section. The
first is about the relevance to a satisfiability (SAT) problem. In
the case of N = 4, solving the NOR problem demonstrated
above is equivalent to solving the following satisfiability
problem instance given in a conjunctive normal form:

f (x1, x2, x3, x4) = (¬x1 ∨ ¬x2) ∧ (¬x1 ∨ ¬x4)

∧(¬x2 ∨ ¬x3) ∧ (¬x3 ∨ ¬x4) ∧ (x1 ∨ x2 ∨ x3)

∧(x1 ∨ x2 ∨ x4) ∧ (x1 ∨ x3 ∨ x4) ∧ (x2 ∨ x3 ∨ x4). (27)

Since the maximum number of literals in clauses in equation
(27) is three, this is an instance of a so-called 3SAT problem
[161]. We presume that such a SAT problem could be
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Figure 31. (a) The evolution of the ratio of the output appearance from QDLi
, or xi = 1, and (b) the ratio of the state corresponding to the

correct solutions with the initial state of {x1, x2, x3, x4} = {0, 0, 0, 0}. (c),(d) Time-averaged traces of (b) and (c), respectively. (e) The
evolution of the ratio of the output appearance from QDLi

, or xi = 1, and (f ) the ratio of the state corresponding to correct solutions with
the initial state {x1, x2, x3, x4} = {0, 1, 0, 1}. (g) Calculated accuracy rate, or the ratio of the number of correct states among all trials, as a
function of the gain factor.

dealt with by variants of our optical-near-field–mediated
systems developed in the future [162]. SAT is an important
non-deterministic polynomial-time complete (NP-complete)
problem, indicating that no fast algorithm has been found
yet [161]. We consider that nanophotonic principles could
potentially provide a new way to solve such computationally
demanding problems.

The second remark is about the implementation of optical
energy transfer for such stochastic computing applications. As
mentioned in the introduction, the latest notable features are the

rapid advancements made in nanomaterials for optical energy
transfer [24, 25, 37, 74, 163]. Among various technologies,
for example, Akahane et al successfully demonstrated energy
transfer in multi-stacked InAs QDs where layer-by-layer QD
size control has been accomplished [163]. Adequate QD
size control also allows optical coupling between optical far-
fields and optically-allowed energy levels in a quantum dot
mixture, which could help to solve the interfacing issues of the
system, as demonstrated in section 2.1.4. Research in the field
of nanodiamonds may also be of promise in implementing
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the architecture of the present study [164, 165]; near-field
applications of nanodiamonds have already been demonstrated
by Cuche et al in [12].

5. Conclusion and future outlook

In this paper, we have discussed nanophotonics from the
standpoint of information physics. In particular, we
highlighted optical excitation transfer involving optical near-
field interactions, hierarchical properties inherent in optical
near-fields, and the stochastic nature of nanophotonics. Design
issues and applications were theoretically and experimentally
investigated, together with a presentation of theoretical
fundamentals and formalisms.

Finally, we make a few remarks on the future prospects
of research and development in nanophotonics from an
information physics, or system-level, viewpoint. We consider
that future research and development will be roughly grouped
into three categories.

The first category concerns further investigation of basic
and emergent properties in nanophotonics. This paper
addresses and resolves some of these concerns, such as
unidirectionality of optical excitation transfer, the lower bound
of energy dissipation, networks of optical near-fields and
their associated associated spatio-temporal dynamics, and the
theory of hierarchy. However, there are plenty of unresolved
issues. For instance, the randomness of nanostructures
and their resultant information-related performance measures,
such as information capacity [166], should be further
investigated while taking account of localized and hierarchical
properties of near-field interactions. In addition, scalability
and adequate information representations for nanophotonic
systems should be further investigated in the future. For
example, the scalability of the solution searching discussed
in section 4.2 would be important in terms of both purely
theoretical standpoints and physical implementations.

The second category involves design-related concerns in
nanophotonics. This paper presented a theoretical approach
to networks of near-field interactions, shape-engineered
nanostructures, etc, for the purpose of extracting and/or
optimizing intended functions by utilizing optical excitation
transfer and the hierarchical nature of nanophotonics. The
multipole nature of optical near-fields, for instance, has been
applied to the demonstration of a ‘lock-and-key’ relation
between two nanostructures, as described in section 3.3.2.
The degrees-of-freedom available on the nanoscale, however,
are in fact much more abundant and should be thoroughly
investigated; these include magnetic field, electron spin
and so on. For instance, magnet-chiral effects [167] and
energy transfer in diluted magnet semiconductors [79] suggest
the importance of including a discussion of spin in the
treatment of optical near-fields. Besides, as discussed
in section 4.1, morphology in nanoscale material provides
interesting functions, such as light emission from indirect-
type semiconductors (e.g. silicon) [20]. It has been suggested
that coherent coupling between phonons and optical near-fields
lies behind such phenomena [168]. Solid theoretical schemes,
including ones that offer systematic design frameworks for

realizing versatile materials and functionalities, should be
investigated. Computational approaches that can unify
the first-principles calculations of matter and localized
electromagnetic phenomena are also demanded [57, 169].

The third category concerns applications. Logic
operations (section 2.1.5), interconnects (section 2.1.4), and
stochastic computing (section 4.2) exploit optical excitation
transfer. Hierarchical information retrieval (section 3.2.1) and
hierarchical optical elements (such as hierarchical holograms;
section 3.3) based on the hierarchical properties inherent
in optical near-fields have been described. In addition
to these information-related applications, an information
physics approach provides the foundations and principles
for other applications, such as energy or nanofabrication.
For instance, networks of optical near-field interactions
have been applied to the analysis of photodetection
(section 2.2), and a stochastic approach has an impact on
the fabrication of nanostructures (section 4.1.1) and energy
devices (section 4.1.2). Further applications of nanophotonics
are expected, and an information physics approach will be
fundamental for conceiving novel applications and putting
them into practice.

Through these inter- and cross-disciplinary investigations
covering optical, material, and information sciences, as well as
considering applications that will provide new value via state-
of-the-art technologies, we hope to convey the excitement and
sense of wonder that emerges, and to harness the fruits of these
investigations to pave the way to a new research area of physical
and information sciences and technologies.
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Abstract Although recent advances in fabrication tech-

nologies have allowed the realization of highly accurate

nanometric devices and systems, most approaches still lack

uniformity and mass-production capability sufficient for

practical use. We have previously demonstrated a novel

technique for autonomously coupling heterogeneous

quantum dots to induce particular optical responses based

on a simple phonon-assisted photocuring method in which

a mixture of quantum dots and photocurable polymer

is irradiated with light. The cured polymer sequentially

encapsulates coupled quantum dots, forming what we call a

nanophotonic droplet. Recently, we found that each

quantum dot in the mixture is preferably coupled with other

quantum dots of similar size due to a size resonance effect

of the optical near-field interactions between them. More-

over, every nanophotonic droplet is likely to contain the

same number of coupled quantum dots. In this paper, we

describe the basic mechanisms of autonomously fabricat-

ing nanophotonic droplets, and we examine the size- and

number-selectivity of the quantum dots during their

coupling process. The results from experiments show the

uniformity of the optical properties of mass-produced

nanophotonic droplets, revealed by emission from the

contained coupled quantum dots, due to the fundamental

characteristics of our method.

1 Introduction

Various fabrication technologies have been actively

developed for realizing novel devices and systems that

operate on the nanometric scale, and some of them have

become commercially available [1–4]. Especially in the

case nanophotonic devices [5] that operate based on optical

near-field interactions between nanometric components,

they must be fabricated by precisely combining and

aligning nanometric components to exhibit the intended

optical functions [6–9]. In order to develop the concepts

and achievements of such nanometric devices and systems

to a practical level where they can be employed in various

applications, mass-production while maintaining uniform

quality is essential.

Self-assembly is one promising method of realizing

mass-production of nanometric devices [10–13]. Previously,

we reported an all-autonomous technique for producing

nanophotonic droplets [14]. A nanophotonic droplet is

formed of coupled heterogeneous quantum dots (QDs)

encapsulated by locally cured photocurable polymer.

Encapsulation of selected micro- or nano-materials is an

effective approach for preparing an isolated system from its

surroundings, as well as realizing stability and durability

[15–17]. During the process of fabricating nanophotonic

droplets, incident light having a lower photon energy than

the curing energy of the polymer is radiated. The incident

light induces a phonon-assisted process [18–21], namely,

multistep excitation, which cures the polymer via activated

phonon levels. This process occurs only when heteroge-

neous QDs come close to each other. In this paper, we

focus on the QD-coupling process and experimentally

verified the size- and number-selectivity during the process

due to the optical near-field interactions between QDs,

which determines the uniformity of the optical properties
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of mass-produced nanophotonic droplets. First, we briefly

review the basics of the phonon-assisted photocuring

method, whose details have been published in [14]. Then,

we describe experiments conducted to reveal the charac-

teristic features of the coupling process by measuring the

optical properties of individual nanophotonic droplets.

2 Basics of producing a nanophotonic droplet

An optical near-field can be described with the concept of a

dressed photon (DP), which is a quasi-particle representing

the coupled state of a photon and an electron in a nano-

metric space [22]. A DP can excite a multi-mode phonon in

a nanometric material and can then couple with this phonon

[18–21]. The quasi-particle representing this coupled state

has been named a dressed-photon-phonon (DPP). In our

proposed method for producing nanophotonic droplets, we

utilize the DPP for coupling heterogeneous QDs in a

solution with a photocurable polymer and encapsulating

them in the photocured polymer. In order to induce the

photocuring process in a self-assembled manner, the mix-

ture in the solution, in which QDs freely float, exhibiting

Brownian motion, is irradiated with assisting light.

The principle of our proposed method is schematically

shown in Fig. 1. We assume a mixture containing two types

of QDs, QDA and QDB, and a photocurable polymer, and the

mixture is irradiated with assisting light having photon

energy hvassist. The transition energies of QDA and QDB are

EA:bg and EB:bg, respectively, and the activation energy of

the photocurable polymer is Epoly:act. When the energies

satisfy the condition EA:bg\hvassist\Epoly:act\EA:bg, the

following process can be induced. If the numbers of QDs,

or in other words, their volume densities, in the mixture are

not sufficiently high and they rarely encounter each other,

only QDA spontaneously emits visible light by absorbing

the assisting light. In this case, no subsequent physical or

chemical reaction occurs. On the other hand, if the density

is sufficiently high that the QDs can frequently encounter

each other, multistep energy excitation of the photocurable

polymer occurs due to DPP interactions between neigh-

boring QDA and QDB, and the photocurable polymer is

subsequently cured, as shown in the upper diagram in

Fig. 1. Moreover, further irradiation with the assisting light

induces multistep excitation of QDB due to DPP interac-

tions with the neighboring QDA. Subsequently, QDB

spontaneously emits light with a higher photon energy than

the assisting light, and the photocurable polymer in the

surroundings is locally cured by absorption of the emitted

light. As a result, the cured polymer encapsulates the

coupled-QDs, preventing further combination or separation

of the encapsulated QDs.

Since the spatial distribution of the DPP energy gener-

ated on the surface of the QDs is expressed by a Yukawa

function [23], the separation between the two QDs is the-

oretically defined by the Yukawa function. Moreover, the

encapsulated coupled-QDs are necessarily composed of

heterogeneous QDs, because the above sequence is induced

only when QDA and QDB encounter each other. Descrip-

tions of the electronic transitions via such a coupled state

induced by the assisting light have been previously

described in a recent report by the authors [14].

Here, we describe the size resonance effect of optical

near-field interactions [24]. Because induced optical near-

fields are localized around nanometric structures, and the

scale of their spatial distribution is comparable to the size

of the structure, as described by the Yukawa function [23],

the energy of the optical near-field interactions between

two nanometric structures is expected to be maximized

when the sizes of the two structures are similar. From the

theoretical formulation in [24], when two nanometric par-

ticles with diameters rA and rB come close to each other, as

shown in Fig. 2a, the intensity of the size resonance effect,

I(dAB), between the two is given by

Fig. 1 Schematic diagram of process of fabricating a nanophotonic

droplet based on phonon-assisted photocuring
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where dAB is the distance between the two particles, and

A is a proportionality constant. Figure 2b plots the nor-

malized intensity of the optical near-field interactions in the

cases where rA = 10, 15, and 20 nm. As shown, other

particles with similar sizes, namely, rB = 11, 17, and

21 nm, respectively, are likely to produce more intense

interactions.

Because our phonon-assisted curing method is funda-

mentally induced by the optical near-field interactions

between two heterogeneous QDs, QDs with similar sizes

are assumed to be preferably coupled with each other due

to this size resonance effect, as schematically shown in

Fig. 2c. Moreover, encapsulation of the coupled-QDs

begins almost as soon as the QDs are coupled. This means

that each nanophotonic droplet is likely to contain only one

pair of coupled-QDs. Because actual QDs necessarily

exhibit a size distribution, and their size distribution causes

inhomogeneous emission properties, such size- and num-

ber-selectivity of the QDs during the nanophotonic droplet

fabrication process is expected to result in uniform

emission spectra and emission intensity of mass-produced

nanophotonic droplets.

3 Experimental demonstrations

In order to demonstrate the uniformity of nanophotonic

droplets, first we experimentally produced and extracted

nanophotonic droplets by our proposed method. Specifi-

cally, as QDA and QDB in Fig. 1, we used solutions of

CdSe-QDs and ZnO-QDs, which emit visible and ultravi-

olet (UV) light, respectively. These QD solutions were

mixed with a UV-curable polymer and irradiated with

visible assisting light whose photon energy was high

enough to excite excitons in the CdSe-QDs but too low to

excite excitons in the ZnO-QDs and the UV-curable

polymer. Figure 3 shows the energy conditions for the

following experiment. We used commercially available

CdSe-QDs (Ocean Optics, Evidot) and ZnO-QDs prepared

by sol–gel synthesis using photo-induced desorption [25].

The QD solutions were then dispersed in a UV-curable

polymer (NORLAND, NOA 65) and irradiated with

assisting light emitted from a 120-mW laser diode with a

photon energy of 2.71 eV. These conditions fulfilled the

previously described energy conditions for inducing the

Fig. 2 a Schematic diagram of

optical near-field interactions

between two nanometric

particles, and b intensity of

optical near-field interactions

between particles of various

sizes. c Schematic diagram of

size-selective coupling during

fabrication of nanophotonic

droplet due to the size resonance

effect
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sequential process of the phonon-assisted photocuring

method. The total amount of the mixed solution was lim-

ited to 50 lL to maintain spatially uniform illumination.

This volume contained about 1014 CdSe-QDs and about

1012 ZnO-QDs.

Under these experimental conditions, the QDs can be

assumed to encounter each other at a sufficiently high fre-

quency to induce the phonon-assisted photocuring. After

irradiation with the assisting light, the mixture was separated

into cured and uncured materials by centrifugation at

10,000 rpm for 5 min. The extracted cured material, which

was assumed to contain a large number of nanophotonic

droplets, was dispersed in a toluene solution and uniformly

spin-coated on a Si substrate. Figure 4a, b show SEM images

and microscope images of materials irradiated with assisting

light for 30 and 90 min, respectively. As shown, with the

shorter irradiation time, nanophotonic droplets with quite

similar sizes were successfully obtained. The diameter of

each nanophotonic droplet was about 500 nm. With the

longer irradiation time, the nanophotonic droplets increased

in size to micrometer level and were successfully observed in

the microscope images, as shown in Fig. 4b. The images on

the left- and right-hand sides show a sample under white-

light and UV-light illumination, respectively. As shown in

the image on the right-hand side, each nanophotonic droplet

exhibited emission from the contained CdSe-QDs.

In order to compare multiple emission spectra of

individual nanophotonic droplets, we constructed a

two-dimensional map of the emission spectra of samples

obtained with a micro-spectrophotometer (NFGP-740,

JASCO, Japan). Samples were irradiated by a laser diode

with a photon energy of 3.06 eV. The spatial resolution of

the experimental setup was expected to be less than

200 nm. Figure 5a shows a two-dimensional emission

image of aggregated nanophotonic droplets. The inset

represents a bright-field image under white-light illumina-

tion. The individual emission spectra of nanophotonic

droplets A, B, C, and D indicated in Fig. 5a are respec-

tively plotted in Fig. 5b.

Fig. 3 Energy diagram of the experimental conditions

Fig. 4 a SEM images and b microscope images of mass-produced

nanophotonic droplets

Fig. 5 a Obtained emission

image of aggregated

nanophotonic droplets.

b Emission spectra of multiple

nanophotonic droplets,

collectively observed emission

spectrum of CdSe-QDs, and a

Lorentzian fitted curve
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As shown, the heights and widths of the emission

spectra are quite similar to each other. Because they can be

simply fitted by a single Lorentzian, which is generally

applied to approximate the emission spectrum of a single

illuminant, it is considered that the nanophotonic droplets

contain single CdSe-QDs of similar size and coupled ZnO-

QDs. This demonstrates the uniformity of the optical

properties of mass-produced nanophotonic droplets.

We also measured the collectively observed emission

spectrum of multiple CdSe-QDs, as shown in Fig. 5b. The

sample was prepared by mixing a solution of CdSe-QDs

and a UV-curable polymer, and was directly spin-coated on

a substrate without any irradiation with assisting light.

There was a 40 meV difference between the peak optical

energy in the spectra of the individual nanophotonic

droplets and the collective CdSe-QDs. Such a large dif-

ference is due to not only re-absorption of emission within

the collective CdSe-QDs, but also size-selectivity during

the coupling process between CdSe-QD and ZnO-QD. The

result indicates that ZnO-QDs preferably coupled with

smaller CdSe-QDs in the mixture and revealed such uni-

formity in their emission spectra.

4 Summary

In this paper, we described the uniformity of the optical

properties of mass-produced nanophotonic droplets, made

possible by a novel fabrication process based on optical

near-field interactions between nanometric components.

From the results of our experimental demonstrations, we

verified that such uniformity was physically ensured by the

size-selectivity during the QD-coupling process, and that

each nanophotonic droplet contained the same number of

QDs, exhibiting the expected homogeneity. These findings

show the fundamental features of our proposed method,

where we can obtain a large number of nanophotonic

droplets with homogeneous optical properties with an all-

autonomous fabrication process. Our method can be easily

applied to various applications where novel nanophotonics

and nanotechnologies are required for further practical

development.
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Dressed-photon–phonon (DPP) etching is a disruptive technology in planarizing material surfaces

because it completely eliminates mechanical contact processes. However, adequate metrics for

evaluating the surface roughness and the underlying physical mechanisms are still not well

understood. Here, we propose a two-dimensional hierarchical surface roughness measure, inspired

by the Allan variance, that represents the effectiveness of DPP etching while conserving the

original two-dimensional surface topology. Also, we build a simple physical model of DPP etching

that agrees well with the experimental observations, which clearly shows the involvement of the

intrinsic hierarchical properties of dressed photons, or optical near-fields, in the surface processing.
VC 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4793233]

Nanophotonics, which exploits light–matter local inter-

actions on the nanometer scale, has been intensively investi-

gated from a variety of aspects, ranging from fundamental

science, such as atom/molecule and optical near-field inter-

actions1 and spectroscopy,2 to a number of practical applica-

tions, including information security,3 computing,4 the

environment and energy,5 and healthcare,6 to name a few.

What we particularly address in this letter is nanofabrication

involving optical near-field processes.7,8

The idea is to induce a nanofabrication process, either in

the form of material desorption or deposition, selectively in

a region where optical near-fields are present. Nowadays, the

optical near-field is understood as a virtual photon coupled

with an excited electron, called a dressed photon (DP). DPs

can interact with phonons in the crystal lattice structure of

nanomaterials in a coherent manner.7 The combined coupled

state of a DP and a coherent phonon, which is referred to as

dressed-photon–phonon (DPP), has a higher energy than

those of the DP and the incident photon.7 Therefore, a DPP

can induce photochemical reactions even under irradiation

with a low photon energy at which photochemical reactions

are conventionally inactive.8,9 Such a process has been called

a phonon-assisted process and has been applied to numerous

demonstrations, including photochemical vapor deposition,10

photolithography,11 the generation of smaller-scale struc-

tures using larger-scale templates via optical near-fields,12

and energy up-conversion devices,13 among others.

In particular, the DPP-based surface etching, or flatten-

ing, proposed by Yatsui et al., which planarizes the surfaces

of devices without any mechanical contact processes, is an

interesting and industrially important technique.8,9,14,15 It

selectively induces photochemical reactions in regions on a

surface where DPPs are excited, namely, in the vicinity of

regions possessing fine-scale rough structures, leading to

reduced surface roughness. Planarization of surfaces is im-

portant for various devices such optical elements,8 solid-

state materials, such as silicon wafers, diamonds,9 and so on.

There are, however, several unsolved, important issues

associated with DPP etching. The first concerns a suitable met-

ric for evaluating the surface roughness. Conventionally, the

roughness average, Ra, defined as the average of the absolute

values of the deviation from the average height, has been

widely used. However, by definition, Ra depends on the size of

the region-of-interest (ROI). Furthermore, with such a measure,

the effects provided by DPPs are concealed, and so it has been

difficult to obtain physical insights into the underlying mecha-

nisms which would serve to reveal the ultimate limitations of

the method and to improve/optimize fabrication processes.

In fact, with a view to resolving these issues, we have

previously proposed a parametric statistical spectrum

analysis method for evaluating surfaces flattened by DPP

etching.15 Furthermore, in Ref. 9, we developed another

measure, namely, the standard deviation of the height differ-

ences of two adjacent areas averaged over every l pixels,

inspired by the Allan variance16 that is widely applied in

evaluating the stability of time-domain signals. Specifically,

letting z
ðlÞ
k be the average height over every l pixels, the mea-

sure was defined as RðlÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

zðlÞ
kþ1
� zðlÞ

k

�2.
2

� �s
. These

methods allowed us to see the reduction in surface roughness

correlated with spatially finer/coarser structures.9,15

Nevertheless, important concerns still remain. One is

that both of the above-mentioned methods must convert the

original two-dimensional (2D) surface profile data to one-

dimensional (1D) data, on which the analysis is made.

Namely, the topology inherent in the experimental data is

destroyed, which is a large impediment to gaining an accu-

rate physical understanding of the mechanisms involved. By

overcoming these weaknesses, we will be able understanda)E-mail: naruse@nict.go.jp.
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the fundamental mechanisms of DPP etching, as well as the

physical and technological limitations.

In this letter, we propose a metric for evaluating surface

roughness while preserving the original topology, what we

call the two-dimensional, hierarchical surface roughness
measure, or THM for short. Furthermore, taking into consid-

eration the intrinsic hierarchical properties of dressed pho-

tons, we propose a simple physical model representing the

principal attributes of DPP etching. The resultant data agree

well with experiments.

We first review the principles of DPP etching proposed by

Yatsui et al.8 The surface of a device to be etched is irradiated

with a light beam. If the surface is rough, DPPs will be gener-

ated in the vicinity of the corresponding rough structures, and

photochemical reactions can be induced selectively in the

regions where the DPPs are generated.8,9 More specifically, in

the case of the experiments described below, chlorine gas (Cl2)

is filled in the space around the device to be processed, and

chlorine radicals (Cl•) are selectively produced from the Cl2
gas in the regions where DPPs are generated. The Cl• then

reacts with and etches the material, decreasing the local surface

roughness, or bumps. Once the rough structures are eliminated,

the DPPs will disappear, thus automatically terminating the

photochemical reaction process. This physical principle is sche-

matically shown in Fig. 1(a). In the experiment, the device

under study was a (001) GaN substrate, which was subjected to

30 min of irradiation with continuous-wave (CW) light having

a wavelength of 532 nm in a chlorine gas (Cl2) atmosphere at

200 Pa. Figures 1(b) and 1(c), respectively, show surface profile

images taken by an atomic force microscope (AFM) before and

after the etching process. The surface heights were measured at

256� 256 equally spaced sampling points in a 5 lm� 5 lm

area. The value of Ra decreased from 0.23 nm to 0.14 nm.

Now, assume that the height of a surface profile is given

by hði; jÞ, where the indexes ði; jÞ specify the position among

N � N sampling points. Both i and j are positive integers

ranging from 1 to N. The idea of the proposed measure,

THM, is (1) to evaluate the average height over l� l pixels

(denoted by h
ðlÞ
P ); (2) to see how h

ðlÞ
P differs from the average

height of its four neighbors, namely, the north (h
ðlÞ
N ), south

(h
ðlÞ
S ), east (h

ðlÞ
E ), and west (h

ðlÞ
W ) areas; and then (3) to calcu-

late the variance of such differences in the entire region of

the sample. A schematic illustration of h
ðlÞ
P is shown in

Fig. 2(a). As a function of the scale parameter, or the size of

the local area (l), the THM is defined by

r2
2DðlÞ ¼ h

ðlÞ
P �

h
ðlÞ
N þ h

ðlÞ
S þ h

ðlÞ
E þ h

ðlÞ
W

4

 ! !2* +
; (1)

where h i means taking the average over all areas of a given

sample. For simplicity, we assume that N and l are both

powers of 2. When the size of a single local area is given by

l ¼ 2k, there are in total N=2k � N=2k areas at the corre-

sponding scale, and the average height in an area specified

by ðs; tÞ, corresponding to h
ðlÞ
P in Eq. (1), is given by

hðlÞðs; tÞ ¼
X

m¼1���;l;

X
n¼1;���;l

hðl� ðs� 1Þ þm; l� ðt� 1Þ þ nÞ=l2:

(2)

Here, h
ðlÞ
N , h

ðlÞ
S , h

ðlÞ
E , and h

ðlÞ
W , respectively, correspond to

hðlÞðs; tþ 1Þ, hðlÞðs; t� 1Þ, hðlÞðsþ 1; tÞ, and hðlÞðs� 1; tÞ. The

indexes s and t are natural numbers ranging from 1 to N=2k.

In an experimental demonstration using GaN as the sam-

ple, N was 256, and we used scale parameters l of 1, 2, 4, 8,

32, and 64 pixels, corresponding to physical lengths of about

19.5, 39.0, 78.1, 156.2, 312.5, 625, and 1250 nm, respec-

tively. Figures 2(b) and 2(c) schematically represent the

scale- and position-dependent metric E
ðlÞ
P ¼ h

ðlÞ
P � ðh

ðlÞ
N þ h

ðlÞ
S

þh
ðlÞ
E þ h

ðlÞ
W Þ=4, which we call the hierarchical etching score

(HES), before and after the optical processing, respectively.

As demonstrated in Fig. 3(a), we can clearly see that the

FIG. 1. (a) Schematic illustration of the dressed-

photon–phonon etching. ((b) and (c)) Surface height

profiles of a (001) GaN substrate (b) before and (c)

after 30-min irradiation with CW light at a wave-

length of 532 nm in a Cl2 atmosphere at 200 Pa. The

roughness average, Ra, decreased from 0.23 nm to

0.14 nm.
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FIG. 2. (a) Schematic diagram of the proposed two-dimensional hierarchical surface roughness measure (THM). ((b) and (c)) The two-dimensional distribution

of the HES (E
ðlÞ
P ) (b) before and (c) after the DPP etching.

FIG. 3. (a) The THM, rðlÞ2D, based on experimental results for GaN surfaces. (b) Evaluation of THM, rðlÞ2D, with respect to the calculated surface profiles derived

through the proposed DPP etching model for different values of the maximum physical scale, lmax.
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dashed curve, which is the THM of the surface after DPP

etching, is reduced compared with the solid curve, which is

the THM of the surface before the etching.

As mentioned above, the surface etching is autono-

mously induced at locations where the DPPs are generated

by the roughness of the sample under study. We may envis-

age a physical picture in which etching is preferentially

induced in regions where a tiny bumps exist. Namely, the

etching may be dominated by the HES of the tiniest scale,

E
ð1Þ
P , concerning the surface roughness at the tiniest scale.

Based on such a picture, we can construct a physical model

of the DPP etching as follows:

(a) Calculate the HES at the tiniest scale, E
ð1Þ
P ¼ h

ð1Þ
P

�ðhð1ÞN þ h
ð1Þ
S þ h

ð1Þ
E þ h

ð1Þ
W Þ=4, at each of the positions

of a given device.

(b) Find the position that gives the maximum E
ð1Þ
P .

Decrease the height of that position by an amount Dh.

(c) Repeat the process until all values calculated at step (a)

above are smaller than a certain threshold value.

We applied the above surface etching strategy to the original,

unpolished surface profile of the GaN device. Through such

modeling, the resultant surface roughness indeed decreased

as compared with the original one, but the resulting THM,

r2
2DðlÞ, was as shown in Fig. 3(b-1), which did not agree

with the experimental reality shown in Fig. 3(a).

We should consider that this is clear evidence that the

DPP etching does not depend only on the finer structures. In

fact, dressed photons, or optical near-fields, appear in a hier-

archical manner depending on the spatial fine/coarse struc-

tures.17,18 Suppose that there are two spheres whose radii

are, respectively, given by aP and aS (Fig. 4(a)). The near-

field optical potential is given by18

VðrÞ ¼
XP

i¼S

expð�pr=aiÞ
r

: (3)

The scattered signal obtained from the interaction between

these two spheres is given by

IðrSPÞ �
����
ð ð
rrP

VðjrP � rSjÞd3rSd3rP

����
2

/ a3
P

aS

aP
cosh

paS

aP

� 	
� 1

p
sinh

paS

aP

� 	
 �
1

rSP
þ aP

pr2
SP

 !
exp �prSP

aP

� 	" #2

; (4)

where the center positions of the two spheres are, respec-

tively, given by rS and rP, and the distance between rS and

rP is given by rSP.18 We can consider that aS represents the

surface roughness, whereas aP indicates the size of the envi-

ronment, containing chlorine radicals that could interact with

the surface roughness. The effect of the interactions involv-

ing these two spheres is defined by the quantity given by

Eq. (4) divided by the square of the total volume of the two

spheres, so that the evaluation is made in the dimension of

per unit area. The solid, dotted, and dashed curves in

Fig. 4(a) indicate the normalized quantity given by Eq. (4)

divided by ða3
P þ a3

SÞ
2
, which represents the strength of the

interaction between the two spheres, as a function of aP

when aS is given by 10, 20, and 40 nm, respectively. Notice

that the peak of the signal is obtained when the sizes of the

two spheres are comparable. It turns out that, by regarding aS

as the spatial fine/coarse surface roughness of the structure,

the interaction may be stronger at a coarser scale, rather than

at a finer scale, when the roughness of the sample dominates

on a large scale. Therefore, we should modify the DPP

etching model by taking into account the hierarchical attrib-

utes of dressed photons, so that the surface flatness is eval-

uated on multiple scales, and a reduction in surface

roughness may be induced in a region that gives the maxi-

mum HES. Specifically:

(a0) Calculate the HES, E
ð1Þ
P ¼ h

ð1Þ
P � ðh

ð1Þ
N þ h

ð1Þ
S þ h

ð1Þ
E

þh
ð1Þ
W Þ=4, at each of the regions of a given device and

at multiple scales: l ¼ 1; 2; 4; � � � ; lmax. The maximum

scale considered is given by lmax.

(b0) Find the area that gives the maximum E
ðlÞ
P among all of

the calculated positions and scales. Decrease the height

of the corresponding area by an amount Dh.

(c0) Repeat the process until all values calculated at step

(a0) are smaller than a certain threshold value.

In this model, we modify the maximum scale to be consid-

ered, lmax, in step (a0) and investigate the physical scales that

affect the surface etching. The threshold at step (c0) was

assumed to be sufficiently small and was set at 0.1. Figure

3(b) shows the THM, r2
2DðlÞ, for different values of lmax,

FIG. 4. (a) The hierarchical nature of

near-field interactions based on two-

sphere model where the radii are, respec-

tively, given by aS and aP. (b) Simulated

time evolution of the roughness average

(Ra) with respect to the maximum physi-

cal scale in the DPP etching model.
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namely, 1, 2, 4, 8, 16, 32, and 64. We can see that the result-

ant r2
2DðlÞ is consistent with the experimental demonstrations

shown in Fig. 3(b-1) when lmax is 4, corresponding to a phys-

ical length of 78.1 nm. Also, Fig. 4(b) shows the simulated

time evolution of Ra depending on different lmax values. The

resultant Ra in the experiment was 0.14 nm, whereas the con-

verged Ra obtained through the modeling was 0.13 nm when

lmax was 78.1 nm. This is another indication of the consis-

tency between the proposed model and the experiment.

These results suggest that the hierarchical properties of

dressed photons inevitably affect the surface etching. With

this model, we can predict the converged surface characteris-

tics and the achievable flatness of given initial surfaces.

Finally, we remark on the converged surface character-

istics. Minimizing the HES to zero, in the best case, indi-

cates that the height at a particular area is equal to the

average of its surrounding areas. This is exactly the property

of the so-called harmonic functions, which are solutions of

Laplace’s equations.19 What is particularly different from

the conventional harmonic functions is that the solutions

should minimize the HES at multiple scales (not just at a

single scale). Nevertheless, such considerations inspired by

harmonic functions support the fact that completely flat

surfaces may not be the only converged pattern of DPP

etching.

In conclusion, we proposed a two-dimensional hierarch-

ical surface roughness measure (THM) for evaluating the

surface roughness of a surface planarized by DPP etching.

Taking into account the intrinsic hierarchical properties of

dressed photons, we built a simplified physical model of the

DPP etching, which agreed well with the experimental dem-

onstration. It clearly demonstrates that the DPP etching

involves multi-scale structures of the rough surface being

processed. This study has unveiled one fundamental mecha-

nism of nanofabrication, and we consider that the method

described here will help to predict the achievable perform-

ance of nanofabrication and to optimize fabrication

processes.
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Abstract We propose a novel method of coupling het-

erogeneous quantum dots at fixed distances and capsu-

lating the coupled quantum dots by utilizing nanometric

local curing of a photo-curable polymer caused by mul-

tistep electronic transitions based on a phonon-assisted

optical near-field process between quantum dots. Because

the coupling and the capsulating processes are triggered

only when heterogeneous quantum dots floating in a

solution closely approach each other to induce optical

near-field interactions between them, the distances

between the coupled quantum dots are physically guar-

anteed to be equal to the scale of the optical near fields.

To experimentally verify our idea, we fabricated coupled

quantum dots, consisting of CdSe and ZnO quantum dots

and a UV-curable polymer. We also measured the pho-

toluminescence properties due to the quantum-dot cou-

pling and showed that the individual photoluminescences

from the CdSe and ZnO quantum dots exhibited a trade-

off relationship.

1 Introduction

The field of nanophotonics has seen rapid progress in

recent years. Nanophotonics exploits the local interactions

between nanometer-scale particles via optical near fields in

order to meet the requirements of future optical

technologies [1]. An optical near field can also be descri-

bed as a dressed photon (DP), which is a quasi-particle

representing the coupled state of a photon and an electron

in a nanometric space [2]. By using the energy transfer

between semiconductor quantum dots (QDs) via DPs,

novel nanophotonic devices and systems have been real-

ized. Useful features such as compactness and low-energy

consumption have been experimentally demonstrated

[3–7].

A fundamental issue in implementing practicable

nanophotonic devices and systems that consist of coupled

QDs is the design and assembly of an appropriate nano-

metric setup using QDs to induce the intended optical near-

field interactions and corresponding optical far-field

responses [8]. Although there have been several reports of

self-assembled QD systems based on crystal growth [9–

12], coupling of heterogeneous QDs is not straightforward

due to their physical incompatibilities. Achieving more

diverse types of coupling and the corresponding optical

properties requires self-assembling methods for coupled-

QD devices consisting of heterogeneous QDs. Moreover, in

recent work by the authors, self-assembling techniques for

implementing nanophotonic devices and systems utilizing

optical near-field interactions have been studied with the

aim of producing an assembled structure that is the optimal

nanometric structure for each application [13–16].

Our proposed method utilizes nanometric local curing of

a photo-curable polymer solution via an induced phonon-

assisted process caused by optical near-field interactions

between heterogeneous QDs in order to fix their separation

and to capsulate coupled QDs in individual grains of cured

polymer. We present the principle of our novel photo-

curing method for coupling heterogeneous QDs and report

the photo response characteristics of coupled QDs obtained

in an experiment for verifying the proposed idea.
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2 Principle of phonon-assisted photo-curing

We have demonstrated that a DP can excite a multi-mode

phonon in a nanometric material, and excited phonon states

can couple with each other [14, 16–18]. The quasi-particle

representing this coupled state has been named a dressed-

photon-phonon (DPP). In our proposed photo-curing

method, we use the DPP for fixing heterogeneous QDs in a

solution of a photo-curable polymer. In order to induce

photo-curing in a self-assembled manner, the mixture in the

solution, in which the QDs freely float due to Brownian

motion, is irradiated with assisting light. Specifically, we

used CdSe- and ZnO-QDs dispersed in toluene and ethanol,

respectively. These QDs emit visible and ultraviolet (UV)

light, respectively. These solutions were mixed with a

UV-curable polymer, and the mixture was irradiated with

visible assisting light whose photon energy was sufficiently

high to excite excitons in the CdSe-QDs but too low to do

so in the ZnO-QDs and the photo-curable polymer.

An overview of our proposed method is given here. If

the number of QDs, or in the other words, their volume

density, is sufficiently high for the QDs to frequently

encounter each other, multistep excitation of the ZnO-

QDs occurs due to DPP interactions with neighboring

CdSe-QDs. Subsequently, the ZnO-QDs spontaneously

emit UV light, and the UV-curable polymer in their sur-

roundings is locally cured by absorbing the emitted UV

light. As a result, the separation between the CdSe-QDs

and ZnO-QDs is fixed, and the cured polymer capsulates

the QDs. This completes the phonon-assisted photo-cur-

ing. The spatial distribution of the DPP energy generated

on the surface of the QDs governs the volume of the

capsulated QDs, which is expressed by a Yukawa func-

tion [19]. Moreover, the coupled QDs to be capsulated

must be composed of heterogeneous QDs, CdSe and ZnO-

QDs in this case, because the above sequence is induced

only when the CdSe and ZnO-QDs encounter each other.

On the other hand, if the density is not sufficiently high in

the mixture and they rarely encounter each other, only the

CdSe-QDs spontaneously emit visible light by absorbing

the assisting light. In this case, no physical or chemical

reactions occur subsequently. The electronic transitions

related to the phonon-assisted photo-curing are explained

in the following:

When a solution containing a mixture of QDA (CdSe-

QDs of size aA), QDB (ZnO-QDs of size aB), and a

photocurable polymer is irradiated with assisting light, the

two types of QDs form a coupled state due to interactions

mediated by dressed-photon-phonons (DPPs) when the

distance between them, rAB, is equal to aA or aB or less. In

general, the state of the nanomaterial related to the DPP-

mediated interaction can be described by the direct product

of the electron state and the phonon state, jE; eli �
jE; phononi � : Here; jE; eli and jE; phononi, respectively,

represent the states of an electron and a phonon having

energy E. When the distance between the QDs and the

polymer molecules, rQP, becomes sufficiently smaller than

rAB, in other words, when rQP B rAB, the polymer mole-

cules exist in the DPP field at the surfaces of both QDs.

Therefore, the polymer molecules also form a coupled state

with both QDs. On the other hand, when rQP [ rAB, the

polymer molecules exist outside the DPP field. In this case,

the polymer molecules do not form a coupled state with

both QDs via the DPP-mediated interaction. In these two

cases, transition processes Process 1 and Process 2 shown

in Figs. 1 and 2 occur. Fixing of the distance between the

two QDs via Process 1, and capsulation of the coupled QDs

by curing of the polymer molecules in the vicinity via

Process 2 proceed in a self-organized manner. These

transition processes will be described below.

2.1 Process 1

First, the case where rQP B rAB will be described. In this

case, it is not just the two QDs but also the polymer mol-

ecules that interact via the DPP to form a coupled state.

The photocuring process in this case is composed of two

steps, as shown in Fig. 1.

2.1.1 Step 1

The initial ground state is the ground state of the coupled

QDs and polymer molecule, jEA:g;EB:g;EPoly:g; eli�
jEA:thermal;EB:thermal;Epoly:thermal; phononi. Here, Epoly.g and

Epoly.thermal represent the intrinsic energy of the electronic

ground state of the polymer molecules, and the intrinsic

energy taking into account the phonon distribution in

the thermal equilibrium state. This coupling is brought

about by the DPPs, and the initial coupled state transi-

tions to the intermediate state C01 E0A:ex;EB:g;Epoly:g; el
�� �

�
E0A:ex;EB:thermal;Epoly:thermal;
�� phononi þC02 EA:g;EB:g;

��
Epoly:g; eli � EA:thermal;E

0
B:ex;

�� Epoly:thermal; phononiþC03 EA:g;
��

EB:g;Epoly:g; eli � EA:thermal;EB:thermal;E
0
poly:ex;

��� phononi

where C01
�� ��2þ C02

�� ��2þ C03
�� ��2¼ 1

� �
which is a superposition

of the individual states in cases where an exciton exists in

QDA, QDB, or the polymer molecule. Here, Epoly:ex0 rep-

resents the intrinsic energy of the excited state of the

phonons in the polymer molecules, which have an energy

equal to the photon energy of the assisting light, hvassist.

Because this intermediate state is electronic-dipole for-

bidden, the contribution of the DPPs is indispensable in this

transition.
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2.1.2 Step 2

In the intermediate state, from the state where an exciton

exists in QDA, a photon having a photon energy equal to

the transition energy in QDA, EA.trans (= EA.ex - EA.g) is

generated by spontaneous emission. Here, the transition

energies of the two QDs, EA.trans and EB.trans, have the

relationship EA.trans \ hvassist \ EB.trans (=EB.ex - EB.g).

Because the energy EA.trans is smaller than the activation

energy of the polymer molecule, Epoly.act, in other words,

the energy difference between the excited state and the

ground state, Epoly.ex - Epoly.g, this light does not con-

tribute to the photocuring process. Therefore, the case

where an exciton exists in QDB or the polymer molecule

will be considered below. In other words, in Step 2, the

coupling of the two QDs and the polymer in the interme-

diate state is further excited by the assisting light and they

transition to the final state C002 EA:g;E
00
B:ex;Epoly:g; el

�� �
�

EA:thermal;E
00
B:ex;

�� Epoly:thermal; phononiþC003 EA:g;EB:g;Epoly:ex00 ;
��

eli � EA:thermal;EB:thermal;Epoly:ex00 ; phonon
�� �

(where C001
�� ��2þ

C002
�� ��2þ C003

�� ��2¼ 1), in which an exciton exists in either the

QDB or the polymer molecule. Here, because the energy

Epoly.ex’’, which represents the intrinsic energy of the exited

state in the polymer molecule, is larger than the activation

energy Epoly.act, the polymer is cured. Because this final

state is electronic-dipole allowed, the transition from the

intermediate state to the final state can be brought about by

propagating light, not just the DPP. This curing fixes the

distance between the two QDs.
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Fig. 1 Process 1 of the phonon-assisted QD-coupling method at the case of rQP B rAB
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42 N. Tate et al.

123

80



2.2 Process 2

Next, the case where rQP [ rAB will be described. The state

in which the two QDs are coupled via the DPP-mediated

interaction is represented by jEA;EB; eli � jEA;EB;

phononi. Here, EA and EB represent the intrinsic energies

of QDA and QDB, respectively. The photocuring process in

this case is composed of the following three steps, as

shown in Fig. 2.

2.2.1 Step 1

The initial state is the ground state of the coupled QDA and

QDB, jEA:g;EB:g; eli � jEA:thermal;EB:thermal; phononi. Here,

EA.g and EB.g are the intrinsic energies of the electronic

ground states of QDA and QDB, and EA.thermal and EB.thermal

represent the intrinsic energies taking account of the thermal

equilibrium distribution. The two QDs are excited by DPPs

and transition to the intermediate state C1 EA:ex0 ;j EB:g; eli �
EA:ex0 ;EB:thermal; phononj i þ C2 EA:g;

�� EB:g; eli � EA:thermal;j
EB:ex0 ; phononi (where |C1|2 ? |C2|2 = 1). Here, EA:ex0 ;j
EB:g; eli � EA:ex0 ;EB:thermal; phononj i is the state where an

exciton exists in QDA and EA:g;EB:g; el
�� �

� EA:thermal;j
EB:ex0 ; phononi is the state where an exciton exists in QDB.

The energies EA.ex’ and EB.ex’ represent the intrinsic energies

of the excited states of the electron or phonon in QDA and

QDB, respectively, which have energies equal to the photon

energy of the assisting light, hmassist, as shown in Fig. 2.

Because this intermediate state is electronic-dipole forbid-

den, the contribution of the DPP is essential in this transition.

After the transition described above, the exciton in

QDA relaxes from the state EA:ex0 ;EB:g; el
�� �

� EA:ex0 ;j
EB:thermal; phononi to the lowest excited state jEA:ex;

EB:g; eli � jEA:ex;EB:thermal; phononi within a short time.

Then, light having a photon energy corresponding to the

transition energy of QDA, EA.trans, is generated by a

spontaneous emission process; however, as with Process 1,

this light does not contribute to the photocuring process.

2.2.2 Step 2

Similar to above, because the spontaneous emission from

the state in which the exciton exists in QDA does not

contribute to the photocuring process, only the transition

from the state EA:g;EB:g; el
�� �

� EA:thermal;EB:ex0 ; phononj i
in which an exciton exists in QDB will be described here.

In other words, in Step 2, the two QDs in the intermediate

state are excited by the assisting light and transition to the

final state EA:g;EB:ex00 ; el
�� �

� EA:thermal;EB:ex00 ; phononj i.
Here, the energy EB.ex0 0 ([EB.ex0) represents the intrinsic

energy possessed by the excited state in QDB. Because this

final state is electronic-dipole allowed, this transition can

be induced by propagating light, not just the DPP.

2.2.3 Step 3

After being excited to the final state described above, the

exciton in QDB relaxes to the lowest excited state

jEA:g;EB:ex; eli � jEA:thermal;EB:ex; phononi within a short

time. Then, propagating light having a photon energy

corresponding to the transition energy EB.trans of QDB is

generated by a spontaneous emission process. Because

EB.trans is sufficiently larger than the activation energy of

the polymer molecules, Epoly.act, the polymer molecules

absorb the propagating light generated in this way,

becoming excited. The generated propagating light is a

spherical wavefront, and therefore, the probability of

absorption by the polymer molecules in the vicinity of the

two QDs is higher than the probability of absorption at a

distance. Therefore, the polymer is cured close to the two

QDs, and capsulation of the two QDs thus proceeds.

3 Experimental results

Figure 3 shows the energy conditions for an experiment

conducted to verify the proposed method. These conditions

fulfill the previously described energy conditions for

inducing the sequential process of the phonon-assisted

photo-curing. We used commercially available CdSe-QDs

(Ocean Optics; Evidot) and ZnO-QDs prepared by sol–gel

synthesis using photo-induced desorption [15]. The QD

solutions were then dispersed in a UV-curable polymer

(NORLAND; NOA 65) and irradiated with assisting light

emitted from a 120 mW laser diode with a photon energy

of 2.71 eV. The total amount of the mixed solution was

limited to 50 lL to maintain spatially uniform illumina-

tion. This volume contained about 1014 CdSe-QDs and

about 1012 ZnO-QDs. Under these experimental condi-

tions, the QDs can be assumed to encounter each other at a

QDA:
CdSe-QD

QDB:
ZnO-QD

UV-curable
polymer molecule

el
ec

tr
on

 e
ne

rg
y 

[e
V

]

=2.03 [eV]=2.71 [eV]
EA.transhνassist

=3.40 [eV]
EB.trans

=3.26 [eV]
Epoly.act

Fig. 3 Practical energy conditions of the materials used for the

experimental verification: two heterogeneous QDs, CdSe-QDs and

ZnO-QDs, and a UV-curable polymer (Norland, NOA 65)
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sufficiently high frequency to induce the phonon-assisted

photo-curing.

First, we verified the effect of the phonon-assisted

process by direct observation of the locally cured poly-

mer material. During irradiation of the assisting light, the

polymer material in the mixture continued to be cured in

a self-organized manner, as we previously described, and

the volume of the cured polymer in which coupled QDs

were capsulated increased. Figure 4a shows observed

AFM images of a sample on a Si substrate after irradi-

ation with the assisting light for 0–30 min. As shown, a

number of spherical grains, which were formed of

locally cured polymer capsulating coupled QDs, were

observed. As summarized in Fig. 4b, the average diam-

eter of the grains increased as the irradiation time of the

assisting light increased, and then saturated, as repre-

sented by the solid line. The saturated diameter was

determined by both the rate of occurrence of the phonon-

assisted process and the energy absorption rate of the

polymer material.

Second, photoluminescence (PL) spectral properties of

the coupled QDs capsulated in the photo-cured grains were

investigated. By irradiating the grains with 3.82 eV exci-

tation light from a He-Cd laser, whose photon energy was

sufficiently high to excite both CdSe and ZnO-QDs, as

shown in Fig. 5, the preferred DP energy transfer from

ZnO-QDs to CdSe-QDs is expected to occur only in the

case where these two are coupled. As a result of this

transfer, the decreases and increases in the PL intensities

from these QDs are expected to vary in an anti-correlated

manner. That is, the PL intensity from the CdSe-QDs

increases while that from the ZnO-QDs decreases. We

measured the relation between irradiation time of the

assisting light used for capsulation and the PL intensities

from both QDs. Because the surrounding polymer mostly

absorbs the PL light emitted from the excited state of an

exciton in the ZnO-QDs, we measured the emission

intensities from the defect levels in the ZnO-QDs, which

are proportional to that from the excited state.

Figure 6a shows the obtained emission spectra of the

coupled QDs capsulated using various irradiation times of

the assisting light. The left- and right-hand spectra, whose

peak energies were lower and higher than 2.34 eV, repre-

sent PL from the lowest excitation level of the CdSe-QDs

and the defect levels in the ZnO-QDs, respectively. The

peak energies of the two spectra were 2.21 and 2.61 eV,

respectively. As summarized in Fig. 6b, the expected

decrease and increase in emission intensities from the

CdSe- and ZnO-QDs in an anti-correlated manner were

successfully observed. These results indicate that coupled

QDs selectively consisted of both CdSe and ZnO-QDs, and

that the number of coupled QDs gradually increased during

irradiation with the assisting light.

4 Summary

We have described the principle of a phonon-assisted self-

organized photo-curing method for fixing the separation

between heterogeneous QDs and capsulating them. The
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Fig. 4 a AFM images of the

sample dispersed on a Si

substrate and irradiated for

30 min. b Growth of the grain

structures depended on the
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light. The solid line represents

theoretically predicted values
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Fig. 5 Preferred optical energy transfer from ZnO-QD to CdSe-QD

by irradiation with excitation light. The trade-off of the emission

intensity, where the intensity of the CdSe-QDs increases and that of

the ZnO-QDs decreases, can be induced only when the QDs are

coupled to each other
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proposed method utilizes a phonon-assisted excitation

process between QDs and a photo-curable polymer. We

verified the effectiveness of our technique via an experi-

ment using sample solutions containing CdSe-QDs, ZnO-

QDs, and a UV-curable polymer. Moreover, we observed

the expected characteristic optical responses of the sample,

demonstrating the validity of our idea.

Under the conditions used in our experiment, the cou-

pling processes, Processes 1 and 2 described above, con-

tributed to fixing the separation between the QDs and

capsulating them, respectively. Further experiments con-

ducted under various conditions will be required to reveal

the differences in the characteristics of the coupled QDs

fabricated by each process. Moreover, it is expected that

further studies will confirm the discussion in our recent

research work [6], namely, that the most appropriate

combination ratio of multiple heterogeneous QDs for

inducing optical near-field interactions is not necessarily

one-to-one, but one-to-many.
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We investigate the effects of laser irradiation on the self-assembly of MnAs nanoparticles during

solid-phase decomposition in a GaAs matrix. It is found that laser irradiation suppresses the growth

of MnAs nanoparticles from small to large size, and that the median diameter D1 in the size

distribution of small MnAs nanoparticles depends on the incident photon energy E following

D1�E�1/5. We explain this behavior by the desorption of Mn atoms on the MnAs nanoparticle

surface due to resonant optical absorption, in which incident photons excite intersubband electronic

transitions between the quantized energy levels in the MnAs nanoparticles. VC 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4765355]

Ferromagnetic metallic nanoparticles embedded in a

semiconductor matrix are attractive because of their possible

applications in nano-scale spintronic devices, such as nano-

scale magnetic memory and single-electron spin transistor.1

Besides, ferromagnetic metallic nanoparticles can exhibit

rich quantum phenomena, such as spin-dependent transport,

Coulomb blockade, and quantum-size effects. A model sys-

tem of ferromagnetic granular materials is MnAs nanopar-

ticles embedded in a GaAs matrix (here referred to as

GaAs:MnAs). This system can be obtained by thermal

annealing of (Ga,Mn)As alloy at high temperature (500–

600 �C).2 When annealing (Ga,Mn)As at around 500 �C,

zinc-blende (ZB) MnAs nanoparticles are formed in a GaAs

matrix due to solid-phase decomposition.3 Subsequent

annealing at higher temperature (>550 �C) results in more

chemically stable MnAs nanoparticles of hexagonal (Hex)

NiAs-type phase.4 The ZB MnAs nanoparticles have been

shown to exhibit spin-induced electromotive force and huge

magnetoresistance,5 while the Hex MnAs nanoparticles have

been shown to be good spin injectors/detectors6–8 and to

have quite long spin-relaxation time.9 Controlling the size of

MnAs nanoparticles during solid-phase decomposition is

very important for realistic applications. In a previous study,

we have shown that the size and the distance between MnAs

nanoparticles can be controlled to some extent by utilizing

the thermodynamic spinodal decomposition technique.10

However, statistical fluctuation of the particle size still

remains. A more effective technique to actively control the

particle size is highly required.

It is known that laser irradiation can induce desorption

of atoms on the surfaces of nanoparticles or thin films due to

optical resonant absorption.11,12 In such a process, a nano-

particle is electronically excited by, for example, surface

plasmon absorption. The absorbed energy is transferred from

the electronic system to the atomic system on the surface,

which is then spent for atomic desorption. Since the resonant

photon energy depends on the particle size, laser-induced

desorption can be used to fabricate very homogeneous nano-

particles during gas-phase deposition,13 and to control the

particle size during liquid-phase self-assembly of nanopar-

ticles.14,15 However, such phenomena in solid-phase self-as-

sembly of nanoparticles have not been investigated so far. In

this letter, we report on the effects of laser irradiation on the

self-assembly of MnAs nanoparticles during solid-phase

decomposition in a GaAs matrix. We show that laser irradia-

tion can suppress the growth of MnAs nanoparticles from

small to large size, and that the median diameter D1 in the

size distribution of very small nanoparticles depends on the

incident photon energy E as D1�E�1/5. We explain this

relationship by resonant optical absorption, in which incident

photons excite intersubband electronic transitions between

the quantized energy levels in the MnAs nanoparticles. Our

result shows that laser-irradiation can be used for active con-

trol of the size of nanoparticles during solid-phase self-

assembly.

Our experimental procedure is as follows. A 6 nm-thick

(Ga0.8,Mn0.2)As layer was grown by low-temperature molec-

ular beam epitaxy on a 0.5 mm-thick GaAs semiconductor

wafer at 234 �C. Then, a 2.1 nm-thick AlAs layer and a

3 nm-thick GaAs cap layer were successively grown on the

top of the (Ga0.8,Mn0.2)As thin film. These layers prevent

diffusion of Mn atoms to the surface during subsequent high

temperature thermal annealing (HTTA). Next, a 10 nm-thick

SiO2 cap layer was deposited on the top by sputtering to pre-

vent As evaporation during HTTA. Then, the wafer was

cleaved into small samples with size of about 1 cm� 1 cm.

These small samples were mounted on a 5 cm� 5 cm

stainless-steel holder by indium solder and loaded into a vac-

uum chamber equipped with a heater (�1200 W) and glass

windows for laser irradiation, as illustrated in Fig. 1(a). Two

thermocouples, one is in contact with the stainless-steel

holder and the other is in contact with the heater, were used

to monitor the temperature of the samples and the heater. In

the following, temperature means the sample temperature if

not explicitly stated. The samples were thermally annealed

and irradiated by lasers following the sequence shown ina)P. N. Hai and W. Nomura contribute equally to this work.
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Fig. 1(b). The samples were first heated up to 480 �C and

then kept at 480 �C for 10 min. A feedback control loop of

the heater power is used to keep the temperatures of the

heater and the holder constant. During this annealing, solid-

phase spinodal decomposition occurred and very small ZB

MnAs nanoparticles (2–3 nm) were formed.5 After that, the

samples were heated up to 580 �C. During this final heating,

the ZB MnAs nanoparticles continue to grow and reach their

final sizes. Finally, the samples were kept at 580 �C for

10 min. At this final stage, the ZB MnAs nanoclusters are

transformed to more chemically stable Hex MnAs nanoclus-

ters, which can be easily observed by transmission electron

microscopy (TEM). During this thermal annealing, we irradi-

ated the samples with solid-state lasers with wavelength

k¼ 1500, 850, 671, and 532 nm. Figure 2(a) shows the sam-

ple number, the corresponding laser wavelength k, and the

incident photon flux F. Figure 1(c) shows a representative

TEM image of sample 4, which was annealed under irradia-

tion of a laser with k¼ 671 nm and F¼ 4� 1018 cm�2 s�1.

The size distributions of MnAs nanoparticles were investi-

gated by TEM images with areas of 0.36� 0.36 lm2.

Figure 2(b) shows the distribution of particle diameter D
of sample 1, which was annealed without laser irradiation.

There is a large peak (noted as peak II) at 7.65 nm, corre-

sponding to the mean diameter due to spinodal decomposi-

tion.10 During spinodal decomposition process, the driving

force of particle formation is the reduction of thermody-

namic free energy. There is also a very small peak (noted as

peak I) at 2.90 nm, on which we will discuss later. Next, we

investigate the particle diameter distributions of samples 2-5

(Figs. 2(c)–2(f)), which are irradiated by laser light with

k¼ 1500, 850, 671, and 532 nm, respectively. A striking fea-

ture in the distributions of the irradiated samples is that peak

I is strongly enhanced. This enhancement of peak I can be

more clearly seen in Fig. 3(a), in which the normalized peak

heights (peak count/total count) of peak I and II of samples

2-5 are shown (filled rectangles and circles, respectively).

With increasing the photon energy, the height of peak I is

gradually increased, while that of peak II is gradually

decreased. That is, the number of very small nanoparticles

increases while the number of larger nanoparticles decreases

due to laser irradiation. For k¼ 532 nm, peak I is even higher

than peak II. This result clearly indicates that laser irradia-

tion suppresses the growth of MnAs nanoparticles from

small to large size, which is consistent with the laser-induced

desorption of atoms on the surfaces of nanoparticles.11,15

Let us discuss on the possibility of heating effect on the

particle growth due to laser irradiation. To estimate the tem-

perature increase at the sample surface due to laser irradia-

tion, we solved the thermal diffusion equation assuming that

the thermal conductivity of GaAs substrates at 480–580 �C is

�0.1 WK�1 cm�1 (Ref. 16), and the stainless-steel holder is

FIG. 1. (a) Schematic illustration of our experiment setup. (b) Experimental

sequence of thermal annealing and laser irradiation for solid-phase formation

of MnAs nanoparticles in a GaAs matrix. (c) Representative transmission

electron microscopy image of a sample which was annealed under laser irra-

diation with a wavelength of 671 nm and a photon flux of 4� 1018 cm�2 s�1.

FIG. 2. (a) Sample number, and corresponding laser wavelength and photon

flux. (b) Particle diameter (D) distribution of sample 1 (annealed without

laser irradiation.) (c)-(f) Particle diameter distributions of samples 2-5 (irra-

diated by laser light with wavelength k¼ 1500, 850, 671, and 532 nm,

respectively.) Solid curves are Gaussian fittings.
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a heat sink due to the feedback control of the heater power.

We estimated that the sample surface temperature is

increased by only 2 �C even for the largest incident optical

power density of 3.5 W cm�2 for sample 5. Furthermore, in

the case of solid-phase decomposition, the increase of tem-

perature should enhance the growth of particles with larger

size, rather than suppress it. This is because the thermody-

namic free energy gain (loss) due to absorption (desorption)

of Mn atoms from (to) the GaAs matrix increases with

increasing temperature.10 As a result, if heating due to laser

irradiation is dominant, the absorption rate of Mn atoms

should increase, while the desorption rate should decrease

with increasing temperature, resulting in larger nanoparticles.

This was indeed experimentally observed in previous

reports.4,17 Therefore, the suppression of particle growth

observed in our experiment cannot be explained by the heating

effect. (Note that the temperature-dependence of solid-phase

decomposition is significantly different from that of gas-phase

formation of nanoparticles. In gas-phase formation of nano-

particles, the energy loss due to desorption is temperature-

independent. Thus, the desorption rate can increase with

increasing temperature due to larger thermal excitation.)

Figure 3(b) shows the median diameters D1 and D2 of

peak I and II as a function of photon energy E, where D1 and

D2 were estimated by fitting the size distributions to Gaus-

sian functions. Data of samples 2-5 are shown by filled rec-

tangles (peak II) and circles (peak I). One can see that peak I

can be fitted by the relation D1�E�1/5 (solid line). This

result shows that we can control the size of small nanopar-

ticles by changing the laser photon energy. Interestingly, by

defining a “background” photon energy of 0.45 eV corre-

sponding to the peak of the black-body radiation spectrum of

the heater (1050 K) for sample 1, we found that the median

diameter of peak I of sample 1 also agrees with the above

relation (blank circle). We suggest that peak I of sample 1

may occur due to optical absorption of the black-body radia-

tion from the heater.

The E-dependence of D1 can be understood by the reso-

nant optical absorption process; for each E, there is an opti-

mum resonant size Dr of nanoparticles at which photon

energy is strongly absorbed. The rate equation for nanopar-

ticle growth in this process is given by dV=dt ¼ aS� bVF,

where V ¼ 1
6
pD3 is the particle volume, S¼pD2 is the parti-

cle surface area, and a, b are proportional coefficients. Note

that a is a constant as long as D is small, and b is a strong

function of D which reflects the resonant absorption process.

At equilibrium, dV/dt¼ 0, the particle size is a solution of

bðDÞ ¼ 6a
FD

: (1)

We can see that as long as b(D) is close to a delta-function

of D at the resonant size Dr, i.e., b(D)� d(D�Dr), solutions

of Eq. (1) are always very close to Dr and do not depend

much on F, which is good for robust control of the nanopar-

ticle size. This resonant optical absorption effect explains the

systematic E-dependence of D1. In contrast, D2 shows no

systematic E-dependence. However, the change of D2 is

indeed related to that of D1, because Mn atoms that dissolved

back to the matrix from the surface of small particles due to

the laser-induced desorption effect can participate in the

growth of large particles.18

The blue shift of optical resonant energy of absorption

in very small nanoparticles (D� 3 nm) with decreasing the

particle size has been observed for Ag nanoparticles, and is

usually explained by the size-dependence of plasmon reso-

nance energy due to the quantum-size effect of nanopar-

ticles.19 Using a simple model of free electrons in a cubic

box with sides L and infinite surface potential, Genzel et al.
have shown that the plasmon frequency xP for a small nano-

particle is modified as19

xP
2 ¼ xM

2 þ p
2

vF

2L=p

� �2

� yþ vF

2L=p

� �2

: (2)

Here, xM is the surface plasmon frequency without damping,

vF is the Fermi velocity, and y is the damping frequency. The

size-dependent plasmon resonant absorption effect, however,

cannot describe our results due to the following reasons.

First, Eq. (2) predicts that E ¼ �hxP depends on L at most by

FIG. 3. Photon energy (E) dependence of (a) the normalized peak height and

(b) the median diameters D1 and D2 of peak I (D� 2–3 nm) and peak II

(D� 7 nm), respectively. Filled circles and rectangles are data of peak I and

peak II for samples 2-5, respectively. Blank circles and rectangles are the

data of sample 1 with a defined “background” photon energy of 0.45 eV cor-

responding to the peak of the black-body radiation spectrum of the heater

(1050 K). Dashed lines in (a) are guides for the eyes. Solid line in (b) shows

the relationship D1�E�1/5.
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�1/L rather than 1/L5. Lushnikov and Simonov also calcu-

lated Eq. (2) by taking into account the electron-electron

interactions and reached a more complicated relation, but the

L-dependence of E is not much different from that of Eq.

(2).20 Second, the change of the plasmon resonant energy is

of the order of 0.1 eV (Refs. 19 and 20), while our results

show the change in photon energy of the order of 1 eV.

Third, xP decays not to zero but to the classical surface plas-

mon frequency
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xM

2 � c2
p

for large L.

Beside the resonant surface plasmon excitation, it has

been predicted that there are also resonant intersubband elec-

tronic excitations due the quantized electron energies in very

small nanoparticles.19 Bachelet et al. have calculated the

density of states (DOS) for a very small cubic nanoparticle

with sides L, which is shown in the inset of Fig. 4.21 They

have shown that DOS in very small nanoparticles with high

surface potential can have many periodic delta-function-like

peaks, as illustrated in Fig. 4. In such a cube, electronic ener-

gies are quantized due to the quantum size effect. A DOS

peak occurs at an energy level EPeak with a high degree of

degeneracy. Resonant optical absorptions corresponding to

the intersubband electronic transition between those DOS

peaks can occur below or above the surface plasmon fre-

quency.19 Unlike the plasmon energy �hxP, the intersubband

electronic transition energy DEPeak rapidly decays to zero as

the particle size increases, which can explain our result.

Next, we estimate the order of DEPeak. In Ref. 21, a value of

DEPeak� 1.5n is predicted for a particle with size of 125

atoms, where n is the overlap integral energy between elec-

tron wavefunctions of adjacent atoms. Taking a reasonable

value of n� 1 eV for metallic nanoparticles, DEPeak is about

1.5 eV for a particle of 125 atoms. In fact, sample 4 with

very small MnAs nanoparticles with a mean size of 139 Mn

atoms has resonant photon energy of 1.85 eV, which is in

good agreement with the above expected value. Last but not

least, it is shown that DOS peaks come mostly from the elec-

tronic states near the particle surface. This suggests that the

intersubband electronic excitation would occur near the sur-

face, and the energy transfer process from the electronic sys-

tem to the atomic system at the surface may be effective.

In conclusion, we have shown that laser irradiation can

suppress the growth of MnAs nanoparticles from small to

large size, and that the median diameter D1 of very small

nanoparticles depends on the incident photon energy E as

D1�E�1/5. We explain this behavior by the desorption of

Mn atoms on the MnAs nanoparticle surface due to resonant

optical absorption, in which incident photons excite intersub-

band electronic transitions between the quantized energy lev-

els in MnAs nanoparticles. Our result gives hints to the

control of the self-assembly process of very small metallic

nanoparticles during solid-phase decomposition.
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Abstract
We obtained an atomically flat diamond surface following dressed photon–phonon (DPP)
etching using 3.81 eV light and O2 gas. We obtained a surface roughness (Ra) of 0.154 nm for
Ib-type (1 1 1) diamond and 0.096 nm for Ib-type (1 0 0) diamond. To evaluate the surface
roughness, we grouped the surface into bins of width l and introduced the standard deviation
of the height difference function for a given separation l, which allowed us to determine the
height variation of the surface. Based on the calculation of standard deviation, the
conventional adiabatic photochemical reaction did not remove the small surface features,
while DPP etching decreased the surface roughness for all length scales.

(Some figures may appear in colour only in the online journal)

Realization of ultra-flat diamond substrate surfaces is required
for a variety of future applications, including light-emitting
devices [1], power devices [2] and quantum communication
[3]. Although mechanical polishing has been used to flatten the
surfaces, there are difficulties due to the hardness of diamond.
We have developed a non-contact self-organized near-field
etching [4] capable of producing atomically flat diamond.

The optical near-field is a virtual photon coupled with an
excited electron. The quasiparticle representing this coupled
state has been called a dressed photon (DP) with a greater
amount of energy than a free photon due to the contribution
from the energy of the coupled electron. The DP has been
theoretically described by assuming a multipolar quantum
electrodynamic Hamiltonian in a Coulomb gauge and single-
particle states in a finite nano-system [5]. After a unitary
transformation and some simple calculations, the creation and
annihilation operators of the DP are expressed as the sum of the
operators of the free photon and an electron–hole pair. The DP
also interacts with the crystal lattice structure of nanomaterials
by coupling with the multimodes of the phonons. As a

result, the DP can couple with the phonons in a coherent
state [6], and the combined coupled state of DP and coherent
phonon quasiparticle, referred to as a dressed photon and
phonon (DPP), has a higher energy than the DP or the incident
free photon. Numerous experiments have been reported, in
which the results were explained by DPP theory, including
photochemical vapour deposition [7], photolithography [8],
visible-light water splitting [9], photovoltaic devices [10]
and energy up-conversion devices [11]. Based on these
theoretical studies and experiments, we succeeded in realizing
an Ångström-scale flattened glass substrate [4]. Here, we apply
this method to a diamond substrate.

When non-focused propagating light is irradiated on the
substrate, a DPP is generated at the protrusions of the substrate
(figure 1(a)). If the dissociation energy, Ed, of the etching gas
is higher than the photon energy, E, of the propagating light,
the conventional adiabatic photochemical reaction of the gas
is avoided. However, due to the higher energy of the DPP,
the etching gas is selectively dissociated at the protrusions
on the surface (figure 1(b)). The dissociated etching gas
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Figure 1. Schematic of DPP etching. (a) Etching gas (absorption
edge energy Eab) is selectively photodissociated at the protrusions
and the activated etching gas atoms etch away the protrusions.
(b) Magnified schematic of (a). (c) DPP etching automatically stops
when the substrate becomes sufficiently flat.

then etches away the surface features, and the etching process
automatically stops when the surface becomes flat (figure 1(c)).

We used O2 gas to perform DPP etching on a diamond
substrate, which has a dissociation energy of 5.12 eV (Ed) [12].
A continuum wave He–Cd laser with a wavelength of 325 nm
(3.81 eV) and an excitation power of 0.8 W cm−2 was used
to dissociate the O2 gas through a DPP reaction, inducing
the oxygen radical O∗ to produce an ultra-flat surface. This
photon energy is lower than Ed, so that the conventional O2

adiabatic photochemical reaction is avoided. Note that a laser
power density of the order of W cm−2 is 1015 times smaller than
that of multiple photon processing using an ultra-short pulse
laser [13]. Therefore, the DPP etching process did not originate
from a conventional multiple photon excitation process [14].

We used a single-crystalline diamond substrate grown
under high pressure and high temperature [15]. We performed
the DPP etching under atmosphere conditions using a Ib-type
(absorption band edge of 3.02 eV) diamond (1 1 1) substrate
prepared by cleaving. The surface roughness, Ra , was
evaluated using an atomic force microscope (AFM), in which
all images were obtained using tapping mode and a cantilever
with a 15 nm tip diameter. Figures 2(a)–(c) show typical
AFM images with a 10 µm × 10 µm of scanning area before
DPP etching, after 30 min of etching and after 60 min of
etching, respectively. The scanned area was 256 × 256
pixels with a spatial resolution of 40 nm. The Ra value
before etching was 0.660 nm (figure 2(a)), comparable to
the reported value of the ultra-flat substrate [16]. We
confirmed that the standard deviation of Ra for figure 2(a)
was small (0.0022) through 20 times repeated measurements.

Figure 2. Typical AFM images of the Ib-type diamond (1 1 1)
substrate with a 10 µm × 10 µm scanning area. Etching time T :
(a) 0 min (before etching), (b) 30 min and (c) 60 min with a surface
roughness Ra of (a) 0.660 nm, (b) 0.242 nm and (c) 0.236 nm,
respectively. (d) Cross-sectional profile along the white dashed lines
in (a)–(c).

Hence, we considered that the change in the Ra value due
to the change in the shape of the cantilever apex could be
excluded. By comparing figures 2(a)–(c), we found that the
Ra value decreased to 0.236 nm after 60 min of DPP etching.
The cross-sectional profiles along the white dashed lines in
figures 2(a)–(c) show that a large step (4.3 nm) was observed
in figure 2(a) (before DPP etching); however, as shown inside
the dashed white ellipse, flat surfaces without a large step were
obtained after DPP etching (figures 2(b) and (c)). We also
obtained AFM images with a 5 µm × 5 µm scanning area.
Figures 3(a), (b) and (c) correspond to figures 2(a), (b) and
(c), respectively. The scanned area was 256 × 256 pixels with
a spatial resolution of 20 nm, which was comparable to the
tip diameter of the cantilever. These smaller scanning area
images were confirmed to have similar Ra decreases (from
0.457 to 0.154 nm). In addition, we compared the cross-
sectional profile of the bump indicated as A–A′ in figure 3(a)
and C–C′ in figure 3(c) (see figure 3(d)). This revealed a drastic
reduction in height (from 11.32 to 5.82 nm) and a full-width
at half-maximum (FWHM) from 103 to 83 nm. These results
support the DPP etching and show flattening of the surface, as
described above.

Figure 3(e) shows the cross-sectional profiles of
figures 3(a)–(c), showing the decrease in the surface
roughness. Additionally, 60 min DPP etching resulted in an
ultra-flat surface with atomic steps. Based on the (1 1 1) crystal
plane of the substrate, we calculated the size of each step
in units of the lattice spaces, a, as 0.206 nm. The dashed
horizontal lines in figure 3(f ) show the average height of each
terrace. The average heights were not exactly the same but
close to integer multiples of a, because the height was an
average value along each step as long as 200 nm, indicating
that the observed flat terraces were atomic steps of the diamond
(1 1 1) plane.
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Figure 3. Typical AFM images of the Ib-type diamond (1 1 1)
substrate with 5 µm × 5 µm scanning area. Etching time T :
(a) 0 min (before etching), (b) 30 min and (c) 60 min with a surface
roughness, Ra , of (a) 0.457 nm, (b) 0.181 nm and (c) 0.154 nm,
respectively. (d) Cross-sectional profile along A–A′ in
figure (a) and C–C′ in (c). (e) Cross-sectional profiles of (a)–(c).
(f ) Magnified profile of (e).

The parameter Ra is an arithmetic average of the absolute
values of the surface height deviations measured from the best-
fitting plane (as shown in the blue dashed line in figures 4(a)
and (b)), which was used to produce AMF images with tilt
compensation using the third-order least-squares method. The
Ra value is given by

Ra = 1

L

∫ L

0
|z(x)|dx ∼= 1

n

∑n

i=1
|z(xi)|,

where |z(xi)| are the absolute values measured from the best-
fitting plane and L is the evaluation length. Physically, dx

corresponds to the spatial resolution in the measurement of
f (x) and n is the number of pixels in the measurement; n =
L/dx. This gives information about the surface roughness,
but it is the average value of the roughness for an entire
region. Consequently, we calculated the standard deviation
of the height difference function R(l) (=

√
〈(zk+1 − zk)2/2〉),

figure 4(b)) [17], where l is the bin size and separation, z is
the height and zk is the average z value of the bin. Using
R(l), we found contributions of different length scales to the
overall surface roughness. The scanned area of all images was
256 × 256 pixels with a spatial resolution of 20 nm.

Curves T0 3.81 and T60 3.81 in figure 4(c) represent the R(l)

at etching times of 0 and 60 min, respectively. These results

Figure 4. Schematic of (a) surface roughness Ra and (b) standard
deviation R(l). (c) Calculated values of R(l). T0 325 (0 min), T30

(30 min) and T60 (60 min). (d), (e) Schematic of the conventional
adiabatic photochemical etching.

indicated that the value of R(l) decreased for all values of l.
The order of magnitude of the R(l) values was comparable to
the Ra values, and R(l) decreased as the Ra value decreased.
We also performed conventional photochemical etching using
5.82 eV light (λ = 213 nm, 20 Hz, pulse width = 5 ns),
with a photon energy higher than Ed of 5.12 eV. This induced
an adiabatic photochemical reaction in the gas. Etching for
60 min with 5.82 eV light resulted in a drastic decrease in
the surface roughness from 0.949 nm (Ra 0 5.82) to 0.461 nm
(Ra 60 5.82). However, by comparing the R(l) curves for
5.82 eV etch, T0 5.82 (0 min) and T60 5.82 (60 min) in figure 4(c),
we found that R(l) remained unchanged for l = 20 nm.
Because the tip of the protrusion on the substrate had a larger
surface area and a higher etching rate, we expected a reduction
in surface roughness. However, 5.82 eV light induced the
adiabatic photochemical reaction of the gas (figure 4(d)),
which did not selectively etch the protrusions. Thus, etching
with 5.82 eV light did not change the profiles of the nano-scale
surface roughness (figure 4(e)).

We performed DPP etching using IIa-type (absorption
band edge of below 5.50 eV [18]) diamond (1 1 1) with a
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Figure 5. (a) Dependence of Ra values on the etching time T with
3.81 eV light. (b) Calculated values of R(l) for the (1 1 1) substrate.
(c) Calculated values of R(l) for the (1 0 0) substrate.

continuum wave He–Cd laser with a wavelength of 325 nm
(3.81 eV) and an excitation power of 0.8 W cm−2. Figure 5(a)
shows the decrease in Ra from 0.294 to 0.166 nm. In addition,
DPP etching was performed on a diamond (1 0 0) substrate.
The (1 0 0) substrate was also grown under high-pressure
and high-temperature conditions. The (1 0 0) substrate was
mechanically polished by a conventional method before DPP
etching, so that it had a flat surface with Ra less than 1.0 nm.
This value was comparable to the ultra-flat surface prepared by
ion implantation after mechanical polishing [19]. Using those
(1 0 0) substrates, we found the decrease in the Ra value after a
30 min DPP etch (see figure 5(a)). Although the initial Ra for
IIa-type (1 0 0) was as high as 0.813 nm, the rate of decrease in
the Ra value for IIa-type (1 0 0) (10.4 × 10−3 nm min−1, open
squares in figure 5(a)) was comparable to the rate for Ib-type
(1 1 1) (9.2 × 10−3 nm min−1, solid diamonds in figure 5(a)).
The minimum Ra value of 0.096 nm was obtained for Ib-type
(1 0 0) following a 30 min DPP etching. Figures 5(b) and (c)
show the calculated R(l) values, indicating that the DPP etch
decreased R(l) for all value of l.

In conclusion, we performed DPP etching on a diamond
substrate. Using 3.81 eV light and O2 gas, we obtained an
atomically flat surface with a surface roughness Ra of 0.154 nm
(Ib-type (1 1 1)) and 0.096 nm (Ib-type (1 0 0)). By introducing
the standard deviation, R(l), we found that the conventional
adiabatic photochemical reaction did not remove the smallest
surface features, while DPP etching decreased the surface
roughness for all length scales. Because DPP etching is a non-
contact method and does not cause damage due to polishing, it
will improve the electrical and optical performance in a variety
of applications. DPP etching can be applied not only to flat but
also to three-dimensional surfaces including convex, concave
and periodic profiles [20].
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Abstract We developed a sol–gel method using the

dressed photon–phonon (DPP) process. DPPs are selec-

tively exited in nanoscale structures at photon energies that

are lower than the bandgap energy, which allows one to

increase the growth rate of smaller ZnO quantum dots

(QDs). Thus, we obtained a smaller size variance of ZnO

QDs. The growth rate was proportional to the power of the

light used for DPP excitation. The results were confirmed

using a rate equation that accounted for the concentration

of the sol–gel solution.

Recently, techniques involving ZnO quantum dots (QDs)

have been used to produce nanoscale optical devices

known as nanophotonic devices [1, 2]. By using nano-

photonic devices, one can decrease the device size beyond

the diffraction limit of light and achieve novel functionality

unattainable using conventional photonic devices. Fur-

thermore, nanophotonic devices reduce power consump-

tion and achieve energy savings. We have demonstrated

AND gate [3–5], NOT gate [6], nanoscale optical energy

transfer devices [7], and nanoscale light-harvesting nano-

fountains [8] as nanophotonic devices.

Several semiconductor materials, including CuCl [1, 3,

8], InAs [5, 6], and CdCe [7, 9], have been used for na-

nophotonic devices. In particular, ZnO is a promising

candidate because of its large exciton binding energy and

good optical properties at room temperature [10, 11]. To

achieve high-performance nanophotonic devices, the size

of ZnO QDs must be accurately controlled to decrease the

size variance and resonate the discrete exciton energy level

of QDs. A sol–gel method that synthesizes ZnO QDs in

liquid solution is advantageous because it allows high

productivity and size control. However, when using con-

ventional sol–gel synthesis, the size variance of ZnO QDs

exceeds 20 % [12].

Previous studies have proposed the photoetching-assis-

ted sol–gel method to decrease the size variance via He–Cd

laser light irradiation (k = 325 nm, photon ener-

gy = 3.81 eV), in which the photon energy is higher than

the bandgap of ZnO QDs (k = 380 nm, photon ener-

gy = 3.26 eV) to selectively etch large ZnO QDs [13].

Here, we propose the dressed photon–phonon (DPP)-

assisted sol–gel method for realizing further size control

and decreasing the size variance. Although the irradiating

light was not absorbed by the nano-structures, the irradi-

ated photon can couple with the material excitations

including the electrons in the nano structures. The coupled

state of photon and material excitation is considered as a

dressed photon (DP) [2]. Because DPs exist in nanostruc-

tures, they can couple with multiple modes of phonons in

ZnO precursors to generate a DPP state [14, 15]. The DPP

state can activate phonon energy levels that are optically

forbidden using conventional propagating light. Thus,

chemical reactions can occur via multistep excitation using

light irradiation in which the phonon energy is lower than

the reaction energy [16, 17]. Figure 1a, b shows schematic

diagrams of the growth processes for the conventional sol–

gel process and the DPP-assisted sol–gel method, respec-

tively. In the sol–gel method, particle growth proceeds by

the dehydration reaction between ZnOH- in solution and

Y. Liu (&) � T. Yatsui � M. Ohtsu

Department of Electrical Engineering and Information Systems,

School of Engineering, The University of Tokyo,

Tokyo 113-8656, Japan

e-mail: ryu@nanophtonics.t.u-tokyo.ac.jp

T. Yatsui � M. Ohtsu

Nanophotonics Research Center, The University of Tokyo,

Tokyo 113-8656, Japan

123

Appl. Phys. B (2012) 108:707–711

DOI 10.1007/s00340-012-5151-1

93



OH- on the ZnO QD surface (Zn–OH ? ZnOH- ? Z-

nO ? H2O). Figure 1e shows that for conventional sol–gel

synthesis, the solution must be heated until the energy of

the molecules is higher than the potential energy barrier of

the dehydration reaction. However, for DPP-assisted sol–

gel synthesis, one can induce growth via multistep exci-

tation of the DPP generated in the vicinity of ZnO QDs. In

other words, the required potential energy is reduced by the

DPP process, resulting in an increase in the size of the ZnO

QDs (Fig. 1b). Figure 1d shows that the size distribution of

the ZnO QDs is Gaussian owing to the thermal equilibrium

of the chemical reaction. For the conventional sol–gel

method, one can increase the growth rate by increasing the

temperature of the growth solution. However, the size

distribution is not affected because the heat is applied

equally to all ZnO QDs. In contrast to the conventional

process, the DPP-assisted process excites the DPP state in

smaller QDs selectively; thus, the size variance is expected

to decrease, resulting in an asymmetric size distribution

(Fig. 1e). Based on the DPP-assisted sol–gel method, we

successfully controlled the size and decreased the size

variance of ZnO QDs.

For the sol–gel synthesis of ZnO QDs, 1.1 g of zinc ace-

tate dehydrate and 0.29 g of lithium hydroxide monohydrate

were dissolved in ethanol (50 mL) separately, and the two

solutions were mixed at 273 K [12]. In conventional sol–gel

synthesis, ZnO QDs grow due to the dehydration reaction

between the precursors (ZnOH) and hydroxyl groups on the

ZnO QD surface as heat energy is absorbed from the growth

solution [12, 18]. The growth rate of ZnO QDs is propor-

tional to the concentration of ZnOH- ([ZnOH]) because

higher [ZnOH] increases the probability of dehydration. In

addition, desorption also occurs during particle growth.

Desorption is induced by the hydrolysis reaction between Zn

deposited on the ZnO QD core and H2O in the growth

solution. The probability of hydrolysis is proportional to the

H2O concentration in the growth solution. The H2O mole-

cules are generated when ZnOH is deposited on the ZnO QD

core; therefore, the H2O concentration is inversely propor-

tional to [ZnOH]. Thus, the desorption rate is also inversely

proportional to [ZnOH] [12, 19, 20]. For these reasons, the

particle growth rate can be determined by the deposition rate

(a [ZnOH]) and desorption rate (a [ZnOH]-), and QD

growth can be controlled by the trade-off between deposition

and desorption. In contrast, the DPP-assisted sol–gel method

has a higher ZnO QD growth rate than the conventional

method because the dehydration reaction is accelerated by

the DPP state. To verify this principle, we synthesized ZnO

QDs by semiconductor laser light irradiation (k = 671 nm,

1.85 eV \ 3.26 eV), which induced DPPs during ZnO QD

growth. Also, the DPP intensity was proportional to the

power of the irradiating light; therefore, an increase in size

can be expected for light of higher intensity.

To analyze the growth rate, we measured the absorption

edge wavelength of the ZnO QDs and calculated the

diameter using the relationship between diameter and

absorption edge wavelength [13, 21]. The circles in Fig. 2

show the relationship between growth time and QD

diameter. The growth rate depended on the power of the

irradiating light, and the saturation diameter of the ZnO

QDs was proportional to the irradiation power. We suc-

cessfully controlled the growth rate and size of the ZnO

QDs using the DPP-assisted sol–gel method. Based on

these results, we analyzed the growth rate quantitatively

using a rate equation that accounts for the rates of depo-

sition and desorption. The growth rate was determined by

deposition via heat energy, desorption, and DPP-assisted

deposition:

1. Deposition by heat energy: The rate of deposition by

heat energy is proportional to the amount of ZnOH to

Fig. 1 a Mechanism of ZnO QD growth for the conventional sol–gel

method. b Time transition of the size distribution for QDs synthesized

by the conventional sol–gel method. Dashed curve size distribution of

ZnO QDs in the early phase of growth. W1 is the half-bandwidth of

the distribution. Solid line size distribution of ZnO QDs at growth

saturation. W2 is the half-bandwidth of the distribution. W1 ffi W2.

c Mechanism of ZnO QD growth for the DPP-assisted sol–gel

method. d Time transition of the size distribution for QDs synthesized

by the DPP-assisted sol–gel method. Dashed curve size distribution of

ZnO QDs in the early phase of growth. W3 is the half-bandwidth of

the distribution. Solid line size distribution of ZnO QDs at growth

saturation. W4 is the half-bandwidth of the distribution. W1 ffi W2
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be deposited on the QD surface. Therefore, the rate is

proportional to the surface area of the ZnO QDs (ar2:

r is the radius of the QD) and [ZnOH].

2. Desorption: The desorption rate is also proportional to

the surface area of the ZnO QDs. However, desorption

occurs readily as [ZnOH] decreases; therefore, the

desorption rate is inversely proportional to [ZnOH].

3. DPP-assisted deposition: The rate of deposition

induced by the DPP state is proportional to the power

of the irradiating light that induces the DPP process.

DPP-assisted deposition occurs via a two-step transi-

tion from the phonon energy level. The second step of

the transition, from the phonon energy level to the

deposition energy level, is a conventional adiabatic

transition, and the probability of the second step is

more than 106 times higher than that of the first step,

from ground level to the phonon energy level [22, 23].

Considering (1)–(3), the rate equation was determined as

dr3

dt
¼ a ZnOH½ �r2 � b

1

ZnOH½ � r
2 þ cI; ð1Þ

where r is the radius of the QD and I is the power of the

irradiating light. The first to third terms on the right side

represent (1)–(3) described above. [ZnOH] can be repre-

sented as ZnOH½ � ¼ 1� jr3, where [ZnOH] decreases in

proportion to the volume of the ZnO QDs. a, b, c, and j are

proportionality constants.

We fitted Eq. (1) to the experimental values. In the case

of conventional particle growth without light irradiation

(I = 0 mW), the third term representing DPP-assisted

deposition could be ignored. Furthermore, [ZnOH] could

be considered equal to zero for particle growth saturation

when the QD diameter was 4.65 nm. Thus, the values of j,

a, and b were found to be 9.95 9 1024, 1.95 9 10-9, and

1.50 9 10-9, respectively, by fitting Eq. (1) to the exper-

imental values for the case without light irradiation. Next,

by fitting to the experimental values for I = 125 mW

(green curve in Fig. 2), c125 mW was 1.38 9 10-9, c250

mW was 1.41 9 10-9 for I = 250 mW, and c500 mW was

1.32 9 10-9 for I = 500 mW. Thus, the values agreed

well, validating the model and indicating that particle size

can be controlled by light intensity.

To observe the effect of the DPP state, one must decrease

the probability of deposition by heat energy and increase the

probability of desorption. Therefore, we synthesized ZnO

QDs by diluting [ZnOH-] in the growth solution. As a result,

the growth rate became slower and the saturation size

became smaller compared with the conventional method.

DPP-assisted deposition, however, was not affected by

[ZnOH-]. Therefore, the probability of DPP-assisted depo-

sition became dominant, and the increase in the growth rate

was observed clearly. Figure 3 shows the growth rate for

500 mW light irradiation using solutions of the conventional

[ZnOH-] and an eightfold-diluted concentration. The

growth rate, DD, can be defined as

DD ¼ ðDwith irradiation � Dwithout irradiationÞ=Dwithout irradiation

� 100;

ð2Þ

where Dwithout irradiation is the diameter of the ZnO QDs

synthesized without irradiation and Dwith irradiation is the

diameter of the ZnO QDs synthesized with irradiation. We

confirmed that the growth rate using the eightfold-diluted

concentration (red solid curve) was larger than that using

the conventional concentration (black solid curve). For

ZnO QDs grown for 7 days, the growth rate was 3.7 %

with the conventional concentration and 10.6 % using the

Fig. 2 Relationship between irradiation power and growth rate.

Without irradiation: ZnO QDs synthesized without irradiation; with

125 mW irradiation: ZnO QDs synthesized with irradiation

(k = 671 nm, I = 125 mW); with 250 mW irradiation: ZnO QDs

synthesized with irradiation (k = 671 nm, I = 250 mW); with 500

mW irradiation: ZnO QDs synthesized with irradiation (k = 671 nm,

I = 500 mW). I is the power of the irradiating light

Fig. 3 Relationship between the growth rate and the concentration of

the growth solution. Without dilution: increasing growth rate with the

conventional concentration; 89 dilution: increasing growth rate with

the eightfold-diluted concentration
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eightfold-diluted concentration. This suggests that DPP-

assisted deposition was dominant, causing the growth

acceleration to be more pronounced.

We observed ZnO QDs by transmission electron

microscopy (TEM) to analyze the size distribution. Fig-

ure 4a, b shows TEM images of ZnO QDs grown for

7 days with and without light irradiation using the con-

ventional and the eightfold-diluted solutions, respectively.

The lattice fringes of ZnO QDs can be identified very

clearly in the magnified images. The lattice spacings were

estimated to be 0.252 nm (without irradiation) and

0.250 nm (with irradiation), which agreed well with the

lattice spacing of ZnO QDs along the c-axis, confirming

high-quality single-crystal growth. Figure 4c, d shows the

size distributions measured using binarized TEM images in

Fig. 4a, b, respectively. Table 1 summarizes the average

size and size distribution of the ZnO QDs. The average

diameter for QDs grown without irradiation was 3.1 nm

and increased to 3.6 nm with light irradiation. Table 1 also

shows that the full-width at half-maximum (FWHM) of the

size distribution was 0.88 nm for ZnO QDs grown without

irradiation and 0.79 nm for ZnO QDs grown with irradia-

tion. This result indicates that the size variance decreased

from 28 to 21 % by introducing DPP-assisted deposition,

confirming highly accurate particle size control. For strong,

local DPPs the accelerated growth affects smaller ZnO

QDs, more so than larger ZnO QDs. To confirm this

phenomenon, we compared the size distributions of ZnO

QDs synthesized by each method. The blue curve in

Fig. 4c is a Gaussian fit to the size distribution of ZnO QDs

synthesized without irradiation. The fitting agreed well

(97 %) with the size distribution of ZnO QDs with diam-

eters smaller than the average experimental diameter. We

confirmed that the size distribution of ZnO QDs synthe-

sized by the conventional sol–gel method is a Gaussian

curve, as shown in Fig. 1d, while the red dashed curve in

Fig. 4d is a Gaussian fit to the size distribution of ZnO QDs

synthesized with irradiation, indicating diameters larger

than the average experimental diameter, with an agreement

of only 77 %. We confirmed that the growth rate of smaller

ZnO QDs synthesized by the DPP-assisted sol–gel method

was accelerated selectively, as indicated by the asymmetric

size distribution shown in Fig. 1e).

We developed a sol–gel method using DPP-induced

deposition for size-controlled ZnO QDs and successfully

controlled the QD size and size variance. Growth via DPP-

assisted deposition was induced by irradiation with light in

which the photon energy was lower than the bandgap of

ZnO QDs during growth. Thus, the ZnO QDs synthesized

by DPP-induced deposition were larger than those syn-

thesized by the conventional sol–gel method. We analyzed

changes in the deposition rate based on light irradiation

power using a theoretical model and a rate equation that

accounted for the concentration of the growth solution. The

Fig. 4 a TEM image of ZnO

QDs deposited without light

irradiation. b TEM image of

ZnO QDs deposited with

325 nm laser irradiation. The

insets show the respective

magnified images. The scale

bars in the magnified images are

5 nm. c Size distribution of ZnO

QDs grown without light

irradiation. d Size distribution

of ZnO QDs grown with

325 nm laser irradiation

710 Y. Liu et al.

123

96



results agreed well with the experimental data. The size of

the ZnO QDs was successfully controlled by the power of

the irradiating light; therefore, accelerated growth can be

expected using irradiating light of higher intensity. In

addition to DPP-assisted deposition, a further decrease in

the size variance can be achieved using the photoetching-

assisted sol–gel method to selectively etch larger ZnO

QDs.
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Nature-inspired devices and architectures are attracting considerable attention for various purposes, including
developing novel computing based on spatiotemporal dynamics, exploiting stochastic processes for computing,
and reducing energy dissipation. This paper demonstrates that the optical energy transfer between quantum
nanostructures mediated by optical near-field interactions occurring at scales far below the wavelength of light
could be utilized for solving constraint satisfaction problems (CSPs). The optical energy transfer from smaller
quantum dots to larger ones, which is a quantum stochastic process, depends on the existence of resonant energy
levels between the quantum dots or a state-filling effect occurring at the larger quantum dots. Such a spatiotemporal
mechanism yields different evolutions of energy transfer patterns in multi-quantum-dot systems. We numerically
demonstrate that optical energy transfer processes can be used to solve a CSP. The work described in this paper
is a first step in showing the applicability and potential of nanometer-scale optical near-field processes toward
solving computationally demanding problems.

DOI: 10.1103/PhysRevB.86.125407 PACS number(s): 78.67.−n, 05.10.−a, 05.30.−d

I. INTRODUCTION

There is great demand for novel computing devices and
architectures that can overcome the limitations of conventional
technologies based solely on electron transfer, in terms of
reducing power dissipation, solving computationally demand-
ing problems, and so on.1 Also, nature-inspired architectures
are attracting significant attention from various research
arenas, such as brainlike computing and computational
neurosciences,2 stochastic-based computing and noise-based
logic,3 and spatiotemporal computation dynamics.4

Among these research topics, Nakagaki et al. showed that a
single-celled amoebalike organism, a plasmodium of the true
slime mold Physarum polycephalum, is capable of finding the
minimum-length solutions between two food sources.5 Also,
Aono et al. demonstrated “amoeba-based computing,” such
as solving a constraint satisfaction problem (CSP) (Ref. 4)
and the traveling salesman problem (TSP),6 by utilizing the
spatiotemporal oscillatory dynamics of the photoresponsive
amoeboid organism Physarum combined with external optical
feedback control. Aside from such experimental demonstra-
tions, Leibtnitz et al. showed an algorithm for selecting the
most suitable and robust network by utilizing fluctuations
inspired by biological experiments where the speed of flu-
orescence evolution of proteins in bacteria is observed to
have a positive correlation with the phenotypic fluctuation of
fluorescence over clone bacteria.7

These demonstrations indicate that we can utilize the
inherent spatial and temporal dynamics appearing in physical
processes in nature for novel computing architectures and

applications. Such arguments should also be applicable to
nanometer-scale light-matter interactions. In fact, Naruse et al.
demonstrated nanophotonic computing based on optical near-
field processes at scales below the wavelength of light.8 In
particular, energy transfer between quantum nanostructures
mediated by optical near-field interactions, detailed in Sec. II,
plays a crucial role. Optical near-field interactions, which are
described by a Yukawa-type potential, have realized energy
transfer that involves conventionally dipole-forbidden energy
levels. Its theoretical foundation has been explained by the
dressed photon model,9 and the process has been experimen-
tally demonstrated in various quantum nanostructures such
as InGaAs,10 ZnO,11 CdSe,12 etc. In particular, Kawazoe
et al. recently demonstrated room-temperature optical energy
transfer using two-layer InGaAs quantum dots (QDs).13 In
addition, the optical energy transfer has been shown to be 104

times more energy efficient than that of the bit-flip energy
required in conventional electrically wired devices.14

This article theoretically demonstrates that optical energy
transfer between quantum dots mediated by optical near-field
interactions can be utilized for solving a CSP. The optical
energy transfer from smaller quantum dots to larger ones
depends on the existence of resonant energy levels between
the quantum dots or a state-filling effect occurring at the
destination quantum dots. Also, as indicated by the quantum
master equations, the energy transfer process is fundamen-
tally probabilistic. Such a spatiotemporal mechanism yields
different evolutions of energy transfer patterns combined
with certain feedback mechanisms, similarly to the evolution
of the shape of Physarum demonstrated by Aono et al. in

125407-11098-0121/2012/86(12)/125407(10) ©2012 American Physical Society
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Ref. 4. At the same time, in contrast to biological organisms,
optical energy transfer is implemented by highly controlled
engineering means for designated structures, such as semi-
conductor quantum nanostructures based on, for instance,
molecular beam epitaxy15 or DNA-based self-assembly.16 The
operating speed of such optical-near-field–mediated quantum-
dot systems, which is on the order of nanoseconds when
radiative relaxation processes are involved, is significantly
faster than those based on biological organisms, which is on
the order of seconds or minutes.4,6 The energy efficiency,14

as indicated already above, and the possibility of room-
temperature operation13 are also strong motivations behind the
investigations described in this paper. Other interesting nano-
materials, such as nanodiamonds,17,18 could be considered in
the implementation aside from semiconductor quantum dots.
In addition, we should emphasize that the concept and the
principles discussed in this paper are fundamentally different
from those of conventional optical computing or optical signal
processing, which are limited by the properties of propagating
light.19 The concept and principles are also different from
the quantum computing paradigm where a superposition of
all possible states is exploited so as to lead to a correct
solution.20 The optical-near-field–mediated energy transfer
is a coherent process, suggesting that an optical excitation
could be transferred to all possible destination QDs via a
resonant energy level, but such coherent interaction between
QDs results in a unidirectional energy transfer by an energy
dissipation process occurring in the larger dot, as described in
Sec. II. Thus, our approach opens up the possibility of another
computing paradigm where both coherent and dissipative
processes are exploited.

This paper is organized as follows. Section II characterizes
state-dependent optical energy transfer via optical near-field
interactions. Section III formulates the satisfiability problem
studied in this paper, followed by an example demonstration.
Section IV concludes the paper.

II. STATE-DEPENDENT OPTICAL ENERGY TRANSFER
VIA OPTICAL NEAR-FIELD INTERACTIONS FOR

SOLVING A CONSTRAINT SATISFACTION
PROBLEM (CSP)

A. Energy transfer between quantum dots mediated by
optical near-field interactions

First, we briefly review the fundamental principles of opti-
cal energy transfer involving optical near-field interactions.9,21

We begin with the interaction Hamiltonian between an
electron-hole pair and an electric field, which is given by

Ĥint = −
∫

d3r
∑

i,j=e,h

ψ̂
†
i (r)er · E(r)ψ̂j (r), (1)

where e represents the electron charge, ψ̂
†
i (r) and ψ̂j (r) are,

respectively, creation and annihilation operators of either an
electron (i,j = e) or a hole (i,j = h) at position r, and E(r)
is the electric field.22 In usual light-matter interactions, E(r)
is a constant since the electric field of diffraction-limited
propagating light is homogeneous on the nanometer scale.
Therefore, we can derive optical selection rules by calculating
the dipole transition matrix elements. As a consequence, in the
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FIG. 1. (Color online) (a) Optical energy transfer between quan-
tum dots mediated by optical near-field interactions. (b) State filling
induced at the lower energy level in the larger dot by control light.

case of spherical quantum dots, for instance, only transitions
to states specified by l = m = 0 are allowed, where l and
m are the orbital angular momentum quantum number and
magnetic quantum number, respectively. In the case of optical
near-field interactions, on the other hand, due to the large
spatial inhomogeneity of the localized optical near fields at the
surface of nanoscale material, an optical transition that violates
conventional optical selection rules is allowed. Detailed theory
and experimental details can be found in Ref. 23.

Here, we assume two spherical quantum dots whose radii
are RS and RL, which we call QDS and QDL1

, respectively, as
shown in Fig. 1(a). The energy eigenvalues of states specified
by quantum numbers (n,l) are given by

Enl = Eg + Eex + h̄2α2
nl

2MR2
(n = 1,2,3, . . .), (2)

where Eg is the band-gap energy of the bulk semiconductor,
Eex is the exciton binding energy in the bulk system, M is the
effective mass of the exciton, and αnl are determined from the
boundary conditions, for example, as αn0 = nπ, α11 = 4.49.
According to Eq. (2), there exists a resonance between the
level with quantum number (1,0) in QDS, denoted by S in
Fig. 1(a), and that with quantum number (1,1) in QDL1

, denoted
by L(U)

1 , if RL/RS = 4.49/π ≈ 1.43. Note that the (1,1) level
in QDL1

is a dipole-forbidden energy level. However, optical
near fields allow this level to be populated by excitation.23

Therefore, an exciton in the (1,0) level in QDS could be
transferred to the (1,1) level in QDL1

. In QDL1
, due to the

sublevel energy relaxation with a relaxation constant �, which
is faster than the near-field interaction, the exciton relaxes
to the (1,0) level, denoted by L(L)

1 , from where it radiatively
decays. Also, because the radiation lifetime of quantum dots
is inversely proportional to their volume,24 finally we find
unidirectional optical excitation transfer from QDS to QDL1

.
In the optical excitation transfer discussed above, the

energy dissipation occurring in the destination quantum dot
determines the unidirectionality of energy transfer. Therefore,
when the lower energy level of the destination quantum dot
is filled with another excitation (called “state filling”), an
optical excitation occurring in a smaller QD can not move
to a larger one. As a result, the optical excitation will go
back and forth between these dots (optical nutation) and will
finally decay from the smaller QD, as schematically shown in
Fig. 1(b). This suggests two different patterns of optical energy
transfer, which appear depending on the occupation of the
destination quantum dots. Another mechanism for realizing
two different states is to induce resonance or nonresonance
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between QDS and QDL1
due to many-body effects; details of

this are discussed in Ref. 13.

B. Architecture for solving a constraint satisfaction problem:
State-dependent energy transfer

To solve a constraint satisfaction problem (CSP) by using
the optical energy transfer introduced in Sec. II A, we design

an architecture where a smaller QD is surrounded by multiple
larger QDs. In this paper, we assume four larger QDs,
labeled QDL1

,QDL2
,QDL3

, and QDL4
as indicated in Fig. 2(a).

Figure 2(c) shows representative parametrizations associated
with the system. The (1,0) level in QDS is denoted by S, and the
(1,1) level in QDLi

is denoted by L(U)
i . These levels are resonant

with each other and are connected by interdot interactions
denoted by USLi

(i = 1, . . . ,4). It should also be noted that
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FIG. 2. (Color online) Architecture of the optical-energy-transfer–based satisfiability solver studied in this paper and energy diagram of a
system composed of a smaller quantum dot and four larger quantum dots. (a) Radiation from the larger quantum dots is detected. (b) Control
light for inducing state filling in the larger quantum dots. (c) Energy diagram and parametrization of the system. (d) A schematic diagram
showing state filling induced at the lower energy level in QDL1

. (e), (f) The effect of state filling induced in the lower energy level in QDL1
.

(e) Population evolutions for the upper energy levels in QDLi
(i = 1, . . . ,4) with two initial excitons: one exciton sits in S and the other sits in

the lower energy level in QDL1
. (f) Population evolutions for the lower energy levels in QDLi

(i = 1, . . . ,4) with one initial exciton in S while
inducing a 100-times increase in the sublevel relaxation lifetime �−1

L1
.

125407-3

101



MAKOTO NARUSE et al. PHYSICAL REVIEW B 86, 125407 (2012)

)1()0((a)

(b)

(L)
4L

(L)
1L

(L)
2L,

(L)
3L,

Time (ps)
0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 6000

Time (ps)

S
(L) (L) (L) (L)
1 2 3 4L ,  L , L , L (L)

1L

0 1000 2000 3000 4000 5000 6000

P
op

ul
at

io
n

0.0

0.2

0.4

0.6

0.8

1.0

0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 6000

(L)
3L

(L) (L)
2           4L , L

(L) (L)
3 4L , L

(L)
1L

(L)
2L,

(L) (L)
1          3L , L

(L)
2L

(L)
4L,

(L)
1L

(L)
2L,

(L)
3L, (L)

4L,

S QDL1

QDL2

QDL3

QDL4

S QDL1

QDL2

QDL3

QDL4

S QDL1

QDL2

QDL3

QDL4

S QDL1

QDL2

QDL3

QDL4

S QDL1

QDL2

QDL3

QDL4

S QDL1

QDL2

QDL3

QDL4

P
op

ul
at

io
n

0.0

0.2

0.4

0.6

0.8

1.0

(4)(3)(2b)

(2a)

(0) (1) (2a) (3) (4)

0

0.2

0.4

0.6

0.8

1

QDL1QDL2QDL3QDL4

E
ne

rg
y 

tr
an

sf
er

 p
ro

ba
bi

lit
y

QDL1QDL2QDL3QDL4 QDL1QDL2QDL3QDL4 QDL1QDL2QDL3QDL4 QDL1QDL2QDL3QDL4 QDL1QDL2QDL3QDL4

(2b)

FIG. 3. (Color online) (a) Population evolutions for the lower energy levels in QDLi
(i = 1, . . . ,4) depending on the state filling induced at

the larger dots. (b) Estimated energy transfer probabilities calculated as time integrals of the populations shown in (a).

optical near-field interactions between the (1,1) levels in QDLi

and QDLj
(i �= j ) are indicated by ULiLj

in Fig. 3(c), which will
be described in detail later below. Note that the interactions
ULiLj

are not shown in Figs. 2(a) and 2(b), nor are other
illustrations regarding the architecture of the QD system in this
paper, in order to avoid too much complexity in the figures. The
lower level in QDLi

, namely, the (1,0) level, is denoted by L(L)
i ,

which could be filled via the sublevel relaxation from L(U)
i (i =

1, . . . ,4), denoted by �Li
. The radiations from the S and Li

levels are, respectively, represented by the relaxation constants
γS and γLi

(i = 1, . . . ,4). In the following discussion, we call
the inverse of the relaxation constant the radiation lifetime.

We also assume that the photons radiated from the lower
levels of QDLi

can be separately captured by photodetectors,
as schematically shown in Fig. 2(a). In addition, as introduced
in Sec. I, we assume control light, denoted by CLi

in Fig. 2(b),
so as to induce the state-filling effect at L(L)

i . Summing up,
Figs. 2(a) and 2(b) schematically represent the architecture
of the system studied in this paper for solving a CSP. In this
section, we characterize the basic behavior of optical energy
transfer in the system shown in Figs. 2(a) and 2(b).

First, we suppose that the system initially has one exciton in
S. From the initial state, through the interdot interactions USLi

,
the exciton in S could be transferred to L(U)

i (i = 1, . . . ,4).
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Also, interactions exist between L(U)
i , which are represented by

ULiLj
. Accordingly, we can derive quantum master equations in

the density matrix formalism.23,25 The interaction Hamiltonian
is given by

Hint =

⎛
⎜⎜⎜⎝

0 USL1 USL2 USL3 USL4

USL1 0 UL1L2 UL1L3 UL1L4

USL2 UL1L2 0 UL2L3 UL2L4

USL3 UL1L3 UL2L3 0 UL3L4

USL4 UL1L4 UL2L4 UL3L4 0

⎞
⎟⎟⎟⎠ . (3)

The interdot near-field interactions are given by a Yukawa-
type potential

U = A exp(−μr)

r
, (4)

where r denotes the distance between the QDs, and A and μ

are constants.9,23

The relaxation regarding these five states is described by

N� =

⎛
⎜⎜⎜⎜⎜⎝

γS

2 0 0 0 0
0

�L1
2 0 0 0

0 0
�L2

2 0 0

0 0 0
�L3

2 0
0 0 0 0

�L4
2

⎞
⎟⎟⎟⎟⎟⎠

. (5)

The Liouville equation for the system is then

dρ(t)

dt
= − i

h̄
[Hint,ρ(t)] − N�ρ(t) − ρ(t)N�, (6)

where ρ(t) is the density matrix with respect to the five
energy levels and h̄ is Planck’s constant divided by 2π .
Similarly, we can derive differential equations with respect
to the lower level of the larger dot L(L)

i , which is populated
by the relaxations from the upper energy levels with constants
�Li

, which radiatively decay with relaxation constants γLi
. In

the numerical calculation, we assume U−1
SLi

= 100 ps, �−1
i =

10 ps, γ −1
Li

= 1 ns, and γ −1
S = (RL/RS)3 × γ −1

Li
≈ 2.92 ns

as a typical parameter set. For instance, in the experimental
demonstrations based on a CdSe/ZnS core-shell QD shown
in Ref. 26, the radiation lifetime of a CdSe/ZnS quantum dot
with a diameter of 2.8 nm (larger QD) was measured to be
2.1 ns, which is close to the radiation lifetimes in the above
parameter set. Also, the interaction time between smaller and
larger quantum dots via optical near fields was estimated to
be 135 ps in Ref. 26, which is also close to the above interdot
interaction time.

The interactions between larger QDs, ULiLj
, could be

obtained by referring to the geometry of the system, which is
schematically shown in Figs. 2(a) and 2(b), and the Yukawa-
type potential given by Eq. (4). For simplicity, we assume
that these interaction times are the same as those between
smaller and larger QDs, namely, U−1

L1L2
= U−1

L2L3
= U−1

L3L4
=

U−1
L1L4

= 100 ps. On the other hand, the interactions between
nonadjacent QDs, for example, the interaction between QDL1

and QDL3
, are considered to be weaker with regard to the

geometry and the distance dependence given by Eq. (4). In
this study, we assume that U−1

L1L3
= U−1

L2L4
= 1000 ps. Based

on the above modeling and parametrizations, the calculated
populations are represented in Fig. 3(a,0), where short-dashed

(magenta), long-dashed (brown), dashed-dotted (green), and
solid (red) curves, respectively, correspond to populations
involving L(L)

1 , L(L)
2 , L(L)

3 , and L(L)
4 , which are relevant to the

radiation from the larger QDs. The population with respect to
S is also indicated by a thin solid curve (blue) in Fig. 3(a,0).
Since the interdot optical near-field interactions between QDS
and QDLi

are uniform, and the relaxation constants are also
uniform for QDLi

, the population evolutions exhibit the same
patterns for QDLi

(i = 1, . . . ,4), as shown in Fig. 3(a,0).
Second, we consider situations where one or more of

the larger QDs are subjected to state filling by the control
light CLi

(i = 1, . . . ,4). Suppose, for example, that the control
light CL1 induces state filling at the energy level L(L)

1 , as
schematically shown in Fig. 2(d). In order to take account
of such state filling, we calculate the population evolutions
with an initial state in which one exciton sits at S and another
one is located at L(L)

1 . Based on a similar formalism to that
described in Eqs. (3)–(6), we derive master equations for the
two-exciton system, and combine them with those for the
one-exciton system.21 In order to characterize the differences
of excitation transfer from QDS to QDLi

(i = 1, . . . ,4), we
evaluate the populations for the upper energy levels in QDLi

,
that is L(U)

1 (i = 1, . . . ,4). As shown in the solid curves in
Fig. 2(e), the populations for L(U)

2 , L(U)
3 , and L(U)

4 mostly exhibit
larger values compared with that for L(U)

1 , which is shown by
the dashed curve. This is a clear indication that optical energy
is more likely to be transferred to QDL2

, QDL3
,and QDL4

than
to QDL1

.
Another way of describing such an effect in the quantum

master equations introduced above is by inducing a significant
increase in the sublevel relaxation lifetime that corresponds
to the QDLi

subjected to state filling by the control light;
more specifically, we assume that �−1

Li
increases by a factor

of 1000 due to the control light CLi
. Figure 2(f) characterizes

the population evolutions associated with the energy levels
in the system when the control light CL1 is switched on. The
population for L(L)

1 , shown by the dashed curve, stays at a lower
level, whereas the populations for L(L)

2 , L(L)
3 , and L(L)

4 increase.
That is, Fig. 2(f) also shows that optical energy is more likely
be transferred to QDL2

, QDL3
,and QDL4

than to QDL1
, which

is consistent with the tendency shown in Fig. 2(e).
Looking at Figs. 2(e) and 2(f) in more detail, the populations

for L(U)
2 and L(U)

4 exhibit different evolutions compared with
that of L(U)

3 ; this is because QDL3
is located at the opposite

side of QDL1
where the control light is induced. Furthermore,

the populations for L(U)
2 and L(U)

4 initially exhibit larger values
compared with that for L(U)

3 ; such behavior is also consistent
in Figs. 2(e) and 2(f). Therefore, in the rest of this paper, we
take the approach of inducing increases in �−1

Li
by using the

control light CLi
.

Figure 3(a) summarizes the population evolutions with
respect to different numbers of control light beams.
Figure 3(a,1) is the same as Fig. 2(f), as already explained,
corresponding to the situation where L(L)

1 is subjected to state
filling. Figures 3(a,2a) and 3(a,2b) show the populations when
two levels among L(L)

i are subjected to state filling. The relative
position of the two QDs subjected to control light are different
between Figs. 3(a,2a) and 3(a,2b). Figure 3(a,3) shows the
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populations when three levels among L(L)
i are subjected to

state filling. The energy transfer preferentially flows into the
larger dots that are not subjected to state filling with the
control light. When all of the larger dots are subjected to state
filling, the exciton sitting in the level S initially goes back
and forth among the levels S and L(U)

i and decays from the
level S, as observed by the solid thin curve in Fig. 3(a,4). The
differences in the population evolutions shown in Fig. 3(a)
depending on the control light CLi

suggest differences in
energy transfer probabilities from the smaller source dot to the
larger destination dots. Taking account of such differences,
we assume that the energy transfer probability to QDLi

is
correlated with the integrals of the populations for L(L)

i , as
summarized in Fig. 3(b). More specifically, the transition
probabilities shown in Fig. 3(b) are the numerical integrations
of the populations between 0 and 20 ns divided by a factor of
1000. Note that such population integrals are indeed figures-of-
merit (FoM) indicating the trend of optical energy transfer from
the smaller quantum dot to the four larger dots. That is, they
do not satisfy the law of conservation of probability, namely,
the sum of the transition probabilities to QDLi

(i = 1, . . . ,4)
is not unity. Instead, we see that the energy transfer to QDLi

occurs if a uniformly generated random number between 0
and 1 is less than the transition probability to QDLi

shown in
Fig. 3(b); for example, in the case of Fig. 3(b,3), the energy
transfer to QDL4

is induced with high likelihood, whereas the
transfers to QDL1

, QDL2
, and QDL3

are induced with lower
probability.

The idea for problem solving is to control the optical
energy transfer by controlling the destination quantum dot
with control light in an adequate feedback mechanism. We
assume that a photon radiated, or observed, from the energy
level L(L)

i is equivalent to a binary value xi having a logical
level 1, whereas the absence of an observed photon means
xi = 0.

To end this section, we make one remark about “nonlocal”
properties of the system. The interaction Hamiltonian includes
distant interactions UL1L3

and UL2L4
, not just interactions

between adjacent dots. In that sense, a “nonlocal” nature has
been treated in this study. Furthermore, we consider that the
state-filling-dependent population differences summarized in
Fig. 3 also manifest a nonlocal property. The initial exciton
sitting in QDS can be transferred to the upper energy levels of
the larger QD via optical near-field interactions. Seemingly,
the exciton immediately senses the vacancy in the destination,
or larger, QD, and exhibits different energy transfer patterns.
For instance, in the case of Fig. 3(a,3), the probability of energy
transfer to QDL4

is significantly higher than in the other cases.
This can be viewed as a “nonlocal” property in the sense
that it is a consequence of the character of the system as a
whole.

III. APPLICATION TO SOLVING A CONSTRAINT
SATISFACTION PROBLEM

A. Problem formation

We consider the following constraint satisfaction problem
as an example regarding an array of N binary-valued vari-
ables xi ∈ {0,1} (i = 1, . . . ,N). The constraint is that xi =

S
SLU

QDL1

QDL2

QDL3

QDL4

S
SLU

QDL1

QDL2

QDL3

QDL4

CL1CL3

FIG. 4. (Color online) A schematic representation of the feedback
mechanism. When the radiation from QDL4

is detected in cycle t ,
control light beams CL1 and CL3 , which are in channels adjacent to
QDL4

, are switched on.

NOR(xi−1,xi+1) should be satisfied for all i. That is, variable
xi should be consistent with a logical NOR operation of the two
neighbors. For i = 1 and N , the constraints are respectively
given by x1 = NOR(xN,x2) and xN = NOR(xN−1,x1). We
call this problem the “NOR problem” hereafter in this paper.
Taking account of the nature of an individual NOR operation,
one important inherent character is that, if xi = 1 then its two
neighbors should be both zero (xi−1 = xi+1 = 0). Recall that
a photon radiated, or observed, from the energy level L(L)

i

corresponds to a binary value xi = 1, whereas the absence of
an observed photon means xi = 0. Therefore, xi = 1 should
mean that the optical energy transfer to both L(L)

i−1 and L(L)
i+1

is prohibited so that xi−1 = xi+1 = 0 is satisfied. Therefore,
the feedback or control mechanism is as follows: Control
mechanism. If xi = 1 at cycle t , then the control light beams
Ci−1 and Ci+1 are turned on at cycle t = t + 1. An example
scheme is illustrated in Fig. 4.

In the case of N = 4, variables satisfying the constraints
do exist, and they are given by {x1,x2,x3,x4} = {0,1,0,1} and
{1,0,1,0}, which we call “correct solutions.” There are a few
remarks that should be made regarding the NOR problem.
One is about the potential deadlock, analogous to Dijkstra’s
“dining philosophers problem,” as already argued by Aono
et al. in Ref. 4. Starting with an initial state xi = 0 for all i, and
assuming a situation where optical energy is transferred to all
larger QDs, we observe photon radiation from all energy levels
L(L)

i (i = 1, . . . ,N), namely, xi = 1 for all i. Then, based on
the feedback mechanism shown above, all control light beams
are turned on. If such a feedback mechanism perfectly inhibits
the optical energy transfer from the smaller QD to the larger
ones at the next step t + 1, the variables then go to xi = 0
for all i. This leads to all control light beams being turned
off at t + 2. In this manner, all variables constantly repeat
periodic switching between xi = 0 and 1 in a synchronized
manner. Consequently, the system can never reach the correct
solutions. However, as indicated in Fig. 3(b), the probability
of optical energy transfer to larger dots is in fact not zero
even when all larger QDs are illuminated by control light,
as shown in Fig. 3(b,4). Also, even for a nonilluminated
destination QD, the energy transfer probability may not be
exactly unity. Such a stochastic behavior of the optical energy
transfer is a key role in solving the NOR problem. This
nature is similar to the demonstrations in the amoeba-based
computer,4 where fluctuations of chaotic oscillatory behavior
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FIG. 5. (Color online) Schematic representation of all possible states of the system. States (7) and (10) correspond to the correct solutions.

involving spontaneous symmetry breaking in the amoeboid
organism guarantees such a critical property. In fact, Aono
et al. experimentally demonstrated solving the NOR problem
when N = 8 using amoeba and the feedback mechanism shown
above.4

B. Demonstration

In the case of N = 4, there are in total 24 = 16 optical
energy transfer patterns from the smaller dot to the larger
ones, as schematically summarized in Fig. 5. The numbers
shown in the lower-right corner of each inset indicate the
corresponding variables {x1,x2,x3,x4}. The correct solutions
correspond to states (7) and (10) in Fig. 5, marked by dashed

boxes. The operating dynamics cause one pattern to change to
another one in every iteration cycle. Thanks to the stochastic
nature discussed in Secs. II B and III A, each trial could
exhibit a different evolution of the energy transfer patterns. In
particular, the transition probability, shown in Fig. 3(b), affects
the behavior of the transitions. Therefore, we introduce a gain
factor (G) to be multiplied by the energy transfer probability
summarized in Fig. 3(b).

Figure 6 summarizes the incidences of states for
1000 trials evaluated at t = 1, 2, 3, 50, and 100 when G =
2.5. The initial state is {x1,x2,x3,x4} = {0,0,0,0}, meaning that
there is no energy transfer to larger dots [state (1) in Fig. 5].
The incidences of states (7) and (10), which are the correct
solutions, grow as the iteration cycle increases. The detailed
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FIG. 6. (Color online) The evolution of inci-
dence patterns of the states among 1000 trials
when the gain factor is 2.5. The incidences
corresponding to the correct solutions increase
as the iteration cycle increases.
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FIG. 7. (Color online) (a) The evolution of the ratio of the output appearance from QDLi
, or xi = 1, and (b) the ratio of the state corresponding

to the correct solutions with the initial state (1) in Fig. 5. (c), (d) Time-averaged traces of (b) and (c), respectively. (e) The evolution of the ratio
of the output appearance from QDLi

, or xi = 1, and (f) the ratio of the state corresponding to correct solutions with the initial state of (7) in
Fig. 5.

behavior of the system is characterized in Figs. 7(a) to 7(d).
The curves in Fig. 7(a) represent the evolution of the output
appearance from QDLi

, namely, the ratio of the incidence when
xi = 1 among 1000 trials evaluated at each cycle. Similarly,
the solid and dotted curves in Fig. 7(b) characterize the ratio
of the appearance of states (7) and (10), respectively. When
we closely examine the evolutions of xi in Fig. 7(a), we can
see that the pair x1 and x3 exhibit similar behavior, as do the
pair x2 and x4. Also, the former pair exhibits larger values
when the latter pair shows smaller values, and vice versa. This
corresponds to the fact that correct solutions, that is, {0,1,0,1}
[state (7)] and {1,0,1,0} [state (10)], are likely to be induced as
the iteration cycle increases, as shown in Fig. 6.

Such a tendency is more clearly represented when we
evaluate the time averages of the characteristics in Figs. 7(a)
and 7(b). Figure 7(c) shows the evolution of the ratio of the
incidences when xi = 1, and Fig. 7(d) shows the ratios of

states (7) and (10) averaged over every five cycles. We can
clearly observe a similar tendency to the one described above.
Also, we should emphasize that, thanks to the probabilistic
nature of the system, the states of correct solutions appear in an
interchangeable, or in an anticorrelated, manner. This is a clear
indication of the fact that the probabilistic nature of the system
autonomously seeks the solutions that satisfy the constraints of
the NOR problem; the state-dependent probability of energy
transfer plays a critical role in this. In other words, it should
be emphasized that a nonlocal correlation is manifested in the
evolution of xi (i = 1, . . . ,4); for instance, when the system
is in state (7), i.e., {0,1,0,1}, the probabilities of energy
transfer to QDL1

and QDL3
are equally comparably low (due

to state filling), whereas those to QDL2
and QDL4

are equally
comparably high, indicating that the probability of energy
transfer to an individual QDLi

has inherent spatial patterns
or nonlocal correlations. At the same time, the energy transfer
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FIG. 8. (Color online) (a) The incidence patterns of the states for different gain factors at the cycle t = 100. (b) Calculated accuracy rate,
or the ratio of the number of correct states among all trials. The accuracy rate is maximized when the gain factor is 2.5.

to each QDLi
is indeed probabilistic; therefore, the energy

transfer probability to, for instance, QDL1
is not zero even in

state (7), and thus, the state could transition from state (7)
to state (10), and vice versa. In fact, starting with the initial
condition of state (7), the ratio of the output appearance from
QDL1

and the ratio of the correct solutions evolve as shown in
Figs. 7(e) and 7(f), where states (7) and (10) occur equally in
the steady state around time cycles after 20.

Figure 8(a) summarizes the incidence patterns at t = 100
for 1000 trials as a function of the gain factor ranging from 1
to 10. As shown in the upper-left corner of Fig. 8(a), too high
a gain always results in incorrect solutions; this is because
energy transfers to larger dots are always induced even when
state filling is induced. On the other hand, as shown in the
lower-right corner of Fig. 8(a), too low a gain also results
in a high incidence of incorrect solutions, indicating that the
energy transfer is too strictly inhibited by the control light.
Figure 8(c) evaluates the accuracy rate, which is the number
of correct solutions among 1000 different trials at t = 100,
as a function of the gain factor. We can see that a gain of 2.5
provides the highest accuracy rate.

Finally, we make two remarks relevant to this study. The
first remark is about the relevance to a satisfiability (SAT)
problem. In the case of N = 4, solving the NOR problem
demonstrated above is equivalent to solving the following
satisfiability problem instance given in a conjunctive normal
form:

f (x1,x2,x3,x4) = (¬x1 ∨ ¬x2) ∧ (¬x1 ∨ ¬x4)

× ∧ (¬x2 ∨ ¬x3) ∧ (¬x3 ∨ ¬x4)

× ∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x4)

× ∧ (x1 ∨ x3 ∨ x4) ∧ (x2 ∨ x3 ∨ x4). (7)

Since the maximum number of literals in clauses in Eq. (7)
is three, this is an instance of a so-called 3SAT problem.27

We presume that such a SAT problem could be dealt with
by variants of our optical-near-field–mediated systems devel-
oped in the future.28 SAT is an important nondeterministic
polynomial-time complete (NP-complete) problem, indicating
that no fast algorithm has been found yet.27 We consider that
nanophotonic principles could potentially provide a new way
to solve such computationally demanding problems.

125407-9

107



MAKOTO NARUSE et al. PHYSICAL REVIEW B 86, 125407 (2012)

The second remark is about implementation of optical
energy transfer for such stochastic computing applications.
As mentioned in the Introduction, the latest notable features
are the rapid advancements in nanomaterials for optical en-
ergy transfer.10–16 Among various technologies, for example,
Akahane et al. successfully demonstrated energy transfer
in multistacked InAs QDs,29 where layer-by-layer QD size
control has been accomplished.13 Adequate QD size control
also allows optical coupling between optical far fields and
optically allowed energy levels in a quantum-dot mixture,30

which could help to solve the interfacing issues of the system.
Research in the field of nanodiamonds may also be of promise
in implementing the architecture of this study;17,18 near-field
applications of nanodiamonds have already been demonstrated
by Cuche et al. in Ref. 31.

IV. SUMMARY

In summary, we have demonstrated that energy transfer
between quantum nanostructures based on optical near-field
interactions occurring at scales far below the wavelength
of light has the potential to solve a constraint satisfaction
problem. The optical energy transfer from smaller quantum
dots to larger ones, which is a quantum stochastic process,

depends on the existence of resonant energy levels between
the quantum dots or a state-filling effect occurring at the desti-
nation quantum dots. We exploit these unique spatiotemporal
mechanisms in optical energy transfer to solve a constraint
satisfaction problem, and numerically demonstrated that the
NOR problem is successfully solved. As indicated in the
Introduction, the concept and the principles demonstrated in
this paper are based on both coherent and dissipative processes
on the nanoscale, which is not the case with conventional
optical, electrical, and quantum computing paradigms. The
inherently nonlocal nature is also a unique attribute provided
by the optical-near-field–mediated optical energy transfer.
This paper paves the way for applying nanometer-scale optical
near-field processes to solving computationally demanding
applications and suggests a new computing paradigm.
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Abstract: This presentation reviews the theoretical picture of dressed photons used to describe the 
electromagnetic interactions between nanometric particles located in close proximity to each other. The 
coupling between a dressed photon and multi-mode coherent phonons is also presented. Applications 
of this novel process to innovative optical devices, fabrication technologies, and energy conversion are 
demonstrated. 
1. Introduction  
Dressed photon (DP) science and technology utilize the electromagnetic fields localized in nanometric 
space. These fields have been named optical near-fields due to their non-propagating features. The 
principles and concepts of DP science and technology are quite different from those of conventional 
wave-optical technology encompassing photonic crystals, plasmonics, metamaterials, silicon photonics, 
and quantum-dot photonic devices. This is because these devices use propagating light even though the 
materials or particles used may be nanometer-sized. The theoretical picture of DP has been proposed to 
describe the electromagnetic interactions between nanometric particles located in close proximity to 
each other. The optical near-field is a virtual cloud of photons that always exists around an illuminated 
nanometric particle. A real photon (, i.e., conventional propagating scattered light) can be emitted from 
an electron in an illuminated nanometric particle. Independently of the real photon, another photon is 
emitted from the electron, and this photon can be reabsorbed within a short duration. This photon, i.e., 
a virtual photon, is nothing more than the optical near-field, and its energy is localized at the surface of 
the nanometric particle. Since the virtual photon remains in the proximity of the electron, it can couple 
with the electron in a unique manner. This coupled state (DP) is a quasiparticle from the standpoint of 
photon energy transfer. It is the DP that carries the material excitation energy. 
2. Principles  
The DP has been theoretically described by assuming a multipolar quantum electrodynamic Hamiltonian 
in a Coulomb gauge in a finite nano-system [1]. After a unitary transformation, the creation and 
annihilation operators of the DP are expressed as the sum of the operators of the real photon and an 
electron–hole pair. A real nanometric material is composed not only of electrons but also of a crystal 
lattice. In this case, after a DP is generated on an illuminated nanometric particle, its energy can be 
exchanged with the crystal lattice. By this exchange, the crystal lattice can excite the vibration mode 
coherently, creating a multi-mode coherent phonon state. As a result, the DP and the coherent phonon 
can form a coupled state (dressed-photon – phonon: DPP). The creation operator of the DPP is 
expressed as the product of the creation operator of the DP and a displacement operator of the phonon, 
which represents the creation of the coherent phonon state [2]. This coupled state is a quasi-particle 
and is generated only when the particle size is small enough to excite the crystal lattice vibration 
coherently. 
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3. Application  
Three examples for application to energy conversion are reviewed in this presentation: (1) Up-
conversion from optical to optical energy by using organic dye particles[3]. (2) Conversion from optical 
to electrical energy by taking an organic thin film photovoltaic device as an example[4]. (3) Conversion 
from electrical to optical energy by taking a LED as an example. Novel LED[5], a laser[6], an optical-
electrical relaxation oscillator[7], and a photo-detector with optical gains[8] will be demonstrated by 
using indirect transition-type semiconductors (Si, SiC, and GaP), which are fabricated and operated by 
DPP. It should also be noted that Si has low toxicity and no concerns about depletion of resources. These 
notable features, realized by using DP science and technology, are advantageous for energy saving and 
environmental protection for future society. 
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Spatiotemporal optical energy transfer in randomly distributed 
quantum dots system 
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1. Background: An optical energy transfer based on optical near-field interactions can be suppressed by exciting 
the destination quantum dot (QD). Based on this principle, the nanophotonic device which acts as all optical switch 
was developed [1]. Recently, the concept of a novel computing by utilizing fluctuation of optical near-field energy 
transfer was proposed [2]. On the other hand, we have developed long range optical energy transfer using 
randomly distributed QD system [3]. Here, we successfully demonstrated a spatiotemporal control of optical 
energy transfer with suppression of optical near-field energy transfer in randomly distributed QD system. 
2. Experiment: We prepared two types of CdSe/ZnS core-shell QDs, designated as QDS and QDL. The ground state 
of the exciton in QDS was resonant with the first excited state in QDL. Using e-beam lithography and lift-off 
technique, these QDs were deposited in structures as shown in Fig.1 on a silica substrate. The QDSs and QDLs were 
randomly and closely dispersed in green and orange regions in Fig. 1, respectively. We measured the emission 
intensity IA of QDS from an edge of QDS structure named A, during exciting QDS by irradiating the center of QDS 
structure (shown as white dotted circle in Fig. 1) with UV laser light. We evaluated the variation of IA, with 
irradiating the other edge of QDS structure, B or C with = 589 nm laser to excite QDL. 
3. Result: Figure 2 shows the obtained variation of IA with irradiation of B or C. IA increased in 2.8 % with 
irradiating B due to suppression of optical energy transfer by exciting QDL in B. However, IA shows no significant 
variation with irradiating C because there were no QDL in region C. This result indicated the spatiotemporal control 
of optical energy transfer can be realized by suppression of optical near-field energy transfer.  
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Abstract: We have demonstrated a novel technique for autonomously coupling heterogeneous 
quantum dots to induce particular optical responses based on a simple phonon-assisted photocuring 
method in which a mixture of quantum dots and photocurable polymer is irradiated with light. The 
cured polymer sequentially encapsulates coupled quantum dots, forming what we call a Nanophotonic 
Droplet. The Nanophotonic Droplets exhibited quite homogeneous sizes, shapes, and optical properties 
due to their characteristic formation process.  

Various fabrication technologies have been actively developed for realizing novel devices and systems 
that operate on the nanometric scale. Among these technologies, self-assembly is one promising 
method of achieving mass-production of nanometric devices. Previously, we reported an all-
autonomous technique for producing Nanophotonic Droplets [1], which are coupled heterogeneous 
quantum dots (QDs) encapsulated by locally cured photocurable polymer. In this technique, a mixture of 
QDs and photocurable polymer is irradiated with incident light having a lower photon energy than the 
curing energy of the polymer, inducing a phonon-assisted process [2], namely, multistep excitation, 
which cures the polymer via excited phonon levels. The important point is that this process occurs only 
when heterogeneous QDs of similar size come close to each other. In this paper, we describe the basic 
mechanisms of autonomously fabricating Nanophotonic Droplets, and we discuss their optical 
properties using the results of experimental demonstrations. 

In order to experimentally demonstrate the formation of Nanophotonic Droplets, first we produced 
nanophotonic droplets by our proposed method and extracted them. Specifically, we used solutions of 
CdSe-QDs and ZnO-QDs, which emit visible and ultraviolet (UV) light, respectively. Figure 1(a) shows 
SEM images and microscope emission images of Nanophotonic Droplets formed by irradiating the 
solutions with assisting light having a wavelength of 532 nm for 30 minutes. The individual emission 
spectra of four Nanophotonic Droplets A, B, C, and D indicated in Fig. 1(a) are respectively plotted in Fig. 
1(b). As shown, similar-sized spherical regions of cured polymer were successfully obtained, and the 
microspectroscopy results demonstrate the uniformity of the optical properties of the produced 
Nanophotonic Droplets. 
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Fig. 1. (a) SEM image and microscope emission image of a single (left) and aggregated (right) 

Nanophotonic Droplets. (b) Emission spectra of multiple Nanophotonic Droplets, due to emission 
from the contained CdSe-QDs. 

These findings show the fundamental features of our proposed method, where we can obtain a large 
number of Nanophotonic Droplets with homogeneous optical properties by using an all-autonomous 
fabrication process. Our method can be easily used in various applications where the further 
development of novel nanophotonic devices and nanotechnologies will be required.  

A part of this work was supported by the Research and Development Program for Innovative Energy 
Efficiency Technology funded by the New Energy and Industrial Technology Development Organization 
(NEDO), Japan. 
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Abstract:  A novel Si-LED was fabricated based on dressed photons. Signals of several THz were 
observed, originating from sidebands in the emission spectra. The contribution of dressed-photon–
phonons to the THz-signal generation was analyzed by pump–probe spectroscopy using femtosecond 
light pulses. 

Infrared and visible LEDs have been realized by using indirect-transition-type Si bulk crystals based on 
the principles of dressed-photon–phonons [1,2]. A novel optical and electrical relaxation oscillator has 
also been developed by using these LEDs [3]. Their EL emission spectral peaks originate from the photon 
energy irradiated during the process of annealing. Furthermore, they have several sidebands which are 
due to the contribution of coherent phonons, as shown in Fig. 1 [2]. In the present study, we succeeded 
in generating a THz signal from a Si-LED and confirmed that LO phonons contributed to the signal 
generation. The mechanisms of light emission from the Si-LED were analyzed for application to novel 
monochromatic or broadband Si-LEDs. 

In order to observe a THz coherent phonon signal [3] from our homo pn-junction Si-LED, we 
measured the temporal evolution of the reflectivity, induced by coherent phonon excitation, by pump–
probe spectroscopy using 15 fs optical pulses at a wavelength of 800 nm. Figure 2 shows the spectral 
profile derived from Fourier transformation of the acquired signals. The transformed signals had 
frequency components at 20 THz, 40 THz, and 60 THz (83 meV, 165 meV, and 248 meV), originating from 
the coherent phonons. Among them, the signal at 60 THz corresponds to the separation between the 
sidebands of the Si-LED fabricated by using the same Si substrate, as is shown in Fig. 1 [2], from which 
we confirmed the generation of coherent phonons of higher sidebands and the correspondence with 
the EL spectrum of the Si-LED. 

By referring to conventional pump–probe spectroscopic studies of phonons [4], the experimental 
results obtained here demonstrate that the sidebands of the EL emission originated from optical 
phonons and, furthermore, suggest that the intensities of the sidebands can be controlled by controlling 
the spectral properties of coherent phonons. Since the present Si-LED was fabricated by phonon-
assisted annealing by injecting current while irradiating the device with laser light [1], it is expected that 
the emission sidebands due to phonons will be suppressed or enhanced by irradiating the Si crystal with 
a pair of optical pulses having a time difference that is inversely proportional to the phonon frequency 
[5]. With this method, it should be possible not only to realize highly efficient monochromatic emission 
but also white-light emission.  
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Abstract: A novel infrared Si photodetector was fabricated by annealing using current injection and 
infrared light irradiation. A drastic increase in detection sensitivity was found for incident light whose 
photon energy was lower than the bandgap energy of Si. This was attributed to optical gain due to 
stimulated emission via phonon energy levels.  

Infrared photodetectors (PDs) are used in a wide range of applications, including optical fiber 
communication systems. Composite semiconductors (e.g., InSb and InGaAs) with low bandgap energy, 
Eg, are typically used for PDs. However, a serious problem is the difficulty of integrating them with Si 
electronic devices due to lattice mis-matching [1]. In order to solve this problem, we realized a novel Si-
PD that exhibits high detection sensitivity to incident light with a photon energy lower than Eg of Si [2].  

After impurities (boron) were doped into the Si crystal to form a homo pn-junction, the crystal was 
annealed with Joule heat caused by current injection. During this process, the Si crystal surface was 
irradiated with laser light, inducing stimulated emission which controlled the diffusion of the boron. A 
diode laser with a wavelength of 1.32 μm was used as a light source for the irradiation. Curve A in Fig. 1 
shows the wavelength dependence of the detection sensitivity of a Si-PD fabricated by annealing with 
an injected current density of 1.3 A/cm2 and irradiation with laser light power of 120 mW. This curve 
shows that the fabricated Si-PD was sensitive even in the wavelength range longer than the cut-off 
wavelength λc (= 1.11 μm), which is inversely proportional to Eg. Furthermore, its sensitivity was higher 
than that of a commercially available Si-PD used for comparison (Hamamatsu, S3590; curve B).  

By injecting a forward bias current, much higher sensitivity was obtained in the wavelength region 
longer than λc. Closed circles, squares, and triangles in Fig. 1 represent the measured sensitivity with 
forward bias current densities of 10 A/cm2, 3.5 A/cm2, and 1 A/cm2, respectively. The closed circle at 
1.32 μm shows that the sensitivity was as high as 0.04 A/W. This was achieved due to a unique spatial 
distribution of impurities (boron) autonomously formed at the pn-junction by the annealing. 
Furthermore, at 1.16 μm, the sensitivity and the quantum efficiency were as high as 3.1 A/W and 336 %, 
respectively, due to the optical gain caused by stimulated emission via dressed-photon–phonons.  

Curve A in Fig. 2 shows the relation between the incident photon energy and the detection sensitivity of 
the Si-PD at a forward bias current density of 10 A/cm2, normalized by that at 1 A/cm2. For comparison, 
curve B is the EL spectrum of a Si-LED fabricated using the same annealing method by irradiating 1.32 
μm-wavelength light [3]. In curve B, the peak at 0.94 eV originates from the photon energy of the light 
irradiated in the annealing process. The two peaks at the left are LO phonon sidebands, whose 
separation is 53 meV. By comparing with curve B, it was found that curve A contains two LO phonon 
sidebands at higher photon energy. From these sidebands, it is concluded that the optical gain giving a 
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drastic increase in the detection sensitivity of the Si-PD is due to stimulated emission by the dressed-
photon–phonons. 
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Abstract: A novel Si-LED was fabricated by using a dressed photon-assisted annealing. It emits the light 
of the photon energy larger than the bandgap energy.  By the successful observation of the phonon 
sidebands in the emission spectrum, magnitude of the exciton-phonon interaction was estimated. 

Slicon, an indirect transition-type semiconductor, has never been used for active optical devices such as 
LED because of its extremely low emission efficiency. Since Si is high in its crystal quality and low price, a 
lot of methods have been proposed for realizing LEDs in order for integration with electronic ICs. 
However, the fatal problems have never been solved, which originated from the indirect transition. In 
order to solve these problems, the authors have invented the novel annealing which is assisted by 
dressed photons (the quasi-particle representing the coupled state of a photon and an electron-hole 
pair) and succeeded in realizing the high efficiency LED with a homo pn-junction bulk crystal of Si [1]. 

Since the dressed photons create novel phonon energy levels by combining phonons in the crystal [2], 
the probability of recombination of electron and hole increased via these energy levels even though the 
semiconductor is indirect transition-type. In order to form a unique distribution of the impurities 
(borons) in the Si crystal for efficient generation of the dressed photons, the crystal was annealed by 
injecting the current while the surface was irradiated by the light. The LED fabricated by this annealing 
emits the light efficiently, and moreover, the emitted photon energy is determined not by the bandgap 
energy Eg (=1.12 eV) of Si but by the photon energy of the light irradiated in the process of annealing. It 
means that the emission wavelength can be controlled by the wavelength of the irradiated light. 
Although the previous study has realized the Si LED with the emission photon energy lower than Eg  [1], 
the present study obtained the higher emission photon energy than Eg  by modifying the method of 
annealing.   

After ion-implantation of borons to the As-doped n-type Si 
crystal to form the homo pn-junction, the 65 mA-current 
was injected for annealing while the laser light of 1 W-
power (photon energy hνanneal =1.4 eV, wavelength=890 nm) 
was irradiated for one hour. The solid curve in Fig. 1 shows 
the EL spectrum emitted from the fabricated Si-LED, which 
shows the high intensity emission peak at hνanneal (=1.4 eV). 
On its left side, two more peaks are seen, which are 
confirmed to be the phonon sidebands because the 
separation (55 meV) between the peaks is equivalent to the 

Fig.1 EL emission spectra 
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LO phonon energy.  

 The intensity of the phonon sideband can be expressed by a Poisson-distribution function with the 
Huang-Phys factor S and the intensity of the zero-phonon line. Here, the Huang-Phys factor S in the 
Poisson-distribution function represents the magnitude of interaction between excitons and phonons. By 
fitting this function to the measured EL spectral profile, the value of S was found to be 1.82. This value is 
about 100 times larger than that in the conventional bulk Si crystal, by which the strong interaction 
between the excitons hole and phonons induced by the dressed photon was confirmed. 

In summary, we succeeded in fabricating a Si LED with the emitted photon energy higher than Eg. The 
origin of the sidebands in the EL spectra was confirmed to be the contribution of the dressed photon-
phonons.  
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Abstract: We fabricated highly efficient white- and UV-LEDs using Silicon carbide (SiC) driven by dressed photons 
created at the inhomogeneous domain boundary in a homojunction bulk SiC crystal. 
1. Introduction 
Recently, Silicon carbide (SiC) has attracted attention as a material for high power electric devices. However, SiC is 
unsuitable for electroluminescence material. Because, SiC is an indirect-transition type semiconductor and 
therefore, it has been difficult to develop an efficient light emitting diode(LED) for the practical use[1].  On the 
other hand, according to recent research by the authors, the emission efficiency of SiC has been increased by 
employing annealing using dressed photons, a technique known as dressed-photon–assisted annealing. This 
annealing method has already been applied to silicon (Si), an indirect-transition type semiconductor, to realize 
high-efficiency p–n homojunction-structured LEDs, lasers, and IR photodetectors using bulk Si crystal [2-4].  
In this study, we have fabricated and operated a p-n homojunction-structured SiC LED that emits at room 
temperature by applying dressed-photon–assisted annealing. The principle of the annealing technique, the device 
fabrication method, and the characteristics of the fabricated devices are described in the presentation. 
2.  Fabrication 
The followings are the fabrication processes: 1. A p-n homojunction was formed by the ion implanting method to a n-type bulk SiC 
wafer. 2. The electrodes on the SiC wafer with a p-n himojunction were fabricated by the sputtering method. 3. The devices were 
singulated  from the SiC wafer with the electrodes. 4. The devices were annealed by Joule heating brought by a forward bias 
current under the laser irradiation condition (dressed photon–assisted annealing). Here, we used 532-nm (hv=2.33eV) laser with 
the power of 10 mW for the annealing.  
3.  Device Characters 
Figure 1 shows the EL spectra from the SiC LED driven by the constant (0.4mA,8.6V) and pulse (duration; 
50μs,100Hz) currents, respectively. At the pulse current operation, The emission peak appeared at photon energy 
was 3.13 eV in UV region. Figure 2 shows the injection current dependence of the EL power. The quantum 
efficiency of the LED was about 1% at the pulse current operation. 
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Abstract: Enhanced emission intensity from a dipole-forbidden state in a GaAs quantum ring was observed, 
using the near-field interaction induced by the close proximity of an aperture fiber probe tip to quantum ring. 
A significant decrease in the decay time of the emission was confirmed using time-resolved 
photoluminescence spectroscopy. 
To reduce the size of photonic devices below the diffraction limit, we have proposed nanophotonic devices1 
that consist of semiconductor quantum structures. In a nanophotonic device, the dipole-forbidden 
energytransition can reduce the size of the device beyond the diffraction limit of light and achieve 
unidirectional energy transfer, which is unattainable in conventional photonic devices. The dipole-forbidden 
energy transition originates from an exchange of virtual photons between resonant energy states. The use of 
virtual photons activates dipole-forbidden energy states. Although emission from the dipole-forbidden 
energy state cannot be detected in the far field (FF), it can be utilized when the nanoparticle and detector are 
in close proximity. Here, we report direct observation of emission from an optically forbidden level in GaAs 
quantum ring using the nearfield (NF) interaction induced by a fiber probe. 
The GaAs quantum ring structure was fabricated using the droplet epitaxy 
technique2 (see Figs. 1(a) and 1(b)). We performed time-resolved NF 
photoluminescence (PL) spectroscopy using an apertured fiber probe. Figure 
1(c) shows the time-resolved PL spectra obtained at a 725-nm wavelength for 
the ground state of the GaAs quantum ring; the curves correspond to spectra 

obtained with probe-to-sample 
distances of d > 1 m (FF), d ~ 5nm 
(NF1), d ~ 10nm (NF2), and the 
conventional FF (FF’). Table 1 
shows the respective decay times, 
τ. Although the emission peak at 
725 nm originated from the dipole-
forbidden state, the results 
indicated that the decay time 
decreased to almost half that of FF 
spectrum, due to the close 
proximity of the fiber probe to the quantum ring. These results were attributed to NF interaction between 
the probe tip and the quantum ring to activate the dipole-forbidden energy state3. 
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To miniaturize the photonic device below the diffraction limit of light, we have proposed 

nanophotonic devices [1], which consists of quantum dots (QDs) and it can be realized by 

controlling energy levels in QDs. One representative device studied is a nanophotonic switch using 

CuCl [2], in which switching dynamics are controlled by a dipole-forbidden optical near field 

energy transfer among resonant energy levels in QDs. ZnO is a promising material for realizing 

room-temperature nanophotonic devices, due to the large exciton binding energy [3]. The progress 

of ZnO studies were supported by the recent achievements in the fabrication of nanorod 

heterostructures [4]. This paper reviews recent progress of nanophotonic device using one-

dimensionally aligned ZnO nanorod multiple-quantum-well structures (MQWs). We demonstrated 

switching dynamics by a dipole-forbidden optical energy transfer among resonant exciton states [5]. 

We also observed a superradiance, i.e., a cooperative spontaneous emission [6]. Our findings 

provide criteria for designing nanoscale synergetic devices without the use of an external cavity. 
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Abstract: A significant decrease in the decay time of the emission from a dipole-forbidden state 
in a GaAs quantum-ring was observed, using the near-field interaction induced by the close 
proximity of an apertured fiber probe tip. 
OCIS codes: (180.4243) Near-field microscopy; (230.5590) Quantum-well, -wire and -dot devices 

 

To reduce the size of photonic devices below the diffraction limit, we have proposed nanophotonic devices [1] that 
consist of semiconductor quantum structures. In a nanophotonic device, the dipole-forbidden energy-transition can 
reduce the size of the device beyond the diffraction limit of light and achieve unidirectional energy transfer, which is 
unattainable in conventional photonic devices [2, 3]. The dipole-forbidden energy transition originates from an 
exchange of virtual photons between resonant energy states. The use of virtual photons activates dipole-forbidden 
energy states. Although emission from the dipole-forbidden energy state cannot be detected in the far field (FF), it 
can be utilized when the nanoparticle and detector are in close proximity. Here, we report direct observation of 
emission from an optically forbidden level in GaAs quantum ring using the near-field (NF) interaction induced by a 
fiber probe. 

The GaAs quantum ring structure was fabricated using the droplet epitaxy technique [4]. As shown in Figs. 1(a). 
emitting GaAs quantum-ring is below the GaAs cap layer with 10 nm, and top GaAs quantum-ring layer is inactive 
layer to confirm the position of quantum-ring structure (Fig. 1(b)). We performed time-resolved NF 
photoluminescence (PL) spectroscopy using an apertured fiber probe (aperture diameter of 50 nm). Figure 2 shows 
the time-resolved PL spectra obtained at a 725-nm wavelength for the ground state of the GaAs quantum ring; the 
curves correspond to spectra obtained with probe-to-sample distances of d > 1 m (FF), d ~ 5nm (NF1), d ~ 10nm 
(NF2), and the conventional FF (FF’). Table 1 shows the respective decay times, . Although the emission peak at 
725 nm originated from the dipole-forbidden state, the results indicated that the decay time decreased to almost half 
that of FF spectrum, due to the close proximity of the fiber probe to the quantum ring. These results were attributed 
to NF interaction between the probe tip and the quantum ring to activate the dipole-forbidden energy state [5]. 

Because the decay time of the dipole-forbidden state is 106 times longer than that of the dipole-active state 
[6], the dipole-forbidden state can be used to realize novel devices such as optical buffer memory and signal-
transmission devices. 
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Fig. 2 Time-resolved photoluminescence (PL) intensity. NF1 and NF 2: near-field PL spectra using NF 
spectroscopy. FF: Far-field spectra using NF spectroscopy. FF’: FF spectra using conventional spectroscopy. 

 
Fig. 1 (a) Schematic diagram of the GaAs ring structure. (b) Atomic force microscopy (AFM) image of the 
fabricated GaAs ring. 

Table 1. Decay time  
  (ps)

NF1 (d ~5nm) 305 
NF2 (d ~10nm) 305 
FF (d > 1m) 330 

FF’ 580 
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ABSTRACT 
 

Although the quality of extreme ultraviolet (EUV) mask substrates has improved by continuous refinement of the 
polishing processes, the yield of defect-free blanks is still very low. Dressed-photon nanopolishing (DPNP) is a novel 
vapor phase, photo-chemical, non-contact etching process that has been shown to locally smooth bumps and pits to 
below 1 nm in height/depth while not affecting the surface roughness. DPNP is based on the concept of a dressed 
photon, which is a quasi-particle in the optical near field of a surface that can couple with lattice phonons in nanometric 
regions (< 100 nm). When illuminated with light of a suitable wavelength, such coupled states are generated on a 
nanometrically rough material surface and impart sufficient energy to an etchant gas to enable its dissociation and 
etching in the rough regions only. DPNP can be the last polishing step on EUV substrates to eliminate any remnant pits 
and/or embedded particles on the surface to yield potentially defect-free substrates.  
 
Keywords: EUV, mask substrate, defectivity, roughness, flatness, CMP, dressed-photon, DPNP 
 

1. INTRODUCTION 
 
The defectivity of EUV mask blanks remains a significant obstacle in the realization of EUV lithography. About two-
thirds of the defects are present on the substrate[1] and remain difficult to repair after multilayer deposition. These defects 
are mostly below ~70 nm in size[2] and are pits, scratches or particles composed of chemical mechanical planarization 
(CMP) and/or cleaning residues, storage adders, etc. Over the past few years, mask suppliers have been able to gradually 
improve the quality of the substrates to meet the above specifications, but the yield is still poor. Here we describe a novel 
dry etching process DPNP which can smooth pits and bumps on the substrate without increasing the surface roughness. 
DPNP etches according to local nanoscale surface curvature based on the optical near-field effect. Unlike CMP, DPNP is 
a non-contact process and does not add pits while polishing. We present the results of DPNP polishing on bumps and pits 
on doped substrates and show its potential to etch defects to < 1 nm in height/depth. We look at the effect of DPNP on 
surface roughness and evaluate process-induced defectivity and cleaning chemistries to address that. DPNP can 
potentially be the last polishing step on EUV substrates to eliminate any remnant pits and/or embedded particles on the 
surface, and thus enable a route to obtain low-defectivity EUV substrates with higher yields. 
 
1.1. EUV substrate requirements 
 
EUV mask substrates, made of titania-doped fused silica, are manufactured using a flame-hydrolysis process[3] where 
high purity precursor gases react in high-temperature flame burners and settle as SiO2 and TiO2 soot particles on a large 
boule, which undergoes a complex motion in x, y, z and θ in order to make the glass as homogeneous as possible. The 
substrates are cut from the boule into the required dimensions and then undergo a series of (iterative) polishing steps to 
reach the required specifications. The substrates ideally require ~0.05 nm root mean square (RMS) surface roughness, 
sub-30 nm peak-valley flatness, and no defects larger than 1 nm in height/depth. It appears that the requirements, 
particularly roughness and flatness, are not hard to reach by themselves, but very difficult to achieve along with 
defectivity. This is something similar to the infamous resist-line edge roughness (LER)-sensitivity (RLS) triangle for 
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Moreover, the etching will automatically stop when the region/surface has become smooth enough to stop generating 
DP-CPs. For smoothing pits, the proposed mechanism is based on the fact that the edges of a pit will appear as a bump to 
the isotropic etchant gas-so the edges would get etched and the pit would become wider and wider until rendered 
unprintable. Typical process parameters are laser wavelength and power, etchant gas pressure and flow rate and beam 
exposure time and intensity[12]. 
 
2.2. Experimental details 
 
Low-thermal expansion material (LTEM) substrates made of titania-doped fused silica were first inspected at 
SEMATECH on the Lasertec M7360 inspection tool to estimate the initial defect count. Selected pit and bump type 
defects were then punch marked (four punch marks in a diamond shape, 5 µm from the defect). Additional punch marks 
and “+” signs were milled into the substrate surface to enable alignment of the substrate on the dynamic force 
microscope (DFM) at NPEO. Select defects were scanned on the DFM at NPEO to estimate defect dimensions, including 
depth/height and width, and then marked with a blank sharpie to identify the defect location.  
 
The DPNP tool essentially consisted of an inductively coupled plasma tool modified to insert a laser head from the top 
port. The laser used was a solid-state diode-pumped laser with a wavelength of 532 nm and an output power of 2 W. The 
beam spot is oval shaped and roughly 2 mm in X and 4 mm in Y. The substrate was manually placed in the DPNP tool 
and adjusted to place the defect directly under the path of the laser beam. Then it was exposed to Cl2 gas at a chamber 
pressure of 100 Pa along with the laser beam for 10–30 minutes. The defects were re-scanned on the DFM to measure 
the change in the dimensions of the defect.  
 
2.3. Results 
 
Figure 3 shows a representative result both before and after DPNP processing on a substrate bump and pit in the same 
DFM scan area. This proves that DPNP can smooth both a pit and a bump type defect at the same process conditions. A 
bump type defect with an initial height 4.7 nm was reduced to 1.3 nm, and a pit type defect was reduced in depth from 
15.1 nm to 5.9 nm after 20 minutes of processing. Additional results have been obtained that demonstrate that DPNP 
smoothed a bump defect 4 nm high and a pit defect 10 nm deep to less than 1 nm of variation from the baseline surface. 
This indicates the capability of DPNP to smooth defects to below the printable level on EUV mask substrates.  
 

 
Figure 3: DFM scans showing simultaneous etching of both bump and pit type defects with DPNP polishing. 
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HF is that the surface roughness of the substrates increases by a slight amount[17]. Quality substrates and proper post-
CMP cleaning can remove most of the particles on the surface without the generation of many pits. 
 
DPNP can potentially be the last superfine polishing step in the polishing process flow. The advantage is that it is a non-
contact process and doesn’t increase the roughness or impact the flatness (for laser exposure over the full substrate area) 
while smoothing any remaining pits or particles on the substrate. This is particularly important in case of any embedded 
particles, since in normal cleaning process removing an embedded particle results in a pit defect in its wake, while in 
DPNP the particle is smoothed to the surface level only. DPNP needs to be coupled with a mild cleaning step (likely 
without megasonic irradiation) to remove the etching residues added.  

 
 

4. SUMMARY 
 
EUV substrates require the development of a tightly integrated global/local polishing/cleaning processing in order to 
simultaneously meet the three coupled requirements of defectivity, roughness and flatness. DPNP is a novel dry etching 
process based on the optical near-field effect and achieves gradient-based selective etching on fused silica and doped 
fused silica substrates. It has been shown to completely smooth pit and particle defects to less than 1 nm in depth or 
height and has potential to be the final polishing process step for EUV substrates. To take the DPNP technology to a 
commercial scale requires the expansion of the laser exposure field to the full substrate area and proper integration with 
the overall polishing/cleaning process flow.  
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Abstract 

Optics has been playing crucial roles in security applications ranging from 

authentication and watermarks to anti-counterfeiting. However, conventional 

security technologies in use today have been facing increasingly stringent 

demands to safeguard against threats such as counterfeiting of holograms, 

requiring innovative physical principles and technologies to overcome their 

limitations. Nanophotonics, which utilizes interactions between light and matter at 

the nanometer scale via optical near-field interactions, can break through the 

diffraction limit of conventional propagating light. Moreover, nanophotonics has 
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some unique physical attributes, such as localized optical energy transfer and the 

hierarchical nature of optical near-field interactions, which pave the way for novel 

security functionalities. This talk reviews physical principles and describes some 

experimental demonstrations of systems based on nanophotonics, with respect to 

security applications such as tamper resistance against non-invasive and invasive 

attacks, hierarchical information retrieval, hierarchical holograms, authentication, 

and traceability.  
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Abstract–This paper demonstrates that a network of 
optical energy transfer between quantum nanostructures 
mediated by optical near-field interactions, occurring at 
scales far below the wavelength of light, could be utilized 
for solving constraint satisfaction problems (CSPs). The 
optical energy transfer, from smaller quantum dots to 
larger ones, a quantum stochastic process, depends on the 
existence of resonant energy levels between the quantum 
dots or a state-filling effect occurring at the larger quantum 
dots. Such a spatial and temporal mechanism yields 
different evolutions of energy transfer patterns in multi-
quantum-dots systems. We numerically demonstrate that 
optical energy transfer processes can solve a CSP. We 
consider such an approach pave the way for a novel 
computation paradigm beyond those of conventional 
optical or quantum computations.  
 
1. Introduction 

 
Novel computing devices and architectures are highly 

demanded to overcome the limitations of conventional 
ones that are based solely on electron transfer in terms of 
reducing power dissipation, solving computationally 
demanding problems, and so on. Also, nature-inspired 
architectures are attracting significant attention from 
various research arenas such computational neurosciences, 
stochastic-based computing and noise-based logic, and 
spatio-temporal computation dynamics [1].  

Among these research, Aono et al. demonstrated the 
“amoeba-based computing”, such as solving constraint 
satisfaction problem (CSP) [1], the traveling salesman 
problem (TSP), by utilizing the spatio-temporal 
oscillatory dynamics of the photoresponsive amoeboid 
organism Physarum combined with external optical 
feedback control. These demonstrations indicate that we 
can utilize inherent spatial and temporal dynamics for 
novel computing architectures and applications; such 
arguments should be applicable for nanometer-scale light 
and matter interactions [2]. In particular, energy transfer 

between quantum nanostructures mediated by optical 
near-field interactions plays a crucial role; its theoretical 
foundation has been given in the dressed photon model [3] 
and experimentally demonstrated in various quantum 
nanostructures [4-6] including room temperature 
operations [6]. Besides, the optical energy transfer has 
been shown to be 104-times more energy efficient than 
that of a bit-flip energy required in conventional 
electrically wired devices [7]. 

This paper theoretically demonstrates that optical 
energy transfer between quantum dots mediated by optical 
near-field interactions is utilized for solving a CSP. The 
optical energy transfer depends on the existence of 
resonant energy levels between the quantum dots (QDs) or 
the state filling effect occurring at the destination QDs. 
Also, as indicated by the quantum master equations, the 
energy transfer process is fundamentally probabilistic. 
Such a spatial and temporal mechanism yields different 
evolutions of energy transfer patterns combined with 
certain feedback mechanisms. In contrast to biological 
substrates, optical energy transfer is implemented by 
highly-controlled engineering means for designated 
structures. The operating speed of such optical-near-field 
mediated QD systems, which is in order of nanosecond 
when we concern with radiative relaxation processes, is 
also significantly faster than the ones based on biological 
organisms, which is in orders of seconds or minutes [1]. In 
addition, we should emphasize that the concept and the 
principles discussed in this paper is fundamentally 
different from those of conventional optical computing or 
optical signal processing which are limited by the abilities 
of propagating light. The concept and the principles are 
also different from quantum computing paradigm where 
superposition of all possible states is exploited so that it 
leads to a collect solution. The optical near-field-mediated 
energy transfer is a coherent process, indicating that an 
optical excitation could be transferred to all possible 
destination QDs via a resonant energy level, but such 
coherent interaction between QDs results in an 
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unidirectional energy transfer by an energy dissipation 
process occurring in the larger dot. Thus, our approach 
paves another computation paradigm where both coherent 
and dissipative processes are exploited.  

 
2. State-dependent Optical Energy Transfer via Near-
Field Interactions for Solving a Constraint Satisfaction 
Problem (CSP) 

 
Here we assume two spherical quantum dots whose 

radii are RS and RL, which we call QDS and QDL1, 
respectively, as shown in Fig. 1(a). There exists a 
resonance between the level of quantum number (1,0) of 
QDS, denoted by S in Fig. 1(a), and that of quantum 
number (1,1) of QDL1, marked by L1

(U). Note that the 
(1,1)-level of QDL1 is a dipole-forbidden energy level. 
However, optical near-fields allow this level to be 
populated by excitation. Therefore, an exciton in the (1,0)-
level in QDS could be transferred to the (1,1)-level in 
QDL1. In QDL1, due to the sublevel energy relaxation with 
a relaxation constant , which is faster than the near-field 
interaction, the exciton relaxes to the (1,0)-level, denoted 
by L1

(L), from where it radiatively decays. Therefore, we 
find uni-directional optical excitation transfer from QDS to 
QDL1. 

 

 
Fig. 1 (a,b) Optical energy transfer between QD mediated 
by near-field interaction. (c,d) Architecture of optical-
energy-transfer-based problem solver studied in this paper. 

 
When the lower energy level of the destination 

quantum dot is filled with another excitation (called “state 
filling”), an optical excitation occurring in a smaller QD 
cannot move to a larger one. This suggests two different 
patterns of optical energy transfer appear depending on 
occupation of the destination quantum dots (Fig. 1(b)).  

Toward solving a constraint satisfaction problem (CSP) 
using optical energy transfer, we design an architecture 
where a smaller QD are surrounded by multiple larger 
QDs. In this paper, we assume four larger QDs each of 
which is labeled with QDL1, QDL2, QDL3, QDL4 as 
indicated in Fig. 1(c). Fig. 1(d) shows representative 
parameterizations associated with the system. The (1,0)-
level in QDS is denoted by S, and the (1,1)-level in QDLi is 

denoted by Li
(U). These levels are resonant with each other 

and are connected by inter-dot interactions denoted by 
USLi (i=1,...,4). The lower level in QDLi, namely the (1,0)-
level, is denoted by Li

(L), which could be filled via the 
sublevel relaxation denoted by Li from Li

(U). The 
radiations from the S and Li levels are respectively 
represented by the relaxation constants S and Li. We call 
the inverse of those relaxation constants the radiation 
lifetime in the following. We also assume that the photon 
radiated from the lower level of QDLi can be separately 
captured by photodetectors. In addition, we assume 
control lights, denoted by CLi in Fig. 1(c), so that they 
could induce state filling effect at Li

(L). Summing up, Fig. 
1(c) and (d) schematically represent the architecture of the 
system to be studied in this paper for solving a CSP.  

First, we suppose that the system initially has one 
exciton in S. From the initial state, through the inter-dot 
interactions USLi, the exciton in S could be transferred to 
Li

(U) (i=1,...,4). Correspondingly, we can derive quantum 
master equations in the density matrix formalism [8]. The 
Liouville equation for the system is then given by  

int

( )
[ , ( )] ( ) ( )

d t i
H t N t t N

dt  
      

            (1) 
where (t) is the density matrix with respect to the five 
energy levels, Hint is interaction Hamiltonian, and N 
indicates relaxations. In the numerical calculation, we 
assume USLi

-1=100 ps, i
-1=10 ps, Li

-1=1 ns and S
-1~2.92 

ns as a typical parameter set [8].  
Based on the above modeling and parameterizations, 

we can calculate populations involving L1
(L), L2

(L), L3
(L), 

and L4
(L) which are relevant to the radiation from the 

larger QDs. Also, when QDLi suffers from state filling by 
control lights CLi, the energy transfer from the QDS to 
QDLi behaves differently.  

 

 
 

Fig. 2 (a) Estimated energy transfer probability depending 
on the control light beam(s). (b) Schematic representation 
of possible states of the system. States (7) and (10) 
correspond to the correct solutions. 

 
We assume that the energy transfer probability to QDLi 

is correlated with the integral of the populations with 
respect to Li

(L) as summarized in Fig. 2(a). We should 
notice that such integral of populations are indeed a 
figure-of-merit (FoM) indicating the trend of optical 
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energy transfer from smaller one to the four larger dots; it 
does not hold the conservation law of the probability, 
namely, the summation of the transition probability to 
QDLi is not unity. Instead, we see that the energy transfer 
to QDLi occurs if a random number generated uniformly 
between 0 and 1 is less than the transition probability to 
QDLi shown in Fig. 2(a); for example in the case of Fig. 
2(a,[3]), the energy transfer to QDL4 is highly likely 
induced whereas the transfer to QDL1, QDL2, and QDL3 are 
less likely induced.  

The idea for the problem solving is to control optical 
energy transfer by controlling the destination QD by 
control lights in an adequate feedback mechanisms. We 
assume that a photon radiation, or observation, from the 
energy level Li

(L) is equivalent that a binary value xi results 
in a logical 1 level, while no observation of photon means 
xi =0.  
 
3. Application to Solving a Constraint Satisfaction 
Problem 

 
We consider the following constraint satisfaction 

problem as an example regarding an array of N binary-
valued variables xi (i=1,...,N). The constraint is that xi 
=NOR(xi-1,xi+1) should be satisfied for all i. That is, 
variable xi should be consistent with a logical NOR 
operation of the two neighbors. For i=0 and N, the 
constraints are respectively given by x1=NOR(xN,x2) and  
xN=NOR(xN-1,x1). We call this problem the “NOR 
problem” hereafter in this paper. Taking account of the 
nature of an individual NOR logic operation, one 
important inherent character is that if xi=1 then its two 
neighbors should be both zero xi-1=xi+1=0. Recall that a 
photon radiated, or observed, from the energy level Li

(L) 
corresponds to a binary value xi=1, whereas the absence of 
an observed photo means xi=0. Therefore, xi=1 should 
mean that the optical energy transfer to both Li-1

(L) and 
Li+1

(L) is prohibited so that xi-1=xi+1=0 is satisfied. 
Therefore, the feedback or control mechanism is that; 
[Control mechanism] If xi=1 at cycle t, then the control 
light beams Ci-1 and Ci+1 are turned on at cycle t=t+1.  

In the case of N=4, there are in total 24 optical energy 
transfer patterns from the smaller dot to larger ones. In 
this case, the variables satisfying the constraints do exist, 
and they are given by {x1, x2, x3, x4}={0,1,0,1} and 
{1,0,1,0}, which we call “correct solutions”. Fig. 2(b) 
schematically represent some of the possible states where 
the state (7) and (10) respectively corresponding to the 
correct solutions.  

There are a few remarks regarding the NOR problem. 
One is about the potential deadlock, analogous to 
Dijkstra’s “dining philosophers problem”, as already 
argued by Aono et al. in Ref. [1]. Starting with an initial 
state xi=0 for all i, and assuming a situation where optical 
energy is transferred to all larger QDs, we observe photon 
radiation from all energy levels Li

(L), namely, xi=1 for all i. 
Then, based on the feedback mechanism shown above, all 
control light beams are turned on. If such a feedback 

mechanism perfectly inhibits the optical energy transfer 
from the smaller QD to the large ones at the next step t+1, 
the variables then go to xi=0 for all i. This leads to all 
control light beams being turned off at t+2. In this manner, 
all variables constantly repeat a periodic switching 
between xi=0 and xi=1 in a synchronized manner. 
Consequently, the system can never reach the correct 
solutions. However, as indicated in Fig. 2(a), the 
probability of optical energy transfer to larger dots is in 
fact not zero even when all larger QDs are illuminated by 
control lights as shown in Fig. 2(a,[4]). Also, even for a 
non-illuminated destination QD, the energy transfer 
probability may not be exactly unity. Such a stochastic 
behavior of the optical energy transfer is a key role in 
solving the NOR problem. This nature is similar to the 
demonstrations in the amoeba-based computer [1] where 
fluctuations of chaotic oscillatory behavior involving 
spontaneous symmetry breaking in the amoeboid 
organism guarantees such a critical property.  

The operating dynamics cause one pattern to change to 
another one in every iteration cycle. Thanks to the 
stochastic nature, each trial could exhibit a different 
evolution of the energy transfer patterns. In particular, the 
transition probability, shown in Fig. 2(a), affects the 
behavior of the transitions. Therefore, we introduce a gain 
factor (G) to be multiplied by the energy transfer 
probability summarized in Fig. 2(a).  

The curves in Fig. 3(a) represent the evolution of the 
output appearance from QDLi, namely, the ratio of the 
incidence when xi=1 among 1,000 trials evaluated at each 
cycle. The curves in Fig. 3(b) characterizes the ratio of the 
appearance of the state that corresponding to the correct 
solutions; {0,1,0,1} (state 7) and {1,0,1,0} (state 10), 
respectively. When we closely examine the evolutions of 
xi in Fig. 3(a), we can see that the pair x1 and x3 exhibit 
similar behavior and as do the pair x2 and x4. Also, the 
former pair exhibit larger values the latter pair show 
smaller values, and vice versa. This corresponds to the 
fact that correct solutions are likely to be induced as the 
iteration cycle increases. 

Such a tendency is more clearly represented when we 
evaluate the time-averages of the characteristics in Fig. 
3(a) and (b). Fig. 3(c) shows the evolutions of the ratio of 
the incidences when xi=1, and Fig. 3(d) shows the ratios 
of State (7) and State (10) averaged over every 5 cycles. 
We can clearly observe a similar tendency to the one 
described above. Also, we should emphasize that, thanks 
to the probabilistic nature of the system, the states of 
correct solutions appear in an interchangeable manner. 
This is a clear indication of the fact that the probabilistic 
nature of the system autonomously seeks the solutions that 
satisfy the constraints of the NOR problem; the state-
dependent probability of energy transfer plays the critical 
role in this. In other words, it should be emphasized that a 
non-local correlation is manifested in the evolution of xi; 
for instance, when the system is in State (7), {0,1,0,1}, the 
probabilities of energy transfer to QDL1 and QDL3 are 
equally comparably low (due to state filling), whereas 
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those to QDL2 and QDL4 are equally comparably high, 
indicating that the probability of the energy transfer to an 
individual QDLi has inherent spatial patterns or non-local 
correlations. At the same time, the energy transfer to each 
QDLi is indeed probabilistic; therefore, the energy transfer 
probability to, for instance, QDL1 is not zero even in the 
State (7), and thus, the state could transition from State (7) 
to State (10), and vice versa. In fact, starting with the 
initial condition of State (7), the ratio of output 
appearance from QDL1 and the ratio of the correct 
solutions evolve as shown in Fig. 3(e) and (f) where States 
(7) and (10) occur equally in the steady state around time 
cycles around 20.  

 

 
 

Fig. 3 (a) The evolution of the ratio of the output 
appearance from QDLi, and (b) the ratio of the state 
corresponding to correct solutions. (c,d) Time-averaged 
traces (b) and (c), respectively. (e) The evolution of the 
ratio of the output appearance from QDLi, and (f) the ratio 
of the state corresponding to correct solutions with the 
initial state (7). 

 
Fig. 4 evaluates the accuracy rate, which is the number 

of correct solutions among 1000 different trials at t =100, 
as a function of the gain factor. We can see that gain of 2.5 
provides the highest accuracy rate.  
 
4. Conclusion 

 
In summary, we have demonstrated that energy transfer 

between quantum nanostructures based on optical near-
field interactions occurring at scales far below the 
wavelength of light has the potential to solve a constraint 
satisfaction problem. The optical energy transfer from 
smaller quantum dots to larger ones, which is a quantum 
stochastic process, depends on the existence of resonant 
energy levels between the quantum dots or a state-filling 
effect occurring at the destination quantum dots. We 
exploit these unique spatiotemporal mechanism in optical 

energy transfer to solve a constraint satisfaction problem, 
and numerically demonstrated that the NOR problem is 
successfully solved.  
Acknowledgments 

This work was supported in part by the Strategic 
Information and Communications R&D Promotion 
Programme (SCOPE) of the Ministry of Internal Affairs 
and Communications, and Grants-in-Aid for Scientific 
Research from the Japan Society for the Promotion of 
Science.  

 
Fig. 4 Calculated accuracy rate, or the ratio of the number 
of correct states among all trials. The accuracy rate is 
maximized when the gain factor is 2.5. 

 
References 

 
[1] M. Aono, M. Hara, K. Aihara, “Amoeba-based 
neurocomputing with chaotic dynamics,” 
Communications of the ACM 50, 69–72 (2007). 
[2] M. Naruse, T. Miyazaki, T. Kawazoe, S. Sangu, K. 
Kobayashi, F. Kubota, M. Ohtsu, “Nanophotonic 
computing based on optical near-field interactions 
between quantum dots,” IEICE Transaction on Electronics 
E88-C, 1817–1823 (2005). 
[3] M. Ohtsu, T. Kawazoe, T. Yatsui, M. Naruse, 
“Nanophotonics: Application of Dressed Photons to Novel 
Photonic Devices and Systems,” IEEE J. Sel. Top. 
Quantum Electron. 14 1404–1417 (2008). 
[4] T. Kawazoe, et al, “Demonstration of nanophotonic 
NOT gate using near-field optically coupled quantum 
dots,” Appl. Phys. B 84, 243–246 (2006). 
[5] W. Nomura, et al., “Structural dependency of optical 
excitation transfer via optical near-field interactions 
between semiconductor quantum dots,” Appl. Phys. B 100, 
181-187 (2010).  
[6] T. Kawazoe, et al., “Two-dimensional array of room-
temperature nanophotonic logic gates using InAs quantum 
dots in mesa structures,” Appl. Phys. B 103, 537–546 
(2011). 
[7] M. Naruse, H. Hori, K. Kobayashi, P. Holmström, L. 
Thylén, and M. Ohtsu, “Lower bound of energy 
dissipation in optical excitation transfer via optical near-
field interactions,” Opt. Express 18, A544–A553 (2010). 
[8] M. Naruse, T. Kawazoe, R. Ohta, W. Nomura, and M. 
Ohtsu, “Optimal mixture of randomly dispersed quantum 
dots for optical excitation transfer via optical near-field 
interactions,” Phys. Rev. B 80, 125325 1–7 (2009). 

- 581 -

158



Amoeba-inspired SAT Solver

Masashi Aono†, Song-Ju Kim†, Liping Zhu‡, Makoto Naruse£,
Motoichi Ohtsu§, Hirokazu Hori¶, Masahiko Hara†

†Flucto-order Functions Research Team, RIKEN Advanced Science Institute,
‡Tokyo Tech-RIKEN International School, Tokyo Institute of Technology,

2-1, Hirosawa, Wako, Saitama 351-0198, Japan
£Photonic Network Research Institute, National Institute of Information and Communications Technology,

4-2-1 Nukui-kita, Koganei, Tokyo 184-8795, Japan
§Graduate School of Engineering, The University of Tokyo,

2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan
¶Interdisciplinary Graduate School of Medical and Engineering, University of Yamanashi,

Kofu 400-8511, Japan
Email: masashi.aono@riken.jp

Abstract—We propose a biologically-inspired comput-
ing algorithm called “AmoebaSAT” for solving an NP-
complete combinatorial optimization problem, the Boolean
satisfiability problem (SAT). AmoebaSAT is a hybrid of
two dynamics; chaotic oscillatory dynamics for exploring
the state space are combined with spatiotemporal control
dynamics for bouncing back logically-false state transi-
tions. For the former, we employ the logistic map as a unit
for generating chaotic fluctuation. The control principle of
the latter that we call “bounceback control” is designed to
stabilize a state only when it represents a solution, i.e., a
satisfiable assignment. We show that, for some benchmark
problem instances, AmoebaSAT finds a solution faster than
a well-known algorithm called “WalkSAT”, which is con-
sidered to be one of the fastest algorithms.

1. Introduction

There has been growing interest in biologically-inspired
algorithms for solving computationally demanding prob-
lems in a fashion similar to search dynamics of various
biological systems such as neural networks, evolutionary
processes, ants, and swarms [1]. AmoebaSAT extracts the
essence of spatiotemporal oscillatory dynamics of a single-
celled amoeboid organism, the true slime mold Physarum
polycephalum, which is capable of searching for a solu-
tion to some optimization problems [2]. When placed un-
der our previously studied spatiotemporal control which
applies aversive light stimuli locally and dynamically de-
pending on the shape of the organism, the organism ex-
hibits chaotic oscillatory dynamics and finds a solution to
the traveling salesman problem by changing its shape into
the optimal one for which the area of the body is maxi-
mized and the risk of being illuminated is minimized [3].
Inspired by this scheme, we define AmoebaSAT as a hybrid
of chaotic oscillatory dynamics and spatiotemporal control
dynamics.

The SAT is the problem of determining if a given
Boolean formula of N variables xi ∈ {0 ( f alse), 1 (true)}
(i ∈ I = {1, 2, · · · ,N}) is “satisfiable”, i.e., there exists at
least one particular assignment of true values to the vari-
ables such that it makes the entire formula true. Many de-
cision problems and optimization problems can be trans-
formed into instances of the SAT. Thus, SAT solvers are
potentially applied to a wide range of practical purposes
such as software and hardware design, planning, constraint
optimization, and automatic inference.

The SAT is a basis of hard computational problems, as
it is the first problem shown to be NP-complete [4]. No
algorithm is known to solve the NP-complete problem in a
practically tractable time. Indeed, the number of possible
assignments 2N grows exponentially as a function of N.

A “conjunctive normal form (CNF)” of a Boolean for-
mula is the AND (∧) of a series of clauses, where each
clause is the OR (∨) of literals, and each literal is either a
variable xi or its negation ¬xi. The SAT is called “k-SAT”
when the formula is a CNF whose clause contains at most
k variables. 3-SAT is NP-complete whereas 2-SAT is not.

In this study, we formulate AmoebaSAT so that it can
be applied to k-SAT. For 20-variable 3-SAT benchmark in-
stances that are available online [6], we compare the per-
formance of AmoebaSAT with that of a widely-studied ran-
domized algorithm for k-SAT, called WalkSAT [5].

2. Models

2.1. AmoebaSAT

2.1.1. Assignment

Given an N-variable formula, AmoebaSAT is defined as
a discrete-time-state dynamical system consisting of 2 · N
units, each of which is labeled with (i, v) ∈ I × {0, 1} and
is an analogy of a pseudopod-like branch of the amoeboid
organism. Let Xi,v(t) be a displacement of resources in each
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unit at time step t. If Xi,v > 0, we consider that unit (i, v) has
“abundant” resources and the system assigns the value v to
the ith variable, i.e., xi = v. Accordingly, a system state
X = (X1,0, X1,1, X2,0, X2,1, · · · , XN,0, XN,1) is mapped to an
assignment x = (x1, x2, · · · , xN) as follows:

xi =


0 (if Xi,0 > 0 and Xi,1 ≤ 0),
1 (if Xi,0 ≤ 0 and Xi,1 > 1),

undefined (otherwise).
(1)

Consider a four-variable 3-SAT instance, (x1 ∨ ¬x2) ∧
(¬x2 ∨ x3 ∨ ¬x4) ∧ (x1 ∨ x3) ∧ (x2 ∨ ¬x3) ∧ (x3 ∨ ¬x4) ∨
(¬x1∨ x4) in which a “solution” (x1, x2, x3, x4) = (1, 1, 1, 1)
uniquely exists. This formula is represented as a set
F = {{1,−2}, {−2, 3,−4}, {1, 3}, {2,−3}, {3,−4}, {−1, 4}} by
replacing xi and ¬xi in the formula with i and −i, respec-
tively.

2.1.2. Bounceback control dynamics

To make an entire formula true, every clause needs to
be true because all the clauses in a CNF are connected
with AND operators. Now, let us focus on a clause (x1 ∨
¬x2). To make this clause “true”, if x1 is f alse, then x2
should NOT be true. Therefore, we introduce the following
operation that we call “bounceback control dynamics”: If
X1,0(t) > 0, resource supply to unit (2, 1) is suppressed by
applying inhibitory stimulus at the next step t+1 as S 2,1(t+
1) = 1. Likewise, scanning all clauses, we determine if
the inhibitory stimuli are applied (S i,v = 1) or not (S i,v =

0). For a set-theoretical form F of the given formula, these
bounceback control dynamics are written as follows:

S i,v(t + 1) =


1 (if (B ∋ (P,Q) such that Q ∋ (i, v))

and (for all ( j, u) ∈ P, X j,u(t) > 0)),
0 (otherwise),

(2)
where

B = Intra ∪ Inter ∪Contra (3)

is a set of bounceback rules whose element (P,Q) is taken
as “if all units in P are resource-abundant at t, then suppress
all units in Q at t + 1”.

Intra prohibits each variable xi to take two values 0 and
1 at a time, i.e., it maintains intra-variable consistency. For
each i ∈ I, we append the following element in Intra:

Intra ∋ ({(i, v)}, {(i, 1 − v)}). (4)

Inter defines inter-variable inhibitory coupling. For each
variable i ∈ I in each clause C ∈ F, we append the follow-
ing element in Inter:

Inter ∋
{

(P, {(i, 0)}) (if C ∋ i),
(P, {(i, 1)}) (if C ∋ −i), (5)

where, for each j , i, P includes the following element:

P ∋
{

( j, 0) (if C ∋ j),
( j, 1) (if C ∋ − j). (6)

Some rules in Inter may imply that neither 0 nor 1 can be
assigned to a variable. To avoid these contradictions, for
each i ∈ I, we build Contra by checking Inter as follows:

If (P, {(i, 0)}) ∈ Inter and (P′, {(i, 1)}) ∈ Inter,
then Contra ∋ (P ∪ P′, P ∪ P′). (7)

Intra, Inter, and Contra of F are shown in Table 1. These
rules are determined in a polynomial time poly(N · M),
where M is the number of clauses.

Table 1: Bounceback rules determined by F.

B P (if abundant at t) Q (suppressed at t + 1)
{(1, 0)} {(1, 1)}
{(1, 1)} {(1, 0)}
{(2, 0)} {(2, 1)}

Intra {(2, 1)} {(2, 0)}
{(3, 0)} {(3, 1)}
{(3, 1)} {(3, 0)}
{(4, 0)} {(4, 1)}
{(4, 1)} {(4, 0)}
{(2, 1)} {(1, 0)}
{(1, 0)} {(2, 1)}

{(3, 0), (4, 1)} {(2, 1)}
{(2, 1), (4, 1)} {(3, 0)}
{(2, 1), (3, 0)} {(4, 1)}
{(3, 0)} {(1, 0)}

Inter {(1, 0)} {(3, 0)}
{(3, 1)} {(2, 0)}
{(2, 0)} {(3, 1)}
{(4, 1)} {(3, 0)}
{(3, 0)} {(4, 1)}
{(4, 0)} {(1, 1)}
{(1, 1)} {(4, 0)}

{(1, 1), (3, 0)} {(1, 1), (3, 0)}
{(1, 0), (2, 0)} {(1, 0), (2, 0)}
{(1, 0), (3, 1)} {(1, 0), (3, 1)}
{(2, 1), (4, 0)} {(2, 1), (4, 0)}

Contra {(2, 0), (4, 1)} {(2, 0), (4, 1)}
{(3, 0), (4, 0)} {(3, 0), (4, 0)}

{(1, 1), (2, 1), (3, 0)} {(1, 1), (2, 1), (3, 0)}
{(2, 0), (2, 1), (4, 1)} {(2, 0), (2, 1), (4, 1)}
{(3, 0), (3, 1), (4, 1)} {(3, 0), (3, 1), (4, 1)}

2.1.3. Chaotic oscillatory dynamics

The dynamics of the units are given as follows:

Xi,v(t+1) =


Xi,v(t) + 1 (if (Ri,v(t) = 1 and |Xi,v(t)| < 2)

or Xi,v(t) ≤ −2 ),
Xi,v(t) − 1 (if (Ri,v(t) = 0 and |Xi,v(t)| < 2)

or 2 ≤ Xi,v(t) ),
(8)

where Ri,v ∈ {0, 1} represents “resource supply” and Xi,v ∈
{−2,−1, 0, 1, 2}. The following function of the external
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stimulus S i,v and internal fluctuation fi,v determines if the
resource is supplied (Ri,v = 1) or bounced back (Ri,v = 0) :

Ri,v(t) =
{

sgn( fi,v(t) − 1 + β+) (if S i,v(t) = 1),
sgn(1 − fi,v(t) − β−) (if S i,v(t) = 0), (9)

where sgn(r) = 1 if r > 0, otherwise 0, and β+ and β−
are parameters for adjusting the occurrences of errors in
stimulus response. Namely, the larger the β+, the more the
resource is likely to be supplied, even though it should be
suppressed when S i,v = 1. The larger the β−, the less the
resource is likely to supplied, despite the absence of the
inhibitory stimulus (S i,v = 0). We fix these parameters at
β+ = 0 and β− = 0.25 in this study, because these values
were confirmed to be the optimal. The internal fluctuation
fi,v is generated by the following logistic map

fi,v(t + 1) = 4 · fi,v(t) · (1 − fi,v(t)), (10)

which produces chaotic behavior.

2.1.4. Solution search process

The pseudocode for AmoebaSAT is given as follows.

INPUT: A k-SAT formula F.
OUTPUT: A satisfiable assignment or “not found”
BEGIN: Determine B (bounceback rules) of F

according to Eqs. (3), (4), (5), (6) and (7);
FOR (i, v) = (1, 0) to (N, 1)
Set Xi,v = 0, Ri,v = 0, and S i,v = 0;
Choose fi,v ∈ [0.0, 1.0] randomly; END FOR
REPEAT:

Obtain an assignment x from X by Eq. (1);
IF x satisfies F THEN RETURN x;
ELSE FOR (i, v) = (1, 0) to (N, 1)

Update Xi,v, Ri,v, fi,v, and S i,v

according to Eqs. (8), (9), (10),
and (2), respectively; END FOR

END IF

UNTIL: Run out of time;
RETURN: “not found”;

END:

A system state X is “stabilizable” if the following con-
dition holds for all units (i, v): If Xi,v(t) > 0 then S i,v(t) = 0,
or if Xi,v(t) ≤ 0 then S i,v(t) = 1. This is because, in a unit
where the above condition is not met, in response to S i,v(t),
sgn(Xi,v(t + 1)) may differ from sgn(Xi,v(t)), thus X is un-
stable. We designed the bounceback control dynamics so
that only satisfiable assignments (solutions) can be stabi-
lizable. In fact, among all possible states, we can confirm
that only the states mapped to the solution are stabilizable.

In the example of the solution search process shown in
Fig.1, we can confirm that the solution was found after 41
iterations and was likely to be stabilized, where the black
arrow indicates the time step when first the inverted binary
sequences of S i,v matched with the solution.
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Figure 1: Time evolution of AmoebaSAT solving the four-
variable instance given in the text. For Xi,v, the time series
data of 8 units were shown in different colors. For Ri,v,
the binary sequences of 8 units were transformed into a
decimal number series, where the solution (x1, x2, x3, x4) =
(1, 1, 1, 1) mapped to 85 was indicated by the black broken
line. For S i,v, the binary sequences were first inverted (i.e.,
S i,v 7→ 1 − S i,v), then expressed in a decimal number.

2.2. WalkSAT

WalkSAT is a stochastic local search algorithm which
finds a solution with a reasonably large probability after
taking a fairly small number of iterations [5].

INPUT: A k-SAT formula F
OUTPUT: A satisfiable assignment or “not found”
BEGIN: Choose an assignment x randomly;

REPEAT:

IF A satisfies F THEN RETURN x;
ELSE Choose a clause C randomly

from among unsatisfied clauses;
Choose a variable xi randomly
from among C’s variables;
Update x by flipping xi;

END IF

UNTIL: Run out of time;
RETURN: “not found”;

END:

In [5], the average number of iterations required for find-
ing a solution was estimated as an exponential function
(2(k − 1)/k)N poly(N). Thus, for 3-SAT, WalkSAT requires
an average of (4/3)N poly(N) iterations and is one of the
fastest algorithms.

3. Results

The SATLIB website provides benchmark instances [6].
We used a test set of “Uniform Random-3-SAT”, which
is a family of 3-SAT instance distributions obtained by
randomly generating 3-literal CNF formulae. The test set
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“uf20-91” contains 1000 instances, each of which is a 20-
variable-91-clause formula. In this study, we focused on
54 instances in the test set, each of which has 8 solutions.

We evaluated the performances of AmoebaSAT and
WalkSAT by counting the number of iterations that each al-
gorithm required for finding a solution. For each instance,
we performed 500 trials of Monte Carlo simulations.

As shown in Fig. 2, for all instances, AmoebaSAT finds a
solution faster than WalkSAT. The average numbers of iter-
ations of the former and latter were approximately 374 and
1173, respectively. The performance of WalkSAT varies
wildly depending on instances. Also, it fluctuates greatly
depending on trials, as indicated by error bars. In contrast,
AmoebaSAT is robust in exhibiting its high performance.
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Figure 2: Performance comparison between AmoebaSAT
(red) and WalkSAT (blue). For each of 54 benchmark in-
stances, the number of iterations required for finding a solu-
tion was averaged over 500 trials, where error bar indicates
standard deviation.

4. Discussion and Conclusion

In this study, we demonstrated that AmoebaSAT exhibits
its powerful search ability for solving the SAT in a con-
current fashion. AmoebaSAT is a hybrid of chaotic os-
cillatory dynamics and spatiotemporal control dynamics.
We evaluated a modified version of AmoebaSAT in which
the chaotic fluctuation Eq. (10) was replaced with random
fluctuation (uncorrelated white noise). Compared with the
original version, the performance of the modified version
degraded significantly, which was even worse than that
of WalkSAT. In some previous studies [7, 8], the useful-
ness of chaotic dynamics for optimization has already been
demonstrated with chaotic neural network models and local
search algorithms. Why are chaotic fluctuations more pow-
erful than random fluctuations? Some authors reported that
negative temporal correlations in chaotic dynamics pro-
duce the powerful search abilities [9, 10]. We will examine
whether the same applies to AmoebaSAT.

We emphasize that AmoebaSAT is designed to run on
some physical substrates that are capable of implementing

similar spatiotemporal dynamics, for example, optical en-
ergy transfer dynamics between quantum dots mediated by
optical near-field interactions [11]. When implemented us-
ing these dynamics with spatial and temporal correlations,
AmoebaSAT will exhibit its maximum power for larger-
sized instances owing to its highly concurrent nature.
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Abstract 

We report high-efficiency visible light emission 
(λ=600–690 nm) from aggregated 4-
dicyanomethylene-2-methyl-6-p-dimethylaminostyryl-
4H-pyran (DCM) dye micrograins excited by infrared 
light (λex = 805 nm). The light-emitting regions were 
localized at the surfaces and edges of the micrograins, 
where the optical near-field was more intense. This has 
been theoretically explained by exciton−phonon 
polaritons, i.e., the dressed photon model, in which an 
electron is excited due to a multistep transition via an 
intermediate phonon state coupled with a localized 
exciton polariton (a dressed photon). The lifetime 
(about 1 ps) of the intermediate state has been 
measured by the pump–probe method. We prepared a 
resin sheet containing the DCM and identified the 
origin of the intermediate state as an O-H stretching 
vibration mode, by time-resolved Raman spectroscopy 
using a 10 fs pulsed laser as an excitation light source. 
As the molecules aggregated, the emission efficiency 
with visible light excitation (λ<550 nm) decreased, i.e., 
concentration quenching, whereas the emission 
efficiency with infrared excitation increased. This is 
because a broad O-H phonon band with strong 
oscillator strength is created by hydrogen bonds among 
the molecules, acting as an efficient intermediate 
phonon state for the multistep transition. An IR sensor 
card was also demonstrated. 

Introduction 

It has been found that optical near-fields, which are 
described as quanta of dressed photons, can excite 
coherent phonons on the surface of a nanometric 
particle. These excited coherent phonons form a 
coupled state which is called a virtual exciton-phonon-
polariton[1]. This coupled state is used in the 
nonadiabatic excitation process, by which electron-
hole pairs can be created in the semiconductor or the 
molecule even though the incident photon energy is 
lower than the band-gap energy Eg. This is because the 

energies of both the dressed photon Edp and the 
induced phonon Ephon contribute to this electron-hole 
pair generation, i.e., Edp+Ephon>Eg. Previous theoretical 
studies support the possibility of exciting electrons by 
a two-step transition process for creating electron-hole 
pairs. 

So far, we demonstrate unique phenomena and novel 
devices using the nonadiabatic excitation process [2-7]. 
Here, the visible light emission (λ=600–690 nm) from 
aggregated 4-dicyanomethylene-2-methyl-6-p-
dimethylaminostyryl-4H-pyran (DCM) dye 
micrograins excited by infrared light (λex = 805 nm) is 
reviewed. And we discuss the This phenomenon is 
applicable to the efficient frequency up-conversion 
device. 

Experimental Results 

So far the lifetime (about 1 ps) of the intermediate state 
has been measured by the pump–probe method [4] 
with the time resolution of 100 fs. In this paper, we 
prepared a resin sheet containing the DCM and 
identified the origin of the intermediate state as an O-H 
stretching vibration mode, by time-resolved Raman 
spectroscopy using a 10 fs pulsed laser with 800-nm  
wavelength as an excitation light source.  

Figure 1 shows a experimental result of the pump–
probe method with the time resolution of 10fs. The 
pump-probe signal intensity is proportional to the 
density of occupied intermediate states. Clear 
oscillatory structures appeared in the signal. We 
identified these origins as coherent phonons of an O-H 
stretching and a hydrogen-bonded O-H stretching 
vibration modes through their frequency and band 
width. These phonon modes were considered essential 
to the intermediate states in the frequency up-
conversion process, because amplitudes of these 
phonon mode were proportional to the frequency up-
conversion efficiency. As the molecules aggregated, 
the emission efficiency with visible light excitation 
(λ<550 nm) decreased, i.e., concentration quenching, 
whereas the emission efficiency with infrared 
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excitation increased. This is because a broad O-H 
phonon band with strong oscillator strength is created 
by hydrogen bonds among the molecules, acting as an 
efficient intermediate phonon state for the multistep 

transition. 

 Fig.1. The experimental result of pump-probe method 
using a 10 fs pulsed laser as an excitation light source. 

 

Fig.2. The demonstration as an IR sensor card using 
the resin sheet containing the aggregated DCM dye 
micrograins. 

Figure 2 shows a photograph of the resin sheet 
containing the aggregated DCM dye micrograins 
demonstrated as an IR sensor card. The red bright spot 
(shown by an arrow) appears emitting visible red light 
at position illuminated by the infrared light (λ=900 
nm). 
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Abstract 

We fabricated a novel photodetector by subjecting a Si 
crystal having a p–n homojunction to phonon-assisted 
annealing. The photosensitivity of this device for 
incident light having a wavelength of 1.16 µm or 
greater was about three-times higher than that of a 
reference Si-PIN photodiode. The photosensitivity for 
incident light with a wavelength of around 1.32 µm 
was increased by applying a forward current. When the 
forward current density was 10 A/cm2, the device 
showed photosensitivities of 3.1 A/W at a wavelength 
of 1.14 µm and 0.10 A/W at 1.32 µm. The 
photosensitivity at 1.32 µm is at least 4000-times 
higher than the zero-bias photosensitivity. This 
remarkable increase was due to the manifestation of 
optical amplification cause by the forward current 
injection. For a forward current density of 9 A/cm2, the 
small-signal gain coefficient of the optical 
amplification was 2.2 × 10–2, and the saturation power 
was 7.1 × 102 mW. 

Introduction 

Silicon (Si) is an abundant material in the Earth's crust 
and has low toxicity, and is thus widely used as a 
material for electronic and optical devices. For 
example, Si photodetectors (Si-PDs) are widely used 
photoelectric conversion devices; however, their 
photosensitivity limit at the long-wavelength side is 
limited by the bandgap energy, Eg, of Si (1.12 eV) [1], 
and the photosensitivity drops rapidly at wavelengths 
above 1.11 µm. Because of this, materials such as Ge 
[2], InGaAsP [3], and InGaAs [4] that have a smaller 
Eg than Si have been used in optical fiber 
communications. However, there are some drawbacks 
with these materials. For example, Ge photodetectors 
have a large dark current, and cooling is required in 
many cases. InGaAs photodetectors suffer from 
problems such as the use of highly toxic metal-organic 
materials in their fabrication, high cost, and so forth. 
Recently, depletion of resources, such as In, has also 
been a problem. If the photosensitivity limit of Si-PDs 

could be extended past the 1.11 µm wavelength into 
the near-infrared region at 1.3 µm and above, these 
problems could be overcome. An additional benefit of 
Si-PDs is their high compatibility with electronic 
devices. For this reason, photoelectric conversion 
devices exploiting effects observed in Si, such as mid-
bandgap absorption [5–7], surface-state absorption [8, 
9], internal photoemission absorption [10, 11], and 
two-photon absorption [12, 13], have been reported in 
the literature. However, in the case of mid-bandgap 
absorption, for example, the photosensitivity at a 
wavelength of 1.3 µm is limited to only 50 mA/W [5]. 

In this research, we realized a novel Si-PD with 
increased photosensitivity. We applied the same 
fabrication method and light emission principle of a 
silicon light emitting diode (Si-LED) based on a 
phonon-assisted process that we previously proposed 
[14, 15]. Specifically, while radiating light, Joule-heat 
annealing was performed to control the spatial 
distribution of the impurity (boron) concentration in a 
Si crystal in a self-organized manner, to efficiently 
generate dressed photons. The photocurrent of the 
novel Si-PD fabricated by this method was varied by a 
stimulated emission process driven by the incident 
light. Because this stimulated emission process caused 
optical amplification, the photosensitivity of this Si-PD 
was remarkably increased. The operating principle of 
the Si-PD is described in Section 2, the fabrication 
method is described in Section 3, device 
characterization and evaluation results are presented in 
Section 4, and the paper concludes with Section 5. 

2. Operating Principle 

The operating principle of the Si-PD fabricated in this 
research is based on a phonon-assisted process caused 
by dressed photons [16–20]. A dressed photon is a 
quasi-particle representing a coupled state between a 
photon and an electron at the nanoscale. The phonon-
assisted process originates in the property of a dressed 
photon to couple with a phonon. By using this property, 
it is possible to create an electron–hole pair via a two-
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step excitation even with photons having an energy 
smaller than the bandgap energy, Eg, of the 
semiconductor. Therefore, the Si-PD can exhibit 
photosensitivity even for infrared light with a photon 
energy smaller than Eg. This principle has already been 
applied to photochemical vapor deposition [16], 
photovoltaic devices [17], photolithography [18], 
subnanometer polishing of a glass surface [19], optical 
frequency up-conversion [20], and other applications. 

Electrons in the Si-PD experience a two-step excitation 
via processes (1) and (2) described below. (These 
processes (1) and (2), as well as processes (1') and (2') 
described later, are the same as those in the Si-LED 
previously proposed by the authors; for details, refer to 
Ref. [14] and Fig. 1 therein.) 

(1) First step: The electron is excited from the 

initial ground state 
  
Eg ;el ⊗ Eexthermal

; phonon  to 

intermediate state 
  
Eg ;el ⊗ Eex ; phonon . Here, 

;gE el  represents the ground state (valence band) of 

the electron, and ;
thermalexE phonon  and 

;exE phonon
 
respectively represent the excited 

state of the phonon determined by the crystal lattice 
temperature and the excited state of the phonon 
determined by the dressed photon energy. The symbol 
⊗  represents the direct product of the ket vectors. 
Because this is an electric-dipole–forbidden transition, 
a dressed photon is essential for the excitation. 

(2) Second step: The electron is excited from the 

intermediate state 
  
Eg ;el ⊗ Eex ; phonon  to the 

final state ; ;ex exE el E phonon′⊗ . Here, 

;exE el  represents the excited state (conduction 

band) of the electron, and ;exE phonon′  represents 
the excited state of the phonon. Because this is an 
electric-dipole–allowed transition, the electron is 
excited not only by the dressed photon but also by 
propagating light. After this excitation, the phonon in 
the excited state relaxes to a thermal equilibrium state 
having an occupation probability determined by the 
crystal lattice temperature, which completes excitation 
to the electron excited state 

; ;
thermalex exE el E phonon⊗ . 

Because a phonon is involved in the above excitation 
of the electron, this excitation process is known as a 

phonon-assisted process [16–20]. When light having a 
photon energy smaller than Eg is incident on the Si-PD, 
electrons are excited by the two-step excitation 
described above, generating a photocurrent. 
Photosensitivity to this incident light is manifested by 
means of the above process.  

Note that applying a forward current to the Si-PD 
causes the two-step stimulated emission described by 
processes (1') and (2') below [17]. 

(1') First step: When a forward current is applied, 
an electron is injected from the external circuit to the 
conduction band, and therefore, the state 

; ;
thermalex exE el E phonon⊗  is the initial state. 

During this time, driven by a dressed photon generated 
in the p–n junction of the Si-PD by the incident light, 
the electron transitions from the initial state 

; ;
thermalex exE el E phonon⊗  to an intermediate 

state ; ;g exE el E phonon⊗ , creating a dressed 

photon and propagating light via stimulated emission. 
Because Si is an indirect-transition–type 
semiconductor, there are almost no transitions caused 
by spontaneous emission. 

(2') Second step: The electron transitions from the 

intermediate state ; ;g exE el E phonon⊗  to a 

final state ; ;g exE el E phonon′⊗ , causing 

stimulated emission. Because this is an electric-dipole–
forbidden transition, only a dressed photon is 
generated. After this transition, the phonon in the 
excited state relaxes to a thermal equilibrium state 
determined by the crystal lattice temperature, which 
completes the transition to the electron ground state 

  
Eg ;el ⊗ Eexthermal

; phonon . 

Here, if the electron number densities occupying the 

initial state ; ;
thermalex exE el E phonon⊗  and the 

intermediate state ; ;g exE el E phonon⊗ , nex and 

ninter, satisfy the Bernard–Duraffourg inversion 
condition (nex > ninter) [21], the number of photons 
created by stimulated emission exceeds the number of 
photons annihilated by absorption. In other words, 
optical amplification occurs. Because the amplified 
light brings about processes (1') and (2') again via 
dressed photons, the photosensitivity of the Si-PD in 
the case where a forward current is applied far exceeds 
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the photosensitivity based on only processes (1) and 
(2). 

3. Fabrication method 

To realize the optical amplification described in 
Section 2, it is essential to efficiently generate dressed 
photons in the p–n junction of the Si-PD. To do so, we 
adopted a Si-LED fabrication method that we 
previously proposed [14]. In this method, Joule-heat 
annealing was performed while radiating 1.32 µm-
wavelength light. 

First, an n-type silicon substrate with an electrical 
resistivity of 10 Ω·cm and a thickness of 625 µm, 
doped with arsenic (As), was used as the Si-PD 
material. This substrate was doped with boron (B) via 
ion implantation to form a p layer. For the B doping, 
the implantation energy was 700 keV , and the ion 
dose density was 5 × 1013 cm–2. After forming a p–n 
homojunction in this way, an indium tin oxide (ITO) 
film with a thickness of 150 nm was deposited at the p-
layer side, a chromium film and an aluminum film 
with thicknesses of 5 nm and 80 nm were deposited at 
the n-substrate side, all by RF sputtering, and these 
were used as positive and negative electrodes. Then, 
the silicon substrate with these electrodes attached was 
diced with a dicer to form a single Si-PD. The area was 
about 2 mm2. 

Next, annealing was performed by applying a forward 
current to the Si-PD to generate Joule heating, causing 
the B to diffuse and changing the spatial distribution of 
the B concentration. During this time, the device was 
irradiated, from the ITO electrode side, with laser light 
having a photon energy smaller than Eg of Si (Eg of 0.9 
eV, corresponding to a wavelength of 1.32 µm, and 
optical power of 120 mW). This induced the phonon-
assisted process, which controlled the B diffusion due 
to the annealing. As a result, a B concentration with a 
spatial distribution suitable for efficiently generating 
dressed photons was formed in a self-organized 
manner. 

The above method is the same as the method of 
fabricating Si-LEDs previously reported by the authors 
[14, 15]. Here, however, in order to make use of the 
stimulated emission process described in Section 2 for 
the Si-PD to be fabricated, it is necessary to make the 
probability of generating stimulated emission larger 
than the probability of generating spontaneous 
emission. To do so, the forward current density for 
annealing was kept smaller than that in Ref. [14], 
namely, 1.3 A/cm2. Determining the number of 
injected electrons per unit time and per unit area on 
this basis gives a value of 8.1 × 1018 s-1·cm-2, which 

corresponds to the probability of generating 
spontaneous emission. On the other hand, the 
probability of generating stimulated emission 
corresponds to the number of photons per unit time and 
per unit area, which is 3.9 × 1019 s-1·cm-2 in the case of 
the laser power mentioned above (120 mW). 
Comparing this with the number of injected electrons 
confirms that the probability of generating stimulated 
emission is sufficiently large. 

When performing Joule-heat annealing under laser 
irradiation in practice, the surface temperature of the 
Si-PD, measured by thermography, showed a temporal 
variation similar to Fig. 2(c) in Ref. [14]. Specifically, 
immediately after applying the forward current, the 
surface temperature rose to 40.7 °C, then dropped due 
to the generation of stimulated emission and 
dissipation of its associated Joule energy, and reached 
an almost stable temperature (38.6 °C) after about 10 
minutes, at which point the annealing was completed. 

4. Device characterization 

In this section we present the results of evaluating the 
spectral sensitivity characteristics, the current–voltage 
characteristics, the current dependency of the 
photosensitivity, and the optical amplification 
characteristics of the fabricated device. 

4.1 Spectral sensitivity characteristics 

First, we measured the spectral sensitivity 
characteristics when a forward current was not applied 
to the device. Photoelectric conversion in this case is 
based on the two-step excitation described by 
processes (1) and (2) in Section 2. As the light source, 
we used a xenon lamp, for wavelength selection we 
used a monochromator, and for photocurrent detection 
we used a lock-in amplifier. The optical power at each 
wavelength was measured with an InGaAs photodiode 
(Hamamatsu Photonics, G8370). The measurement 
wavelength range was 1.00–1.20 µm. The spectral 
sensitivity characteristics measured in the infrared 
region are shown by curves A to C in Fig. 1.  Curve A 
shows the values obtained with a Si-PD fabricated by 
annealing using the phonon-assisted process described 
in Section 3. For comparison, curve B shows values 
obtained with a Si-PD fabricated without annealing. 
Curve C shows the values obtained with a Si-PIN 
photodiode (Hamamatsu Photonics, S3590) used as a  

993

167



 

Fig. 1 

Wavelength dependency of photosensitivity. Curve A: 
device fabricated by phonon-assisted annealing. Curve 
B: device fabricated without annealing. Curve C: 
commercially available photodiode (S3590, 
Hamamatsu Photonics). The red circles and orange 
squares show the photosensitivity to incident light 
(wavelength 1.14–1.34 µm) for forward current 
densities of 10 A/cm2 and 3.5 A/cm2, respectively. 

reference. Comparing curves A and C, the 
photosensitivities of both of them were reduced in the 
wavelength region longer than a cutoff wavelength λc 
= 1.11 µm determined by Eg of Si, although in curve A 
the reduction was more gentle, and at wavelengths 
above 1.16 µm, the photosensitivity was about three-
times higher than that of curve C. In addition, the 
photosensitivity values for curve A were larger than 
the values for curve B. This was due to the spatial 
distribution of the B concentration being controlled in 
a self-organized manner so that dressed photons are 
efficiently generated by annealing using the phonon-
assisted process. Also, the higher photosensitivity 
values for curve B compared with the values for curve 
C indicates that dressed photons are readily generated 
inside the Si-PD compared with the case of curve C, as 
a result of implantation of a high concentration of B. 

Because Joule-heat annealing was performed while 
radiating 1.32 µm-wavelength light for fabricating the 
Si-PD (see Section 3), when light having the same 
wavelength (1.32 µm) is incident on the device, it is 
expected that the photosensitivity will be selectively 
increased. This wavelength-selective photosensitivity 
increase and, in addition, a photosensitivity increase 
around this wavelength have already been observed in 

the case of photovoltaic devices that we developed 
using the phonon-assisted process [17]. Therefore, the 
photosensitivity for incident light with a wavelength of 
around 1.32 µm (1.14–1.34 µm) in particular is 
discussed in the following. We made a constant 
forward current flow in the device and evaluated the 
photosensitivity for incident light with a wavelength of 
1.14–1.34 µm. Photoelectric conversion in this case 
involved not only the two-step excitation described by 
processes (1) and (2) in Section 2, but also processes 
(1') and (2'); however, the contribution of the latter was 
sufficiently large. A Ti-sapphire laser was used as the 
light source, an optical parametric oscillator was used 
for wavelength modulation, and the output beam was 
made incident on the Si-PD after being intensity-
modulated with a chopper. We obtained the current 
variation ∆I = V / R  from the ratio of the voltage 
variation V produced at that time and the resistance R 
of the Si-PD, and we divided this by the incident light 
power P to obtain the photosensitivity ∆I / P . The 
results are indicated by the red circles and the orange 
squares in Fig. 1. These are the measured values for 
cases where the forward current densities of the 
fabricated Si-PD were 10 A/cm2 and 3.5 A/cm2, 
respectively. The higher photosensitivity at higher 
forward current was due to the higher stimulated 
emission gain, as well as the higher number of 
recombining electrons. The photosensitivity for the 
current density of 10 A/cm2 was 3.1 A/W at a 
wavelength of 1.14 µm, and the quantum efficiency 
was 330%. This photosensitivity was 66-times higher 
than that of curve A, showing the zero-bias 
photosensitivity. It was confirmed that the operating 
principle of the Si-PD was not light absorption but 
stimulated emission, from the fact that the quantum 
efficiency was over 100%. The photosensitivity for the 
current density of 10 A/cm2 was 0.036 A/W at a 
wavelength of 1.32 µm, which was 4.4-times higher 
than that for the current density of 3.5 A/cm2. The 
photosensitivity of one of the devices fabricated by the 
same process described in Section 3 was 0.10 A/W at a 
wavelength of 1.32 µm, which was at least 4000-times 
higher than the zero-bias photosensitivity. This 
photosensitivity (0.10 A/W) is as much as two-times 
higher than the case using mid-bandgap absorption [5–
7] described in Section 1, demonstrating that we 
achieved our objective of increasing the 
photosensitivity. This value shows the same large 
values as curve C at a wavelength of 1.09 µm. This 
photosensitivity is sufficiently high for use in long-
distance optical fiber communication systems [22].  
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Fig. 2 

Current–voltage characteristics. Curves A and B are 
measurement results obtained with and without light 
irradiation. 

4.2 Current–voltage characteristics 

First, we measured the current–voltage characteristics 
for cases where the Si-PD was irradiated and not 
irradiated with 1.32 µm-wavelength, 120 mW-power 
laser light. The measurement results are shown by 
curves A and B in Fig. 2. Both curves show negative-
resistance characteristics at forward currents of 80 mA 
and higher, similarly to the case of a Si-LED (see Fig. 
4 in Ref. [14]). Also, curve A is shifted toward lower 
voltages compared with curve B. This shift was 
particularly remarkable when the forward current was 
30 mA and higher. The reason for this is that the 
electron number density in the conduction band is 
reduced because a population inversion occurs around 
a forward current of 30 mA, consuming electrons for 
stimulated emission, and as a result, the voltage 
required for injecting the same number of electrons is 
decreased. On the other hand, when the forward 
current is increased further, the amount of shift is 
reduced. This is because the probability of stimulated 
emission recombination driven by spontaneous 
emission is increased as the forward current increases, 
and as a result, the voltage drop due to stimulated 
emission recombination caused by incident light 
becomes relatively small.  

 

Fig. 3 

Current dependency of photosensitivity. The blue 
triangles and red circles are for wavelengths of 1.14 
µm and 1.32 µm, respectively. 

4.3 Current dependency of photosensitivity and 
optical amplification characteristics 

First, we measured the current dependency of the 
photosensitivity of the Si-PD. The measurement results 
are shown by the blue triangles and the red circles in 
Fig. 3. These are measured values for incident light 
with wavelengths of 1.14 µm and 1.32 µm, 
respectively. The increase in photosensitivity with 
increasing forward current is due to the higher number 
of recombining electrons. At 5–20 mA, the 
photosensitivity increased rapidly with increasing 
forward current, because the number of electrons for 
stimulated emission recombination was smaller. The 
increase in photosensitivity became more moderate, 
and the photosensitivity at a wavelength of 1.14 µm 
was saturated at a forward current higher than 140 mA. 
This is because the number of electrons for stimulated 
emission recombination did not increase very much as 
the spontaneous emission increased with increasing 
forward current, as referred to above in the current–
voltage characteristics. The photosensitivity at a 
wavelength of 1.32 µm may be also saturated if the 
forward current increases further. 

Next, we measured the relationship between the 
incident light power P and the current variation ∆I. For 
this measurement, we used forward current densities of 
60 mA/cm2 and 9 A/cm2, and we varied the incident 
light power by using neutral density filters. In a  
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Figure 4 

Relationship between incident light power (wavelength 
1.32 µm) and current variation. Curves A and B are for 
forward current densities of 60 mA/cm2 and 9 A/cm2, 
respectively. 

conventional Si-PD, only absorption of light is used for 
photoelectric conversion. In our Si-PD, however, 
because stimulated emission is also used, the current 
variation ∆I depends on the number of electron–hole 
pairs that recombine due to stimulated emission and is 
given by ∆I = eP / hν( ) G −1( ) . Here, e is the 
electron charge, hν is the photon energy, and G is the 
stimulated emission gain. 

The relationship between the incident light power at a 
wavelength of 1.32 µm and the current variation ∆I is 
shown in Fig. 3. Similarly to Fig. 1, the red circles and 
blue triangles show the measurement results for 
forward current densities of 60 mA/cm2 and 9 A/cm2, 
respectively. For the forward current density of 60 
mA/cm2, ∆I saturated as the incident light power 
increased, whereas for the forward current density of 9 
A/cm2, ∆I did not saturate but continued to increase 
linearly. The curves A and B show calculation results 
fitted to the experimental results using the above 
relationship 

  
∆I = eP / hν( )(G −1) . The stimulated 

emission gain G depends on the incident light power as 

  
exp g / 1+ P / Ps( )   [23], where g is the small-

signal gain coefficient, and Ps is the saturation power. 
For the fitted results, these values were g = 3.2 × 10–4 
and Ps = 17 mW in the case of curve A, and g = 2.2 × 
10–2 and Ps = 7.1 × 102 mW in the case of curve B. The 

increases in g and Ps as the forward current increased 
were due to the increasing number of electrons 
recombining. The experimental values and calculated 
values showed good agreement in Fig. 3, confirming 
that the remarkable increase in photosensitivity shown 
by the red circles and blue triangles in Fig. 1 was due 
to optical amplification as a result of stimulated 
emission. 

5. Conclusion 

We fabricated a new photodetector by subjecting a Si 
crystal having p–n homojunction to a phonon-assisted 
annealing process. For incident light with a wavelength 
of 1.16 µm and higher, this device showed a 
photosensitivity about three-times higher than a 
commercial Si-PIN photodiode used as a reference. 
The photosensitivity for incident light with a 
wavelength around 1.32 µm was increased by applying 
a forward current, and we obtained a photosensitivity 
of 0.10 A/W at a wavelength of 1.32 µm for a forward 
current density of 10 A/cm2. This value is at least 
4000-times greater than the zero-bias photosensitivity. 
We obtained a photosensitivity of 3.1 A/W at a 
wavelength of 1.14 µm, and the remarkable increase 
was due to the manifestation of optical amplification 
caused by the forward current injection. For a forward 
current density of 9 A/cm2, the small-signal gain 
coefficient for optical amplification was 2.2 × 10–2, and 
the saturation power was 7.1 × 102 mW. 
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A dressed-photon phonon etching of substrate 
 
T. Yatsui*1),2) and M. Ohtsu1)  
1) School of Engineering, University of Tokyo, Bunkyo-ku, Tokyo, 113-8656 Japan, 2) Advanced Low Carbon 
Technology Research and Development Program (ALCA), Japan Science and Technology Agency, 
Kawaguchi-shi, Saitama 332-0012 Japan. 
 
A reduction of the surface roughness (Ra) is required in various applications. Ra is formally 
defined as the arithmetic average of the absolute values of the surface height deviations from 
the best-fitting plane. Although chemical-mechanical polishing (CMP) has been used to 
flatten the surfaces [1], it is generally limited to reducing Ra because the polishing pad 
roughness is as large as 10 m, and the polishing-particle diameters in the slurry are as large 
as 100 nm. We therefore developed a new polishing method that uses a dressed-photon 
phonon based on an autonomous phonon-assisted process, which does not use any polishing 
pad, with which we obtained ultra-flat silica surface with angstrom-scale average roughness 
(see Fig. 1) [2,3]. Since this technic uses photo-chemical reaction, it can be applicable various 
materials, including glass, GaN, PMMa, and diamond, and so on. In addition, this technique is 
a non-contact method without a polishing pad, it can be applied not only to flat substrates but 
also to three-dimensional substrates [4] that have convex or concave surfaces, such as 
micro-lenses, optical-disk, and the inner wall surface of cylinders. Furthermore, this method 
is also compatible with mass-production. 

References:  
1. L. M. Cook, J. Non-Crystalline Solids, 120, 152 (1990). 
2. T. Yatsui, K. Hirata, W. Nomura, M. Ohtsu, and Y. Tabata, Appl. Phys. B, 93, 55 (2008). 
3. T. Yatsui, K. Hirata, Y. Tabata, W. Nomura, T. Kawazoe, M. Naruse, and M. Ohtsu, 
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4. T. Yatsui, K. Hirata, Y. Tabata, Y. Miyake, Y. Akita, M. Yoshimoto, W. Nomura, T. 

Kawazoe, M. Naruse, and M. Ohtsu, Appl. Phys. B, 103, 527 (2011). 
 

Keywords: dressed-photon phonon, ultra-flat surface, self-organized process 
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Fig. 1. Schematic of near-field etching. Atomic force microscopic images of (a) before and (b) after 
the dressed-photon phonon etching on glass substrate.

D-9-I25-002



175



176



177



179



180



181



183



184



185



187



188



189
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Realization of an ultra-flat diamond substrate using a dressed-photon phonon etching 

T. Yatsui*
1,2

, W. Nomura
1
, M. Ohtsu

1
 

1
The University of Tokyo, Japan, 

2
JST ALCA, Japan 

Ultra-flat substrate surface of diamond with sub-nanometer scale roughness is required for 
various applications, including light emitting diode, power device, diamond cutter, and future 
optical computing device. To obtain a flat surface, conventional methods have used mechanical 
polishing. However, there are some difficulties due to the hardness of the diamond. 

To overcome this difficulty, using a dressed-photon phonon (DPP), a quasiparticle 
representing a coupled state of photon, electron, and coherent phonon, we realized ultra-flat 
surface of diamond substrate. We developed self-organized DPP etching using a CW laser 
(3.81 eV) light source and oxygen as etching gas. Since the absorption band edge energy (5.12 
eV) of oxygen is higher than the irradiation photon energy, the oxygen is selectively 
photodissociated at the proximity of the protrusions, where the DPP is effectively generated. 
The activated oxygen atoms etch away the protrusions. DPP etching automatically stop when 
the substrate become sufficiently flat so that DPP disappears. It was confirmed by AFM images 
that the DPP etching decreases the average surface roughness as small as 0.15 nm (Ib (111)) 
and 0.16 nm (IIa (111)). 

Since this technique is based on a photochemical reaction, it is applicable to a variety of 
substrates. It can be applied not only to flat but also to three-dimensional surfaces including 
convex, concave, and periodic profiles. 

Keywords: ultra-flat surface, non-contact method, dressed-photon phonon 
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JSPS STOCKHOLM   2013 Spring 3 

ニュース 

Sweden-Japan Collaboration Symposiumの開催 

2013年度 スウェーデン同窓会セミナーの開催 

News 

  4月30日-5月2日に、 2013年度のスウェーデン同窓会主催
セミナー「Meteorological data for hydrological climate studies: 
experiences and challenges in different regions」が
SMHI(Swedish Meteorological and Hydrological Institute)所属
Jonas Olsson博士のオーガナイズによりノーショーピンで開
催された。 
 日本から京都大学生存圏研究所 谷田貝亜紀代特任准教
授を講師に迎え、地上の水という資源がいかに天候からの
影響を受けているか、天候を予測できることにより水資源
をいかに有効活用できるのか、ということについて様々な
発表がなされた。セミナーには約50名の参加者が訪れ、ア
ジア地域の天候と水資源について議論がなされた。 

Japan-Sweden Science, Technology, and Innovation Symposium 2013の開催 

  

The discussion session at IVA 

  3月7日-8日、スウェーデンにおいて日本の優れた科学技

術研究を広く発信することを目的に、大使館・日本化学会
と連携し、リチウムイオンバッテリーの発明者である旭化
成 吉野彰博士によるシンポジウム「Japan-Sweden Science, 
Technology & Innovation Symposium 2013 “Lithium-Ion Battery 
The Inception, Development, and Future”」が開催された。ス
ウェーデン王立工学アカデミー(IVA)やシャルマーシュ大学
等からの協力を受け、ストックホルムとヨーテボリの2箇所
で開催し、大学や企業の研究者・開発者など、約180名の参

加があった。参加者からは科学的な内容から商品化に関す
る内容まで様々な質問があり、活発かつフレンドリーな会
合となった。 
 毎年テーマを変えて同様の会を実施し、スウェーデンに
おける日本の科学技術のプレゼンス強化に努めたい。 

 6月3日-4日にストックホルムセンター主催による「 Sweden-
Japan Collaboration Symposium “Exploring the Future of Light, 
Matter, and Information on the Nanoscale” 」がルンド大学で開催

された。 
 日本側は東京大学工学系研究科 大津元一教授を中心に大学

や産業界から12名の研究者が、スウェーデン側はルンド大学の

Anders Gustafsson教授やスウェーデン王立工科大学のLars 
Thylen教授などをはじめとした13人の研究者が参加し、ご自身

の研究について発表をされた。ルンド大学の学生や研究者も加

わり、約50名の参加を得て、活発な議論や質疑応答が行われた。 
 日本大使館松本書記官も参加され、両国間の重要な研究テー

マとして捉えているとの共通認識のもと、今後の活動の継続・

発展に向けた支援プログラムの検討などを行った。 

193

小島
長方形



JSPS STOCKHOLM   2013 Spring 8 

Reports 
JSPS Sweden-Japan Collaboration Symposium - June 3-4 2013 

“Exploring the Future of Light, Matter, and Information on the Nanoscale” 

    

東京大学     大津 元一  
慶応大学     斎木 敏治 
情報通信研究機構 成瀬 誠 

 ナノ寸法における光と物質の相互作用を扱う学術分野は
ナノフォトニクスと呼ばれ、約20年前に日本で創始され

た後、世界的に研究開発が活発化している。スウェーデ
ンにおいてもナノフォトニクス研究は活発であり、日本-
スウェーデンの研究交流は、2009年6月ストックホルムに
て開催された第１回ワークショップ「Sweden-Japan 
Workshop on Nanophotonics and Related Technologies」を契
機として、2011年度～2012年度のVINNOVA及びJSPSによる
スウェーデン•日本二国間交流事業（共同研究）（ス
ウェーデン側代表者Lars Thylen（スウェーデン王立工科大
学（KTH））、日本側代表者大津元一（東大））、2012年
6月ストックホルムでの第2回ワークショップ開催、研究

者や大学院学生の相互訪問など大きく発展してきた。こ
のような流れを受けて、日本学術振興会、ルンド大学、
ＫＴＨ主催の第1回のシンポジウムが6月3日～4日に、ス

ウェーデン南端に位置する学園都市ルンドにて開催され
た。 
 今回のシンポジウムは、シンポジウムタイトルに表象
されるように、光科学、物質科学、情報・計算科学がナ
ノ寸法という極微世界で学際融合する将来のさらなる発
展を見据えながら、日本からは各分野を先導する12名の

先端研究者、スウェーデン側はルンド大学、ＫＴＨ、リ
ンショーピング大学を中心に先端研究者が結集した。ル
ンド大学Anders Gustafsson教授を中心に充実したプログラ

ムを組んで下さり、ルンドの最高のシーズンで開催され
た。 

 会期中は分野を越えた新しい視点からの発表や質問が
多く、議論が白熱するとともに、日本・スウェーデンの
双方の研究文化の伝統や学術的厚みを相互認識すること
ができ非常に有意義であった。今後、より一層充実した
研究協力に発展させる予定である。また、日本からは産
業界から2名の発表があり、ナノフォトニクスの基礎学術

の発展はもちろんのこと、産業創成や社会貢献に大きく
展開していることも注目を集めた。最終日はルンド郊外
にバスにて一同移動し、南スウェーデンの雰囲気溢れる
レストランにて、研究・文化談義と、太陽と緑が溢れる
北欧の色彩と石畳の重厚な学術の街並みに一同感動した。
このように有意義なシンポジウムが実現したのは、JSPSス
トックホルム研究連絡センター藤井義明センター長、吉
澤菜穂美副センター長、二上佐和江国際協力員、JSPS東京

本部の関連各位の強力なご支援によるものであり深く御
礼申し上げる。また在スウェーデン日本国大使館一等書
記官の松本英登様にもストックホルムよりご来臨頂き交
流と意見交換することができた。この場を借りて関係各
位に改めて深く御礼申し上げる。 
 

194



195

小島
長方形

小島
長方形



196

小島
長方形



197

小島
長方形

小島
長方形



198

小島
長方形



199

小島
長方形



201



202



203



204



205



206



207

小島
長方形

小島
長方形

小島
長方形



208

小島
長方形

小島
長方形

小島
長方形

小島
長方形



209

小島
長方形

小島
長方形

小島
長方形



210

小島
長方形

小島
長方形

小島
長方形

小島
長方形



211



212



213



214



215



216



[Ⅳ] PUBLISHED BOOKS



Motoichi Ohtsu
Editor

Handbook of
Nano-Optics and
Nanophotonics

With 732 Figures and 24 Tables

217



Contents

Volume 1

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Motoichi Ohtsu

Part I Principle and Theoretical Background : : : : : : : : : : : : : : : : : : : : : : : : 9

2 Classical Theory of Optical Near Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Itsuki Banno

3 Optical Near-Field Interactions and Yukawa Potential . . . . . . . . . . . . . . . . 65
Kiyoshi Kobayashi, Suguru Sangu, and Motoichi Ohtsu

4 A Phenomenological Description of Optical Near
Fields and Optical Properties of N Two-Level Systems
Interacting with Optical Near Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Akira Shojiguchi, Kiyoshi Kobayashi, Suguru Sangu,
Kazuo Kitahara, and Motoichi Ohtsu

5 Theory and Principles of Operation of Nanophotonic
Functional Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Suguru Sangu, Kiyoshi Kobayashi, Akira Shojiguchi,
Tadashi Kawazoe, and Motoichi Ohtsu

6 Quantum Description of Optical Near Fields Including
Vibrational Degrees of Freedom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Kiyoshi Kobayashi, Yuji Tanaka, Tadashi Kawazoe, and
Motoichi Ohtsu

Part II Basic Tools : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 279

7 Near-Field Optical Fiber Probes and the Applications I . . . . . . . . . . . . . . 281
Shuji Mononobe

ix

218



x Contents

8 Near-Field Optical Fiber Probes and the Applications II . . . . . . . . . . . . . 335
Takashi Yatsui and Motoichi Ohtsu

9 Near-Field Optical Head Technology for High-Density,
Near-Field Optical Recording . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
Takuya Matsumoto

Part III Sensing and Spectroscopy:: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 401

10 Nano-optical Imaging and Spectroscopy of Single
Semiconductor Quantum Constituents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
Toshiharu Saiki

11 Optical Interaction of Light with Semiconductor
Quantum-Confined States at the Nanoscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443
Toshiharu Saiki

12 Recombination Dynamics in InxGa1�xN-Based Nanostructures . . . . . 483
Yoichi Kawakami, Akio Kaneta, Kunimichi Omae,
Yukio Narukawa, and Takashi Mukai

13 Near-Field Optical Microscopy of Plasmonic Nanostructures . . . . . . . . 527
Kohei Imura and Hiromi Okamoto

14 Luminescent Nanomaterials for Molecular-Specific
Cellular Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 563
Andrei Vasilyevich Zvyagin, Zhen Song, Annemarie
Nadort, Varun Kumaraswamy Annayya Sreenivasan, and
Sergey Mikhailovich Deyev

Volume 2

Part IV Devices, Fabricated Structures, and Relevant Materials : : : : : : 597

15 Integration and Evaluation of Nanophotonic Devices
Using Optical Near Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 599
Takashi Yatsui, Wataru Nomura, Gyu-Chul Yi, and
Motoichi Ohtsu

16 Properties of Optical Near-Field Excitation Transfers
in Randomly Distributed Spherical Quantum Dots . . . . . . . . . . . . . . . . . . . . 643
Wataru Nomura, Takashi Yatsui, and Motoichi Ohtsu

17 Ultrahigh-Density Storage Media for Near-Field
Optical Recording . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 671
Hiroyuki Hieda, Katsuyuki Naito, Takashi Ishino,
Kuniyoshi Tanaka, Masatoshi Sakurai, Yoshiyuki Kamata,
Seiji Morita, Akira Kikitsu, and Koji Asakawa

219



Contents xi

18 Temperature-Induced and Photo-Induced Phase
Transition in a Bistable Metal-Cyanide Polymer . . . . . . . . . . . . . . . . . . . . . . . 693
Hiroko Tokoro and Shin-ichi Ohkoshi

19 Photoinduced Energy Transfer in Artificial
Photosynthetic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 729
Hiroshi Imahori and Tomokazu Umeyama

20 Growth and Electro-Magneto-Optics of Oxide Quantum
Structures Based on ZnO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 767
Hiroaki Matsui and Hitoshi Tabata

21 Self-Formation of Semiconductor Quantum Dots . . . . . . . . . . . . . . . . . . . . . . 809
Koichi Yamaguchi

22 Simple Approaches for Constructing Metallic Nanoarrays
on a Solid Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 845
Hidenobu Nakao

Part V Nanophotonic Systems : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 873

23 Nanophotonic Systems Based on Localized and
Hierarchical Optical Near-Field Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 875
Makoto Naruse

24 Probe-Free Nanophotonic Systems: Macroscale
Applications Based on Nanophotonics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 909
Naoya Tate, Makoto Naruse, and Motoichi Ohtsu

Part VI Related Basic Sciences : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 943

25 Momentum Modulation of Electrons in Optical Near-Fields . . . . . . . . . 945
Jongsuck Bae, Ryo Ishikawa, and Koji Mizuno

26 Deflecting and Detecting Atoms with Near-Field Lights . . . . . . . . . . . . . . . 977
Haruhiko Ito

27 Laser Desorption and Ionization Mass Spectrometry
Using Plasmonic Substrates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1017
Lee Chuin Chen, Hirokazu Hori, and Kenzo Hiraoka

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1057

220



221



222



223



224



225



227



228



229



230


	Front cover  part 1
	Members + Cotents 28
	内表紙
	1 Nature Photo. kawazoe
	Brightening of excitons in carbon nanotubes on dimensionality modification
	Methods
	Sample preparation
	Optical measurements and data analysis

	Figure 1  Schematic of a carbon nanotube with a luminescent local state.
	Figure 2  Optical spectra of carbon nanotubes with luminescent local states.
	Figure 3  Relationship of luminescence intensities from mobile and local excitons.
	Figure 4  Time-resolved and temperature-dependent luminescence studies.
	References
	Acknowledgements
	Author contributions
	Additional information
	Competing financial interests

	2 LangmuirAono
	3 Rep. Prog. Phys. Naruse
	1. Introduction
	1.1. Information physics approach to nanophotonics
	1.2. Optical excitation transfer on the nanoscale and its information physics
	1.3. Hierarchy in nanophotonics and its information physics
	1.4. Statistical approach to nanophotonics

	2. Optical excitation transfer on the nanoscale and its information physics
	2.1. Fundamentals
	2.2. Networks of optical near-field interactions
	2.3. Time-domain performance and functions

	3. Hierarchical architectures in nanophotonics
	3.1. Fundamentals
	3.2. Design and synthesis of hierarchy by engineering means
	3.3. Hierarchical optical elements
	3.4. Information-theory analysis of hierarchy in nanophotonics

	4. Stochastic approach to nanophotonics
	4.1. Stochastic processes in light-assisted nanomaterial formation
	4.2. Solution searching

	5. Conclusion and future outlook
	Acknowledgments
	References

	4 APB Tate
	Nanophotonic droplet: a nanometric optical device consisting of size- and number-selective coupled quantum dots
	Abstract
	Introduction
	Basics of producing a nanophotonic droplet
	Experimental demonstrations
	Summary
	Acknowledgments
	References


	5 APL Naruse 
	6 APB Tate
	Fixed-distance coupling and encapsulation of heterogeneous quantum dots using phonon-assisted photo-curing
	Abstract
	Introduction
	Principle of phonon-assisted photo-curing
	Process 1
	Step 1
	Step 2

	Process 2
	Step 1
	Step 2
	Step 3


	Experimental results
	Summary
	Acknowledgments
	References


	7 APL Yatsui 
	8_JPD_yatsui
	 References

	9 BY_APB12_Liu
	Controlling the size of ZnO quantum dots using the dressed photon--phonon-assisted sol--gel method
	Abstract
	Acknowledgments
	References


	10 Phys Rev Naruse
	1 Wio_2013 Naruse
	2 APNFO ohtsu
	3 APNFO nomura
	4 APNFO tate
	5 APNFO wada
	6 APNFO tanaka
	7 APNFO yamaguchi
	8 APNFO kawazoe
	9 APNFO yatsui
	10 APNFO minh
	11 yatsui_abstract
	12 AWAD Naruse
	page-0001
	page-0002
	page-0003
	page-0004

	13 sweden-japan Ohtsu 
	14 CLEO Yatsui 
	15 France-Japan Ohtsu 
	16 Italy-Japan Ohtsu 
	17 SPIE Teki yatusi 
	18 Princeton Naruse
	19 Connecticut Univ Naruse
	20 NOLTA Naruse
	Navigation page
	Session at a glance

	21 NOLTA Aono
	Navigation page
	Session at a glance

	22 ICALEO Kawazoe 
	23 M1105 Tanaka
	24 IUMRS Yatsui
	25 IUMRS Naruse
	26 Ipcn1-12 Tate
	27 Ipcn1-13 Aono
	28 IPCN 1-14 Naruse 
	29 diamond Yatsui 
	1 handbook of nano-optics and nanophotonics
	2 ドレスト光子
	3 Progress in Nanophotonics
	1 JSPS NL38
	スライド番号 4
	スライド番号 9

	2 Review,Laser eng. Yatsui　
	3　Opt. Elc. Eng. contact ohtsu　
	4　material_state_yatsui
	img02552
	img02553
	img02554
	img02555

	5  Chemicla Industry Tate 


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /OK
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue true
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 450
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 450
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck true
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    35.29000
    35.29000
    36.28000
    36.28000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    8.50000
    8.50000
    8.50000
    8.50000
  ]
  /PDFXOutputIntentProfile (OFCOM_PO_P1_F60)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition (OFCOM_PO_P1_F60)
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (NPG PRINT PDF Job Options. 4th September 2006. PDF 1.3 Compatibility. Adds Trim and Bleed boxes top Nature pages where none exist.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [665.858 854.929]
>> setpagedevice




