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Brightening of excitons in carbon nanotubes on
dimensionality modification

Yuhei Miyauchi?*, Munechiyo lwamura', Shinichiro Mouri', Tadashi Kawazoe?, Motoichi Ohtsu3?

and Kazunari Matsuda’

Despite the attractive one-dimensional characteristics of
carbon nanotubes’, their typically low luminescence quantum
yield, restricted because of their one-dimensional nature?®,
has limited the performance of nanotube-based light-emitting
devices'®", Here, we report the striking brightening of excitons
(bound electron-hole pairs)'>' in carbon nanotubes through an
artificial modification of their effective dimensionality from one
dimension to zero dimensions. Exciton dynamics in carbon
nanotubes with luminescent, local zero-dimension-like states
generated by oxygen doping' were studied as model
systems. We found that the luminescence quantum yield of
the excitons confined in the zero-dimension-like states can be
more than at least one order larger (~18%) than that of the
intrinsic one-dimensional excitons (typically ~1%), not only
because of the reduced non-radiative decay pathways but also
due to an enhanced radiative recombination probability
beyond that of intrinsic one-dimensional excitons. Our findings
are extendable to the realization of future nanoscale photonic
devices including a near-infrared single-photon emitter oper-
able at room temperature.

The low luminescence quantum yield of semiconducting carbon
nanotubes (hereafter, termed (carbon) nanotubes), which is typi-
cally, at most, only a few percent for dispersed nanotubes”#15-17,
is deeply related to their one-dimensional nature. The balance
between radiative and non-radiative relaxation rates (that is, the
probability) of electron-hole bound states, termed excitons!>'3,
determines the nanotube luminescence quantum yield. Fast non-
radiative decay, which dominates exciton recombination in nano-
tubes and results in their low luminescence quantum yield, is
mainly caused by the quenching of one-dimensional mobile exci-
tons due to the rapid collision between these excitons and local
quencher states, which include nanotube defects and end sites*-8°,
Moreover, the temperature-limited radiative relaxation rate
(ocT™1/?), characteristic of one-dimensional excitons, substantially
reduces the quantum yield at room temperature’. Efforts to
improve the luminescence quantum vyield by reducing the defect
quenching of excitons'®!® have been reported. Conversely, if a
local defect is not an exciton quencher'®2° but is luminescent by
virtue of appropriate local electronic structures!#*1-2, the local
state may function as a zero-dimension-like quantum state that cap-
tures mobile excitons and converts them to photons (as shown in
Fig. 1) with a radiative relaxation rate possibly lying beyond that
of intrinsic one-dimensional excitons. Therefore, one-dimensional
nanotubes with luminescent, local zero-dimension-like states offer
a unique opportunity for photophysical investigation of nearly
ideal  zero-dimensional-one-dimensional ~ hybrid  systems.
Moreover, understanding the excitonic properties of these states

can lead to the development of novel strategies for brightening
nanotube excitons beyond the intrinsic limit for future
photonics applications.

We examined the excitonic characteristics of luminescent, local
zero-dimension-like states embedded in one-dimensional carbon
nanotubes. Figure 2a shows photoluminescence excitation maps
of carbon nanotubes with and without the doping of oxygen
atoms that generate these local states!®. The distinct luminescence
peak at E;;* (~1.07 eV) appears after oxygen-doping treatment'*
(see Methods and Supplementary Section S1), while the change in
the intrinsic luminescence feature at E;; (~1.25eV) is small. The
luminescence peak at E;;* has been attributed to light emission
from the zero-dimension-like local states generated by oxygen
doping in carbon nanotubes!'®. The excitation maxima at E,; and
E,,* are coincident with the second sub-band exciton energy E,,
of (6,5) nanotubes, indicating that the photogenerated intrinsic
excitons are converted into local excitons with energy E  *.

Figure 1| Schematic of a carbon nanotube with a luminescent local state.
A photoexcited intrinsic exciton is mobile along the nanotube axis (blue
spot). When the mobile exciton collides with a local state (red spot), where
the exciton energy becomes lower than that of the intrinsic state, the mobile
exciton can be trapped by the local state. If the local state has no efficient
non-radiative decay paths, it should work as a luminescence centre, and the
exciton can decay radiatively by emitting a photon.
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Figure 2 | Optical spectra of carbon nanotubes with luminescent local states. a, Photoluminescence excitation maps of nanotubes before (pristine) and
after (O-doped) oxygen-doping treatment. Vertical and horizontal axes correspond to the excitation and emission photon energies, respectively. Colours in
the map correspond to the photoluminescence intensity (white being the highest and black the lowest). b, Optical absorption spectra of the pristine (black
dotted curve) and oxygen-doped (red solid curve) nanotubes. The vertical dotted line indicates energy E;;* (~1.07 eV). c-e, Photoluminescence spectra of
the various nanotubes with variable oxygen-doping measured under E,, energy excitation (2.175 eV). The slight differences observed for the pristine spectra
are due to the use of different batches of starting material. f-h, Optical absorption spectra of various nanotubes around the E,, energy. The
photoluminescence and absorption spectra with the same background colours [(c,f), (d,g), (e h)] were taken from the same nanotubes. In c-h, the black and
red solid curves correspond to optical spectra of pristine and oxygen-doped carbon nanotubes, respectively.

Hereafter, we denote the intrinsic exciton state with energy E;; as
X,» and the oxygen-derived local states with energy E,;* as
X,,*. Figure 2b compares the absorption spectra of pristine
(non-doped) and oxygen-doped nanotubes. The distinct absorption
peaks of intrinsic X;; and X,, excitons of (6,5) nanotubes are
almost unchanged, and there are no prominent absorption
features originating from the X,,* excitons around E,,*. The small
changes in the absorption spectra indicate that the number
density of the X, ,* sites is very small (deduced to be on the order
of one X,;* site per micrometre; Supplementary Section S4), and
most parts of the nanotubes, except for the oxygen-doped sites,
remain unchanged.

Figure 2c-h compares the photoluminescence and absorption
spectra of various oxygen-doped nanotubes with different X, *
peak intensities, which reflect the variable density of the local
X,,* states. We see a considerable change in the photoluminescence
spectra of the pristine nanotubes, as shown in Fig. 2c-e. As the inte-
grated photoluminescence intensity of the X, peak at E,; (I;;)
decreases slightly, that of the X, ,* peak at E, * (I,,*) appears and
increases drastically.

In Fig. 3a we plot the integrated photoluminescence intensity of
the X, ,* state, %, as a function of the decreasing X, photolumi-
nescence intensity Al ;. Here, AL, is defined as AL, = |I;; — I,
where I, is the X, photoluminescence intensity of the pristine
nanotubes. A linear relationship was found to exist between
the change in I,; (Al,,) and the value of I, *, as indicated by the
dotted, straight line in Fig. 3a, where the slope of the line,
I,,*/AL;, is 7.5+ 0.6. This linear relation contains rich information
on the photophysical parameters of the zero-dimension-like
X" states.

In this study, as shown in Fig. 3b, we consider the migration (dif-
fusion) of the intrinsic one-dimensional excitons along the nano-
tube and the successive trapping at extrinsic local quenching sites
(defect sites), with a density of ng, or at local luminescent sites

(X,,* sites), with a density of n,. Based on a one-dimensional diffu-
sion-limited exciton contact-quenching mechanism® that predicts
the luminescence quantum yield n of one-dimensional excitons,
where noc (n, + n) "2 the ratio of I,,* to AIL, (for Al,, < I,) is
evaluated as (Supplementary Section S2)

L" 1

SGE)
ALy T 2\ny/ \Ey;

where 7, and 1* are the luminescence quantum yields of an exciton
in the X;; (non-doped) and X, ,* states, respectively. Hence, a linear
relationship between I;;* and AI}; is expected for small AI,. From
equation (1), a value of */7,> 18+1 is derived from the exper-
imental results in Fig. 3a. That is, the quantum yield of a single
X,,* site is at least ~18 times larger than that obtained from a
X, state. Thus, at room temperature, the luminescence quantum
yield of the X,,* state, n*, is estimated to be n* > 18+ 6%, given
that the quantum yield of the X, excitons is 1, = 1.0 +0.3%, as cal-
culated from the reported radiative lifetime of 1.6+ 0.3 ns (ref. 8)
and the observed photoluminescence decay of X, excitons,
described in the following (Supplementary Section S3).

To clarify the mechanism of the large quantum yield enhance-
ment of the X, ,* states discussed above, we examined photolumi-
nescence decay in pristine and oxygen-doped nanotubes
(Fig. 4a,b). Clearly, the photoluminescence decay of the X, ,* exci-
tons at E; * (red filled circles in Fig. 4b) is much slower than that
of the X, excitons at E;;. We conducted a numerical fitting pro-
cedure of the intensity decay I{}(t) using the stretched exponential
function exp[—(t/7,)"/?] with a characteristic timescale 7, for the
E,, photoluminescence decay based on a kinetic model of the diffu-
sion-limited one-dimensional exciton contact quenchings, and
using the double exponential functions for the decay of the one-
dimension-like X, ,* excitons at E;;* (Supplementary Section S3).
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Figure 3 | Relationship of luminescence intensities from mobile and local
excitons. a, Integrated photoluminescence intensity of the X;,* peak (/") as
a function of the absolute value of the change in photoluminescence
intensity of the X;; peak Al};. I;* and Al}, are normalized by the
photoluminescence intensity of the X, peak (I,) of pristine (non-doped)
nanotubes. The integrated photoluminescence intensities are evaluated by
peak decomposition procedures, where the X;;* peak is fit by a Voigt
function, and where the weak and broad intensity tail of the lower energy
side is not included as /,*. b, Schematic of exciton migration and successive
trapping by local quenching sites (including the end sites of nanotubes) with
density n, or by local luminescent (X;,*) sites with density n,.

Here, we define a quantity (7)) = [1{)(t) /I{?)(0)dt, which cor-
responds to the time-integrated exciton number normalized by the
initial exciton number and related to n, and n* as 1, = 7 '(7) and
n* =1, (%), respectively, where 7, and 7* are the radiative life-
times of the X, and X, * states, respectively. From the fitting pro-
cedure (Supplementary Section S3), the values (1) = 16 +4 ps and
(1) =957 ps are obtained. This contributes to an enhancement
of the quantum yield of the X, ,* excitons equivalent to approxi-
mately six times that of the intrinsic X, excitons.

The further quantum yield enhancement necessary to account
for the net 18x quantum yield enhancement is attributed to the
shortened radiative lifetime. Considering the experimentally esti-
mated values of n*/7,> 1841 and (7)/(7%)=0.174+0.04 ~ 1/6,
the ratio of the radiative lifetimes can be evaluated through the
relation /¥ = (0¥ /M) (1)/{7%)) as Tx/7R* > 3.0+0.8, which
indicates that the radiative decay rate of the X,,* exciton (1/7¥)
is more than approximately three times that of the intrinsic X;,;
excitons (1/73).

Let us now discuss the mechanisms of the reduced non-radiative
decay rate, given as a factor of 1/6x (the extended exciton lifetime),
and the enhanced radiative decay rate, given as a factor of >3x (the
shortened radiative lifetime), of the X,,* excitons relative to the X,
excitons. First, the reduced non-radiative exciton decay is mainly
attributed to exciton immobilization by the localization effect.
Once the mobile exciton is stopped at a local X,,* state, the
exciton can avoid collision with quenching sites and live longer,
which contributes to the ~6x quantum yield enhancement. If

NATURE PHOTONICS | ADVANCE ONLINE PUBLICATION | www.nature.com/naturephotonics

only this 6x enhancement is considered, the quantum yield is eval-
uated to be 6 + 2%, which is close to the quantum yield of ~7% esti-
mated for a clean air suspended nanotube?®.

The dimensionality modification of the excitons is more critical
for understanding the further quantum yield enhancement than
recovering the original quantum yield of intrinsic one-dimensional
excitons. Because of the one-dimensional nature of the intrinsic X,
excitons, their effective radiative decay rates are limited by the
momentum mismatch between photons and thermally excited exci-
tons in the one-dimensional band dispersion®*”. This restriction is
responsible for the characteristic one-dimensional radiative decay
rate that is proportional to T~1/2 In contrast, the spatially localized
zero-dimension-like states should be free from this momentum
restriction, which could lead to enhancement of the radiative
decay rate. Considering the possible E;;, homogeneous line width
of at least 10 meV at room temperature’, however, the enhancement
factor due to this effect is at most 1.6. Hence, to fully explain the
enhancement of the radiative decay rate by a factor of 3+0.8, an
additional enhancement mechanism of a factor of at least 1.940.5
is required.

The remaining issue that should be addressed before we further
discuss the enhancement mechanism is whether there is a lower-
lying dark (optically forbidden) X,,* exciton state. If a lower-lying
dark state exists, the effective radiative decay rate of excitons can
be reduced due to the accumulation of excitons in this dark state,
as is actually the case for the intrinsic X, excitons®*. In contrast,
if there is no X, ,* dark state, excitons in the X,,* sites can be free
from the restriction caused by the dark state and may achieve a
larger effective radiative decay rate. To examine this issue, we con-
ducted  temperature-dependent  photoluminescence  studies
(Fig. 4c-e). The major findings are summarized as follows. The
temperature-dependent variations of both I;; and I;* in the low-
temperature range shown in Fig. 4d,e are reproduced well by consid-
ering exciton diffusional transport and reduction of the bright
exciton population due to the existence of lower-lying dark states,
not only in the X, states, but also in the X,,* states, which is con-
sistent with a theoretical prediction of an impurity-bound exciton in
carbon nanotubes?” (Supplementary Sections S5, S6). From the
numerical fitting results, we infer the existence of the X, * dark
state, eventually leading to no significant change in the X, * effective
radiative decay rate compared to that of the X,, excitons at room
temperature (Supplementary Section S6).

Given the negligible change related to the existence of the dark
state, we attribute the remaining enhancement of the radiative
decay rate by a factor of ~2 to the increased oscillator strength
due to the squeezing of an exciton in the zero-dimension-like
X;,* state, which is known as the ‘giant-oscillator-strength effect’
of a localized exciton?®. The radiative decay rate 7 * and the oscil-
lator strength f of an exciton follow the relation 7 ' oc E*f, where
E is the exciton energy and fis approximately inversely proportional
to the average electron-hole separation, that is, the exciton size in a
one-dimensional nanotube. Hence, the radiative decay rate can be
enhanced by a factor of ~2 for an exciton squeezed to be ~40%
of its original size, considering the different exciton energies E,,
and E,,*. From the size of the X}, exciton?® (~2 nm in (6,5) nano-
tubes), the size of the X,,* exciton is deduced to be ~0.8 nm.

Our findings regarding the strongly enhanced luminescence
properties of sparsely distributed, zero-dimension-like excitonic
states beyond the intrinsic properties in one-dimensional carbon
nanotubes will stimulate research on the physics of zero-dimen-
sional-one-dimensional hybrid systems. Furthermore, the findings
presented here will allow the development of nanotube-based
novel optoelectronic devices while utilizing the advantages of both
zero-dimensional and one-dimensional electronic systems, such as
a near-infrared single-photon emitter?! driven by direct carrier-
injection® that can be operated even at room temperature.

© 2013 Macmillan Publishers Limited. All rights reserved.
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Figure 4 | Time-resolved and temperature-dependent luminescence studies. a,b, Time-resolved photoluminescence decay profiles of pristine (non-doped)
(a) and oxygen-doped (b) nanotubes. Blue circles in a and b indicate the photoluminescence decay of X;; excitons taken at £, (~1.25 eV), and the red circles
in b indicate the photoluminescence decay at E;;* that corresponds to the decay of local X;,* states. The grey solid curve is the IRF. ¢, Photoluminescence
spectra of moderately oxygen-doped nanotubes measured at various temperatures. d,e, Temperature-dependent variation of /;; (blue circles, d) and /;;* (red
squares, e). The solid curves in d and e are reproduced by numerical fitting considering the diffusional transport of X, excitons, exciton trapping at the X;,*
sites, and the probability that the X;, (d) and X;;* (e) excitons are in their bright states (calculated by taking into account the lower-lying dark states that
reside 6.6 meV (d) and 15 meV (e) below the bright states). The dotted curve in e is calculated without taking the existence of the lower-lying dark state

into account (Supplementary Sections S5 and S6).

Methods

Sample preparation. The oxygen-doped (6,5) carbon nanotubes dispersed in a D,O
solution used in this work were prepared with ozone using the procedure reported
by Ghosh et al.'*, but the experimental conditions and parameters were considerably
modified so that the broadening of the absorption peak!?, indicating the degradation
of the intrinsic part of the nanotubes, could be minimized. Details of the sample
preparation procedure are described in Supplementary Section S1. In short, (6,5)-
rich CoMoCAT nanotubes were isolated by dispersion in D,O with 0.2% (wt/vol)
sodium dodecyl benzene sulphonate (SDBS), 60 min of moderate bath sonication,
40 min of vigorous sonication with a tip-type sonicator, and centrifugation at
130,000g for 4 h. A 0.75 ml volume of D, 0, containing dissolved ozone with variable
density, was added to the resulting 2 ml of isolated nanotube dispersion. For the
control samples that were denoted as ‘pristine’ (non-doped) nanotubes, 0.75 ml of
D,O was added without dissolved ozone. The samples were left under a lighted desk
lamp (~5 mW cm~?), typically overnight, before conducting the optical
measurements. In our protocol, the relative oxygen-doping level (number density of
the X ,* site) was mainly controlled by the density of ozone dissolved in the D,O
solution. The relation between I, * and the estimated absorbance of ozone at 260 nm
in the added D,O solution is presented in Supplementary Fig. S2. The moderately
oxygen-doped nanotubes utilized for the temperature-dependent
photoluminescence measurements were deposited on a membrane filter and dried in
vacuum before the measurements. Further details of the sample preparation
protocols and parameters are presented in Supplementary Section SI.

Optical measurements and data analysis. Continuous-wave absorption and
photoluminescence spectra of dispersed nanotubes in D,O were measured at room
temperature using a near-infrared spectrometer with monochromated incident light.
All the optical measurements at room temperature were conducted on the liquid
samples in optical quartz cells. The time-resolved photoluminescence decay profiles
of the dispersed nanotubes in D,O were recorded at room temperature using a time-
correlated, single-photon counting technique under pulsed laser excitation

(80 MHz, ~6 ps pulse duration with a photon energy of 1.378 eV) with a liquid-
nitrogen-cooled near-infrared photomultiplier attached with a microchannel plate.
The photoluminescence from each peak feature (E;; or E;;*) was separated using
optical filters with a bandpass of ~0.1 eV. The time-resolved measurements were
conducted on the same nanotubes for which the photoluminescence excitation maps
shown in Fig. 2a were taken. We fitted the data using the convolution of the
instrumental response function (IRF) with model functions to obtain the original
photoluminescence decay profiles (Supplementary Section S3). Temperature-
dependent photoluminescence measurements were performed on the as-deposited
samples attached to the cold finger of a liquid-helium-cooled microscopy cryostat,
with monochromated light from a broadband light source (Fianium, SC450) used
for photoexcitation. The measurements were conducted with an excitation energy of
2.175 eV (570 nm), corresponding to the second sub-band exciton energy E,, of

a

(6,5) nanotubes. The photoluminescence peaks of the nanotubes cast on a
membrane filter were broadened, suggesting a more inhomogeneous environment
for the cast nanotubes than that of the micelle-suspended nanotubes. We confirmed
that the temperature-dependent variation of the E,, exciton energy is sufficiently
small by observing the photoluminescence excitation spectra at 5 K and 298 K.
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ABSTRACT: Biologically inspired computing devices and architectures are
expected to overcome the limitations of conventional technologies in terms of
solving computationally demanding problems, adapting to complex environments,
reducing energy consumption, and so on. We previously demonstrated that a
primitive single-celled amoeba (a plasmodial slime mold), which exhibits complex
spatiotemporal oscillatory dynamics and sophisticated computing capabilities, can
be used to search for a solution to a very hard combinatorial optimization problem.
We successfully extracted the essential spatiotemporal dynamics by which the
amoeba solves the problem. This amoeba-inspired computing paradigm can be
implemented by various physical systems that exhibit suitable spatiotemporal
dynamics resembling the amoeba’s problem-solving process. In this Article, we

demonstrate that photoexcitation transfer phenomena in certain quantum

nanostructures mediated by optical near-field interactions generate the amoebalike spatiotemporal dynamics and can be used
to solve the satisfiability problem (SAT), which is the problem of judging whether a given logical proposition (a Boolean
formula) is self-consistent. SAT is related to diverse application problems in artificial intelligence, information security, and
bioinformatics and is a crucially important nondeterministic polynomial time (NP)-complete problem, which is believed to
become intractable for conventional digital computers when the problem size increases. We show that our amoeba-inspired
computing paradigm dramatically outperforms a conventional stochastic search method. These results indicate the potential for
developing highly versatile nanoarchitectonic computers that realize powerful solution searching with low energy consumption.

H INTRODUCTION

Biological systems can be regarded as powerful computers in
which massive numbers of elements such as biopolymers,
proteins, and cells interact with each other and process vast
amounts of environmental information in a self-organized
manner." For example, chains of amino acids promptly solve
the protein folding problem, which is believed to be impossible
for conventional digital computers to solve in a practical
polynomial time.” For such an intractable problem, the number
of all solution candidates, which should be examined
thoroughly, grows exponentially as a function of the problem
size and reaches an astronomical number, causing a
combinatorial explosion.> What could be the source of the
tremendous computational powers of biological systems? We
believe that a key would be interactions among the elements."
More specifically, the interactions, which involve dynamic

) - ACS Publications  © 2013 American Chemical Society
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instabilities such as oscillations and fluctuations and physical
constraints such as conservation laws of several resources,
would generate complex spatiotemporal dynamics that could
explore a state space broadly and efficiently. Learning how
interacting biological elements perform powerful computations
will provide insightful role models for promoting nano-
architectonics, which aims to exploit novel functionalities
using interacting nanoscale elements.

Natural computing is an emerging research field that uses the
knowledge obtained from various natural phenomena, includ-
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ing biological processes, to complement and overcome the
limitations of conventional digital computers in solving
computationally demanding problems in a decentralized
manner, making optimal decisions adaptively in uncertain
environments, reducing energy consumption, and so on.*®
Several algorithms for solving computationally demanding
problems have been abstracted from biological processes such
as information processing in neural networks,® evolutionary
processes in genetic systems,” optimal path finding by ants,®
and optimal solution search by swarms of insects.” In this
context, a single-celled amoeboid organism, a plasmodium of
the true slime mold Physarum polycephalum (Figure la), has

Image

Procpecs:sing Camera

Projector

Resource
Bounceback

Figure 1. Amoeba-based computing. (a) Amoeboid organism P.
polycephalum and Au-coated 64-lane chip resting on a nutrient-rich
agar plate. The amoeba remains inside the chip because of its
attraction to nutrients in the plate and its aversion to metal. (b)
Experimental setup. The image of the amoeba recorded by a video
camera was processed using a PC to update the image pattern for
illumination with a projector. (c) Example of the eight-city map in the
traveling salesman problem. The distance between each pair of cities is
indicated on the corresponding edge. There uniquely exist shortest
and longest routes having lengths of 100 and 200, respectively, where
the average route length for all possible 2520 solutions was 149.1. (d)
High-quality solution found by the amoeba-based computer. The
amoeba’s shape represents the route CHDEGFABC with a length of
128 (the red unicursal line in c), which is evaluated as being in the top
10% of solutions with regard to quality (shortness). Each lane of the
chip is labeled Vk, which indicates the city name V and its visiting
order k. Red and yellow pixels indicate increasing and decreasing
thicknesses, respectively. Blue trapezoids indicate illuminated regions.

been actively investigated owing to its intriguing computational
capabilities. For example, this amoeba, despite the absence of a
central nervous system, connects the optimal routes among
food sources by changing its amorphous shape.'®'! These
computational capabilities were expected to emerge from its
complex spatiotemporal behavior in which the volume of each
part oscillates with a %)eriod of approximately 1 to 2 min in a
fluctuating manner.'>"

Aono et al. devised an amoeba-based computer (ABC)'*'
that incorporates an amoeba to solve various optimization
problems. In the ABC, we harnessed complex spatiotemporal
oscillatory dynamics of the amoeba in a multilane chip (Figure
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1a) by introducing unique optical feedback control (Figure 1b),
which we call bounceback control. Under normal conditions,
the amoeba supplies its intracellular resource (protoplasm) to
its pseudopod-like branches so that they elongate by repeating
several cycles of oscillations while conserving the total volume
of the entire body. However, the branches retreat when
stimulated by visible light as the resource bounces back from
the illuminated region owing to the photoavoidance response.
Sharing the constant volume of the resource, these branches
interact with each other by transmitting information on their
stimulated experiences through exchanging the resource to
make an optimal decision on resource allocation. In the ABC,
we updated the light stimulation of all of the lanes at 6 s
intervals, depending on the change in the amoeba’s shape.
Under this dynamic environment, the organism tried to deform
into an optimal shape, maximizing the body area for maximal
nutrient absorption while minimizing the risk of being exposed
to light stimuli.

We designed a rule for updating the light stimulation based
on certain recurrent neural network dynamics so that the
amoeba could search for a solution to the traveling salesman
problem (TSP).'® The TSP, one of the best-studied intractable
problems, is stated as follows: given a map of n cities that
defines the travel distance from any city to any other city
(Figure 1c), find the shortest route for visiting each city exactly
once and returning to the starting city. In the ABC, the
challenge for the amoeba to find the shortest route is that its
branches should not enter frequently illuminated lanes and
should elongate into the optimal combination of the least
frequently illuminated lanes. Note that the optimal combina-
tion cannot be found if this organism always obeys the optical
feedback control rule. To compare the route lengths of solution
candidates, it is necessary for the amoeba to make “errors” at
appropriate frequencies. That is, to explore the state space
broadly, sometimes the organism needs to misallocate the
resource to its branches, contrary to their normal photo-
avoidance response, so that the branches expand even when
illuminated and shrink even when unilluminated. In reality,
owing to the intrinsic spatiotemporal oscillatory dynamics, each
branch could vary its responses to light stimuli suitably
depending on its oscillation phase, so the amoeba could find
a high-quality solution through trial and error, as shown in
Figure 1d."

We evaluated the computational performance of the ABC by
increasing the problem size n from 4 to 8 to explore how the
explosive growth in the number of solutions [(n — 1)!/2 = 3,
12, 60, 360, and 2520] affects the performance.18 Interestingly,
the ABC found a high-quality solution (a shorter route) with a
high probability and robustly maintained the high quality
independently of n. Moreover, the search time required to find
the solution grew almost linearly as a function of n, despite the
explosive expansion of the state space. These results suggested
that the ABC has an economical search ability to find a
satisfactory high-quality solution at a low exploration cost,
including a short search time. This might be a strategy of this
organism to survive adaptively in uncertain environments.

Extracting the essential factors from the amoeba’s economical
search process, Aono et al. formulated an amoeba-inspired
computing paradigm as a hybrid process of two spatiotemporal
dynamics that are counterparts of the shape-changing behavior
of the amoeba and the illumination-updating rule of the optical
feedback control.'” The former dynamics, which allocate the
resource so that it is supplied to nonstimulated units and is
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Figure 2. Photoexcitation transfer between QDs. (a) Exciton in QDy is transferred to QD;, from which it subsequently radiates. (b) Exciton
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L'v* js filled with another exciton.

bounced back from stimulated units, must generate appropriate
fluctuations in the stimulus response to make errors at optimal
frequencies. In addition, the latter dynamics, which we call the
bounceback control dynamics, should update the stimulations
depending on the former states and should adequately apply
repulsive stimulation to unfavorable units from which the
resource should be bounced back.

These observations imply that, to develop novel computing
devices that operate much faster than the amoeba, it would be
possible to use the stimulus-responsive spatiotemporal
dynamics of various physical systems in which some resource
of the system is transferred to its subsystems in a fluctuating
manner.

In fact, Naruse et al. showed that the spatiotemporal
dynamics of photoexcitation transfer between quantum
mechanical electronic states (excitonic states), which are
implemented in semiconductor nanostructures and are
mediated by optical near-field interactions, could be used to
solve constraint satisfaction problems.”**' Optical near-field
interactions occur at scales far below the wavelength of light
and enable photoexcitation transfer to dipole-forbidden energy
levels, which cannot be realized by conventional optical far
fields. A useful theoretical treatment of the near-field optical
excitation transfer process has been established on the basis of
the dressed-photon model,”* and the process has been
experimentally demonstrated in quantum dot (QD) systems
based on various semiconductors such as InGaAs,”® ZnO,** and
CdSe.”® Kawazoe et al. demonstrated room-temperature
photoexcitation transfer using two layers of 2D-ordered InGaAs
QDs.*® Akahane et al. fabricated 60 highly stacked layers of
InAs QDs and produced a system with a total QD density of
473 X 10"*/cm?*’ Moreover, Naruse et al. showed that the
minimum energy dissipation in photoexcitation transfer has
been shown to be 10* less than that required for a bit flip in a
CMOS logic gate in conventional electrically wired devices.”®
These facts suggest that, by exploiting these photoexcitation
transfer dynamics, our amoeba-inspired computing paradigm
can be implemented on highly integrated low-energy-use
quantum nanostructures.

Our paradigm is applied to solving the satisfiability problem
(SAT), which is one of the most important intractable
problems in computer science. In computational complexity
theory, the complexity class NP (nondeterministic polynomial
time) includes many difficult problems in which no polynomial
time algorithm has been found so far. That is, these difficult
problems often require an exponential time for conventionally
known algorithms to solve. SAT was the first problem shown to
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be NP-complete, that is, the most difficult problem among
those that belong to the class NP.> The NP completeness
implies that all NP problems, including thousands of practical
real-world problems, can be reduced to SAT. A powerful SAT
solver, therefore, has enormous versatility. In fact, it is applied
to a wide range of application problems such as software and
hardware design, planning, constraint optimization, automatic
inference, cryptography, and protein structure prediction.

In this Article, we first introduce the photoexcitation transfer
dynamics, review the satisfiability problem, and describe our
newly developed computing paradigm. Then, we compare the
performance of our paradigm with that of a well-known
algorithm. Finally, we discuss the origin of our paradigm’s high
performance and conclude the Article.

B EXPERIMENTAL SECTION

Photoexcitation Transfer between Quantum Dots. We
assume two spherical QDs whose radii are rg and r; (>rg), which we
call a small QD (QDjs) and a large QD (QD,), respectively, as shown
in Figure 2a. Under irradiation by input light, an exciton (electron—
hole pair) is generated in QDg. We consider photoexcitation transfer
phenomena between QDg and QD (ie., transitions of exciton to
states specified by (q;, ¢,), where q; and g, are the orbital angular
momentum quantum number and magnetic quantum number,
respectively). The energy eigenvalues of the states are given by

2 2
h Xa,,9,)

Bl = B+ Ba+ — 5= 1,2,3, )

ey
where E, is the band gap energy of the bulk semiconductor, E,, is the
exciton binding energy in the bulk system, m is the effective mass of
the exciton, and () are determined from the boundary conditions,
for example, oy 0) = 017, (1) = 449.

According to eq 1, there exists a resonance between the level with
quantum number (1, 0) in QDg, denoted by S in Figure 2a, and that
with quantum number (1, 1) in QD;, denoted by L, if r,/ry =
4.49/7 ~ 1.43. These energy levels S and L"?P* are in resonance with
each other and are connected by an interdot optical near-field
interaction, Ug;, which is given by a Yukawa-type potential

_ vexp(—pudst(S, L))
SLT dst(S, L) ()
where dst(S, L) denotes the distance between QDg and QD; and v
and p are constants.”>*® Note that, in typical light—matter interactions
via optical far fields, transitions to states specified by (g,, ¢,) = (1, 1)
are not allowed because this is a dipole-forbidden energy level.
However, in optical near-field interactions, because of the large spatial
inhomogeneity of the localized optical near fields at the surface of
nanoscale materials, L"PP*" is allowed to be populated by excitons,
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violating the conventional optical selection rules.” Therefore, the
exciton at level S in QDg could be transferred to level L*?*" in QD;.

In QD;, because of the sublevel energy relaxation with a relaxation
constant I}, which is faster than the optical near-field interaction, the
exciton relaxes to the (1, 0) level, denoted by L', from where it
radiatively dissipates (Figure 2a). In addition, because the radiation
lifetime of QDs is inversely proportional to their volume,*® finally we
find “unidirectional” exciton transfer from QDg to QD;. We consider
that the exciton is transferred from QDg to QD; when we observe
light emission from QD; due to the radiation of optical energy. The
radiation from L°¥*" s represented by the relaxation constant y;.

The unidirectionality of exciton transfer originates from the energy
dissipation occurring in QD;. Therefore, by disturbing the sublevel
energy relaxation in QD;, we can block exciton transfer to QD;. In
fact, when the lower energy level L" of QD; is filled with another
exciton, the exciton in QD cannot move to QD;. The blocked exciton
will bounce back and forth between QD; and QDy (optical nutation)
and will finally dissipate from QDyj according to the relaxation constant
¥s as shown schematically in Figure 2b. We can fill the state L' of
QD; by light stimulation, which is referred to as state filling. Like the
branch of the amoeba that shrinks when illuminated, the probability of
exciton transfer to QD; is reduced when it is state-filled, as described
in the next section.

Spatiotemporal Dynamics of Photoexcitation Transfer. To
implement the amoeba-inspired computing paradigm, we design a
system where a QDj is surrounded by a number of QD; s, as shown in
Figure 3a. For simplicity, we consider four QD;’s (QD,, QDg, QD
and QDp), each of which has the same upper level, lower level,
sublevel relaxation constant, and radiation constant LUPe, Llower T
and y;, respectively.

We describe the basic properties of the spatiotemporal dynamics of
exciton transfer in this system. We assume that the system initially has
one exciton in S. For each QD through the interdot interaction Uy,
the exciton in S could be transferred to L"P. Accordingly, we can
derive quantum master equations in the density matrix formalism.*>*!
The interaction Hamiltonian is given by

0 Usa U Use Usp
Usa O 0 0 0
H,=|Ugz 0 0 0 0
Usc O 0 0 0
Up O 0 0 0 3)

Although interactions between the QD;’s occur, for simplicity they are
not considered here. The relaxation regarding the above-mentioned
states is described by Nr- = diag(7s, 'y, ['s, ['c; I'p). Then the Liouville

equation for the system is

o) _

at [Hmu p(t)] = Npp(t) = p(t)Np

)
where p(t) is the density matrix with respect to the five energy levels
and 7 is Planck’s constant divided by 2z. Similarly, we can derive
ordinary differential equations with respect to LI°", which is
populated by the relaxations from L"P* with constants I';, which
decay radiatively with relaxation constants y;.

In the numerical calculatlon, we assume US 3 =100 ps, [;7' =1
ps, 7.0 = L ns, and ;7' = (rp/r)® X 77! & 2.92 ns as a typical
parameter set. For instance, in experimental demonstrations based on
a CdSe/ZnS core—shell QD,** the measured radiation lifetime of a
CdSe/ZnS QD with a diameter of 2.8 nm (QD;) was 2.1 ns, which is
close to the radiation lifetimes y;' and ys™'. In addition, the
interaction time between QDg and QD; was estimated to be 135 ps,z'Z
which is also close to the above interdot interaction time Ug; ™.

When the above Liouville equation is solved numerically (eq 4), the
time evolution of the populations of the lower energy levels of the
QD;’s, which are relevant to occurrences of radiation, can be
calculated. Figure 3b indicates that the system uniformly grows the
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Figure 3. Spatiotemporal dynamics of photoexcitation transfer in the
system with QDg surrounded by four large QDs (QD,, QD5 QDg,
and QDp). (a, ¢) When QD, and QD are state-filled, the exciton is
likely to be transferred to either QD or QDp, from which it radiates.
Each of radiation probabilities (right panel) is calculated as a time
integration of each corresponding time evolution of populations (left
panel) divided by a gain constant g. (b) In the absence of state-filling
stimulation, radiation occurs in the four large dots with equal

probability.

populations of A, Blower Clower and D' while reducing the
population of S and finally reaches equilibrium. Figure 3c shows the
case where QD, and QD are subjected to state filling by light
stimulation. A way of describing such a state-filling effect in eq 4 is to
induce a significant increase in the sublevel relaxation lifetime of the
state-filled QD4 and QD; we assume that the lifetime increased to
I,7' =T¢! = 10° ps. Such a formation has been validated in the
literature.”" Because of these changes in the parameters, the exciton is
more likely be transferred to QDy or QDp, than to QD, or QD¢ as
shown in Figure 3c.

Radiation Probability. We can obtain the probability p; that the
exciton in QDg is transferred to QD;, from which it subsequently
radiates by numerically integrating the time evolution of the
population of Ly, over 6000 ps and dividing it by a certain gain
constant g, as shown in Figure 3b,c. In our numerical calculation, we
assume that radiation occurs in QDj if a uniformly generated random
number in [0.0, 1.0] is less than the value of p;. Therefore, p;
represents the probability that radiation from QD; is observed within
6000 ps. Thus, more than one radiation event can occur in a number

of QDy’s. This verifies that py, + pg + pc + pp # 1. The radiation
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probabilities when QD is state-filled and non-state-filled are denoted
by p." and p; 7, respectively.

We briefly discuss the similarities between the photoexcitation
transfer dynamics and the shape-changing behavior of the amoeba. We
consider that the amoeba’s intracellular resource supply to its branch
can be compared to exciton transfer to QD; (i.e., radiation in QD).
As the amoeba’s intracellular resource is bounced back from
illuminated branches, the exciton population is bounced back from
state-filled QD;’s. However, as mentioned previously, to explore the
state space broadly, the amoeba had to make errors at appropriate
frequencies; the branch varied its normal photoavoidance response
depending on its intrinsic oscillation phase so that it could expand
even when illuminated and shrink even when unilluminated. In the
photoexcitation transfer dynamics, these error mechanisms are
implemented by the occurrence and nonoccurrence of radiation in
state-filled and non-state-filled QD;’s with probabilities of p;* and 1 —
pL, respectively.

As shown in the right panels of Figure 3b,c, p, and p. decreased
owing to state-filling stimulation, whereas pp~ and pp,~ increased as if
they tried to compensate for the decrements in p, and p¢. That is, the
radiation probability of each QD varies in response to the current
state-filling stimulation applied to other distant QD,’s. In other words,
the stimulus response of each QD; is not determined locally. This
nonlocal property is shown more clearly in Figure 4a,b. The radiation

o

a . state-filled QD

radiation probability
radiation probability (log)

I
20
number of state-filled quantum dots

20 40 60 80 ) 40 60 80

number of state-filled quantum dots

Figure 4. Dependence of the radiation probability on the number of
all state-filled QD;,’s, f = X, F,,(t), in the system consisting of 150
QD,,’s for solving a 75-variable SAT. (a) Radiation probability p;,” in
non-state-filled QD,,. (b) Radiation probability p;," in state-filled
QD;,. Each probability, which is obtained as a time integration of
population evolution divided by g, grows nonlinearly as a function of f.
We set g such that it gives p;,” = p,," = 0.5 when f = 0.

probabilities of non-state-filled and state-filled QD;’s, p;~ and p;%,
increased nonlinearly as a function of the number of all state-filled
QD ’s. In case of the amoeba, the previously mentioned conservation
law in the total resource volume entailed a nonlocal correlation among
the amoeba’s branches (i.e., a volume increment in one branch is
immediately compensated for by a volume decrement(s) in the other
branch(es)). This nonlocal correlation was shown to be useful for
efficient and adaptive decision making.z'3

Satisfiability Problem. SAT is the problem of determining if a
given Boolean formula ¢) of N variables x; € {0 (false), 1 (true)} (i € I
={1, 2,.., N}) is satisfiable (i.e., there exists at least one assignment of
truth values (0 or 1) to the variables that makes the formula true (¢ =
1)). Roughly speaking, ¢ represents a logical proposition, and the
existence of a satisfying assignment verifies that the proposition is self-
consistent. For example, a formula ¢, = (x; V =) A(7y V a3 V )
A (x; Vag) A (Vo) A (5 V) V(0 Vo) has a satisfying
assignment (x;, x,, &3, x,) = (1, 1, 1, 1), which is a uniquely existing
solution. Even if ¢ has more than one solution, this instance can be
solved when at least one solution is found. However, to prove
unsatisfiability, the only sure method known to be applicable to
arbitrary formulas is to check the inconsistency of all possible
assignments, the number of which grows exponentially as 2.

SAT is called 3-SAT when ¢ consists of M clauses that are
connected by A (and), and each clause connects at most three literals
by Vv (or) as (x;" V & V «if), where each literal ¥ can be either «; or
—w;. Any SAT instance can be transformed to a 3-SAT instance, and 3-
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SAT is also NP-complete. In this study, we design our computing
paradigm for application to solving 3-SAT.

Amoeba-Inspired Nanoarchitectonic Computer. As shown in
Figure S, to solve an N-variable 3-SAT, we use 2N large QDs (QD;,’s)

[ bounceback control |

AAA

YYYY

|

bounceback rules B

|
&
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Figure S. Data-flow diagram of the amoeba-inspired nanoarchitectonic
computer.

that receive optical energy from QDg, where the label (i,v) indicates
that value v € {0, 1} is assigned to variable «; (i € I = {1, 2,.., N}) (ie,
% = v). When the exciton in QDj is transferred to QD,, and
subsequently radiation is observed at a discrete time step t, we write
this status as R; (t) = 1, whereas R; () = 0 indicates that no radiation
occurs. When state-filling stimulation is applied to QD,,, we denote
this status as F,,(t) = 1, whereas F, (t) = 0 denotes no state filling.
Thus, radiation R, ,(f) = 1 occurs with a probability that depends on
the state-filling stimulation F;,(t) as follows:

1 (with probabilityp:) (t) if Fiﬂ/(t) =1)
R, (t) = 41 (with probability p () ifE (t) =0)

0 (otherwise)

)

Figure 4 shows the dependence of the radiation probabilities of non-
state-filled and state-filled QD;,’s, p;,”(t), and p;,*(t) on the number of
all state-filled QD s (ie., Z;.F;,(1)).

Each radiation event R;, is accumulated by a newly introduced
variable X;, € {—1, 0, 1} as follows:

X, ,(t) +1 (fR, (t) = land X (t) < 1)
X, (t+1) =4X,(t) - 1 (ifR; (t) = 0and X, ,(t) > —1)

X, ,(t) (otherwise)

(6)
Equation 6 can be implemented either physically or digitally; the
values of X;, can be stored either by some additional QDs or by some
external control unit, as illustrated in Figures 5 and 1b, respectively. At
each step ¢, the system transforms a configuration X = (X, 4, X; 1, X5,
X, 1 Xy Xy) into an assignment x = (xy, xy,..., xy) as follows

0 (if X; o(t) = 1and X; ,(t) < 0)
x(t) = 1 (if X; o(t) < Oand X; ,(t) = 1)
x(t— 1) (otherwise) (7)

where x,(0) = undefined for all i.
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Bounceback Control Dynamics. The state-filling stimulations F;,
are updated synchronously according to the following dynamics

E(t+1)

1 (if3 (P, Q) € B(V (j, u) € P(X; () = 1)
= and (i, v) € Q))
0 (otherwise) (8)

where B is a set of bounceback rules to be explained in this section.
Each element (P, Q) in B implies the following statement: if all of the
X;,'s specified by P are positive at ¢, then stimulate all QD;,’s specified
by Q to inhibit their radiation at t + 1. Stated simply, if x; = u, then x;
should not be v.

To see the meaning of the bounceback rules, let us consider the
example formula ¢, which is shown in Figure 6a. To satisfy this

a [ bounceback rules (INTER) |

¢L,x= (ervox2) A(x2vxsV ) AV Xs) A2V X)) A (v xg) A (Cxr v xg) =1

WY S o (U % O AR
LY ERNTESE VAR AR VR
1 ande 1
B
b | bounceback control | c solution: (1, X2, X3, X4) = (I, 1,1,1)

X5950 X1,=1 F2p=19 X,,50

Fip=1 Ry =1 <]

g | @ é "2-':’0%_

X3)50 X’-’:':“:l ‘ @ X320
& & &

state filling For=1 Fype1
o
X4p50 Q Fap=1

Ton=1 A
&xso x=1

40

% time step (t)

fo\found a solution:
(x1, X2, X3, x4) = (1,1,1,1)

Figure 6. Bounceback control dynamics. (a) All bounceback rules in
INTER for ¢. (b) Bounceback control applies state-filling
stimulations F, ,(t + 1) = Fy,(t + 1) = Fy(t + 1) = 1if X, (f) = 1.
(c) Configuration X = (0, 1, 0, 1, 0, 1, 0, 1), which represents a
solution (x;, %, x5, 4) = (1, 1, 1, 1). (d) Simulated time evolution.
Red and blue dots indicate X; (t) = 1 and F,,(t) = 1, respectively.

formula for ¢, = 1, we should make every clause true because all
clauses are connected by A. Suppose, for example, that the system tried
to assign x, = 0 (i.e,, X o(t) = 1), as indicated by the red broken circle
in Figure 6b. Now let us focus on the first clause (x; V ;) in ¢,,. To
make this clause true, if x; = 0 then x, should not be 1. Therefore, we
apply state-filling stimulation F,,(t + 1) = 1 to inhibit the radiation
Ry ,(t + 1) of QD,, as indicated by the blue broken circle. However,
because x; in the third clause (x, V &) should not be 0, we apply F;o(t
+ 1) = 1 (the blue dotted circle). In addition, we apply F, ,(t + 1) = 1
(the blue solid circle) because if x; = 0 then obviously x,; should not be
1. Likewise, the set of all bounceback rules B is determined by
scanning all clauses in ¢, as shown in Table 1.

We formally define the set B = INTRAUINTERUCONTRA in what
follows. INTRA forbids each variable i to take two values 0 and 1
simultaneously:
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Table 1. All Bounceback Rules for ¢,

B P Q
INTRA {(1, 0)} {(1, 1)}
{1, 1} {(1, 0}
{2 0)} {2 1}
{2 1} {2, 0}
{3, 0)} {61}
{G, 1)} {G,0)}
{(4,0)} {(4, 1)}
{4, 1)} {(4, 0)}
INTER {(2, )} {(1, 0)}
{(1, 0} {2 D}
{3,0), (4, 1)} {2 1}
{21, @41} {G,0)}
{21, G0} {(4, 1)}
{3, 0)} {(1, 00}
{(1, 0} {G,0)}
{G, 1)} {2, 0}
{2, 0} {G D}
{(4, 1)} {G,0)}
{G,0)} {(4, 1}
{(4,0)} {1, 1}
{1y, 1} {(4,0)}
CONTRA {(1, 1), (3,0)} {(1, 1), (3, 0)}

{(1,0), 2,0}
{1, 0), 3, 1}
{2 1), (4,0}
{2,0), (4, 1}
{3, 0), (4,0}

{1, 1), D), G0}
{@0), (1) 4 D}
{3,0), 3,1, (4 1)}

{(1,0), (2,0}
{1, 0), 3, 1)}
{2 1), (4 0}
{2 0), (4 1}
{G,0), (4 0)}

{11, @ G}
{20, @D # 1)}
{30, G 1, & 1}

INTRA = {({(, )}, {(, 1 =) lieTAave {0, 1}} (9

Each clause ¢ = x*Vaf Vi in ¢ is represented as a set C = {j*, k*, I*}

with its literals x;* mapped to i* = i if x* = x; and to —i otherwise, and
the formula ¢ is expressed equivalently by a set ®, which includes all
of the clauses as their elements. The example formula ¢, is
transformed to ¢ex = {{1, _2}1 {_2) 3 _4}1 {1; 3}) {21 _3}r {3r
—4}, {—1, 4}}. For each C in ® and each variable i in C, INTER blocks
the radiation [either Ro(t + 1) or R;,(t + 1)] that makes c false

INTER = {(P, {(i,0)}) lie CA Ce ®} u {(P, {(i, 1)})
| —ieCACe®} (10)

where P={(j,0)lj€ CAj#i}U{(j, 1) |-j € CAj#i}. Some rules
in INTER may imply that neither 0 nor 1 can be assigned to a variable.
To avoid this contradiction, for each variable i, we build CONTRA by
checking all of the relevant rules in INTER:

CONTRA = {(PUP,PUP)IlicIA (P, {30}
€ INTER A (P, {(i, 1)}) € INTER} (11)

Before the computation, B is obtained in a polynomial time of O(NM)
by generating all of the bounceback rules in INTRA, INTER, and
CONTRA according to the above procedures.

Note that the system can be stabilized if the following condition
holds for all (i, v): if X;,(f) = 1 then F,,(t) = 0 or if X, (t) < 0 then
F,(t) = 1. When this condition is not met, the system cannot be
stabilized. Indeed, if X; () = 1 and F, (t) = 1, then radiation in QD; is
likely to be inhibited as R; (t + 1) = 0; consequently, X, (t + 2) = 0.
However, if X,,(t) < 0 and F,,(t) = 0, then radiation R, (t + 1) = 1 is
likely to be promoted to facilitate X;,(f + 2) = 1. These changes in the
sign of X;, make the system unstable. We designed the bounceback
rules so that only satisfying assignments can be stabilized. This implies
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that if a configuration X represents a solution then X can be
maintained for the longest duration and thus occurs with the highest
frequency when the system evolves for a sufficiently large number of
iteration steps.

AmoebaSATnano and WalkSAT. Our numerical calculation
method for simulating the amoeba-inspired computing paradigm can
be used as an algorithm for solving SAT. We call this algorithm
AmoebaSATnano. We evaluate the performance of AmoebaSATnano
in comparison with that of the best-studied stochastic search algorithm
called WalkSAT, which finds a solution with a reasonably large
probability after a fairly small number of iterations.>*

WalkSAT starts from a randomly chosen assignment x = (x;, %5,...,
xy)- At each iteration, by checking whether each clause in ¢ is satisfied
by the current assignment x, WalkSAT randomly chooses one of the
unsatisfied clauses and satisfies it by flipping one of its variables chosen
at random (i.e, 0 — 1 and 1 — 0). This routine is iterated until x
satisfies ¢ or we run out of time. Schoning estimated the average
number of iterations that WalkSAT required to find a solution to a 3-
SAT as an exponential function of (*/;)¥poly(N).** WalkSAT is one
of the fastest algorithms.>®

B RESULTS

The computation of AmoebaSATnano starts at X;,(0) = R, ,(0)
=F,,(0) = 0 for all (j, v), and the time evolution of the system
is simulated by updating eqs S, 6, and 8 iteratively. Figure 6d
shows that the system successfully found the solution of the
example formula ¢, at t = 12, which is represented by the
configuration shown in Figure 6c. We can confirm that X = (0,
1,0, 1,0, 1,0, 1), which represents the solution (x;, x,, x5, x,) =
(1, 1, 1, 1) that is observed most frequently after ¢t = 12.

We compared the performance of AmoebaSATnano and
WalkSAT for benchmark SAT instances, which are provided to
the public by SATLIB online.***” We used a family of 3-SAT
instance distributions, Uniform Random-3-SAT, which was
obtained by randomly generating three-literal conjunctive
normal form formulas. The hardness of a 3-SAT has been
shown to be maximal when the ratio between the number of
variables N and the number of clauses M is set at the phase-
transition region around M/N = 42634 We chose 100
instances each from each of the test sets uf75—325 and uf100—
430, which took satisfiable N = 75 — M = 325 and N = 100 —
M = 430 formulas from the most difficult regions, M/N = 4.333
and M/N = 4.3, respectively.

For each instance, we conducted 500 trials consisting of
Monte Carlo simulations to obtain the average number of
iterations (time steps t) required to find a solution. Figure 7
shows that in almost all instances AmoebaSATnano found a
solution more quickly than WalkSAT. In particular, Amoeba-
SATnano outperformed WalkSAT more significantly as N
increased.

B DISCUSSION AND CONCLUSIONS

We demonstrate that photoexcitation transfer phenomena in a
QDs system mediated by optical near-field interactions can be
used to solve SAT. Our amoeba-inspired computing paradigm
is fundamentally different from conventional optical computing
or optical signal processing, which are limited by the properties
of propagating light. Our paradigm also differs from the
quantum computing paradigm, which exploits a superposition
of all possible states to produce a correct solution. This is
because our paradigm exploits both coherent and dissipative
processes. In fact, optical-near-field-mediated photoexcitation
transfer is a coherent process, suggesting that an exciton could
be transferred to all possible destination QD;’s via a resonance
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Figure 7. Performance comparison between our AmoebaSATnano
(red) and the well-known WalkSAT (black) for benchmark 3-SAT
instances of N = 75 and 100. Each point indicates the number of
iterations required to find a solution for each instance, averaged over
500 trials. For each algorithm and each N, we evaluated 100 points
(instances) and ranked (sorted) all of the points from easiest to most
difficult (requiring the largest number of iterations). The results are
compared on a logarithmic scale, which implies that AmoebaSATnano
has a significant advantage over WalkSAT.

energy level, but such a coherent interaction produces a
unidirectional transfer by an energy dissipation process
occurring in QD;. A strength of our paradigm is that
photoexcitation transfer is 10* times more energy efficient
than conventional electrically wired bit-flip circuits.

An important issue that we should address to implement our
paradigm experimentally is a means of introducing the
bounceback control dynamics; at each iteration, the control
dynamics should store the values of X;,(t) by detecting the
radiation values R;,(t), determine the state-filling stimulations
F,(t + 1) according to the set of bounceback rules B, and apply
these stimulations to QD;,’s, as shown in Figure 5. An external
approach would be to use an external control unit such as a
combination of a PC with a projector, as we did for the
amoeba-based computing (Figure 1b). However, the external
control unit may impose additional energy costs and may limit
the processing speed of our paradigm. However, an internal
approach could implement the control dynamics using
additional QDs without introducing the external control unit.
It may be possible to embed the counterpart of the external
control unit in the arrangement of QDs because the
bounceback rules are expressed by combining elementary
logical operations and these logical operations have already
been implemented experimentally using several QD systems.”®

Because SAT is NP-complete, a powerful SAT solver is useful
for a broad spectrum of applications in artificial intelligence,
information security, and bioinformatics. We demonstrated
that, for benchmark 3-SAT instances chosen from the most
difficult region, our paradigm found a solution much faster than
did the conventionally known fastest algorithm. We believe that
the origin of the high performance of our paradigm will be
attributed to interactions among the QDs. At each iteration, the
conventional algorithm flips a single state without implement-
ing any interaction among the variables. In contrast, our
paradigm updates at most 2N states through a large number of
interactions among the QDs, which exchange information on
stimulated experiences via the bounceback control dynamics.
This difference in the number of interactions might produce a
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huge difference in the computing power." This discussion
would be supported by the fact that our paradigm became more
advantageous as N increased.

Putting these facts together, this Article paves the way for
applying nanometer-scale optical near-field interactions to
develop novel low-energy-use highly versatile powerful
computers. We believe that our amoeba-inspired computing
paradigm presents a promising direction for nanoarchitectonics,
which harnesses novel functionalities in the interactions among
nanoscale elements.

B AUTHOR INFORMATION

Corresponding Author

*E-mail: masashi.aono@elsi;jp.

Notes

The authors declare no competing financial interest.

B REFERENCES

(1) Conrad, M. The Price of Programmability. In The Universal
Turing Machine: A Half-Century Survey; Rolf, H., Ed.; Springer-Verlag:
Wien, Austria, 1994; pp 261-281.

(2) Berger, B.; Leighton, T. Protein Folding in the Hydrophobic-
Hydrophilic (HP) Model is NP-Complete. J. Comput. Biol. 1998, S,
27-40.

(3) Garey, M. R;; Johnson, D. S. Computers and Intractability: A Guide
to the Theory of NP-Completeness, W.H. Freeman and Co.: New York,
1979.

(4) Rozenberg, G. Bick, T. Kok, ], Eds. Handbook of Natural
Computing; Springer-Verlag: New York, 2012.

(S) International Technology Roadmap for Semiconductors. Emerging
Research Devices, 2009.

(6) Hopfield, J. J.; Tank, D. W. Computing with Neural Circuits: A
Model. Science 1986, 233, 625—633.

(7) Holland, J. H. Adaptation in Natural and Artificial Systems, 2nd
ed.; MIT Press: Cambridge, MA, 1992.

(8) Dorigo, M.; Maniezzo, V.; Colorni, A. Ant System: Optimization
by a Colony of Cooperating Agents. IEEE Trans. Syst. Man Cybern. B
1996, 26, 29—41.

(9) Poli, R;; Kennedy, J.; Blackwell, T. Particle Swarm Optimization.
Swarm Intell. 2007, 1, 33—57.

(10) Nakagaki, T.; Yamada, H.; Toth, A. Intelligence: Maze-Solving
by an Amoeboid Organism. Nature 2000, 407, 470.

(11) Tero, A.; Takagi, S.; Saigusa, T.; Ito, K.; Bebber, D. P.; Fricker,
M. D.; Yumiki, K,; Kobayashi, R.; Nakagaki, T. Rules for Biologically
Inspired Adaptive Network Design. Science 2010, 327, 439—442.

(12) Takamatsu, A.; Tanaka, R.; Yamada, H.; Nakagaki, T.; Fujii, T.;
Endo, I Spatiotemporal Symmetry in Rings of Coupled Biological
Oscillators of Physarum Plasmodial Slime Mold. Phys. Rev. Lett. 2001,
87, 078102.

(13) Takagi, S.; Ueda, T. Emergence and Transitions of
Spatiotemporal Patterns in Thickness Oscillation by the Plasmodium
of the True Slime Mold Physarum Polycephalum. Phys. D 2008, 237,
420—427.

(14) Aono, M.; Gunji, Y.-P. Beyond Input-output Computings:
Error-driven Emergence with Parallel Non-Distributed Slime Mold
Computer. BioSystems 2003, 71, 257—287.

(15) Aono, M.; Hara, M.; Aihara, K. Amoeba-Based Neurocomputing
with Chaotic Dynamics. Commun. ACM 2007, 50, 69—72.

(16) Aono, M.; Hirata, Y.; Hara, M,; Aihara, K. Amoeba-based
Chaotic Neurocomputing: Combinatorial Optimization by Coupled
Biological Oscillators. New Gener. Comput. 2009, 27, 129—157.

(17) Zhu, L; Aono, M,; Kim, S.J; Hara, M. Amoeba-Based
Computing for Traveling Salesman Problem: Long-Term Correlations
between Spatially Separated Individual Cells of Physarum Poly-
cephalum. BioSystems 2013, 112, 1-10.

7564

14

(18) Zhu, L.; Aono, M.; Kim, S.-J.; Hara, M. Problem-Size Scalability
of Amoeba-Based Neurocomputer for Traveling Salesman Problem.
Proc. NOLTA 2011, 108—111.

(19) Aono, M; Kim, S.-J.; Zhu, L.; Naruse, M.; Ohtsu, M.; Hori, H,;
Hara, M. Amoeba-Inspired SAT Solver. Proc. NOLTA 2012, 586—589.

(20) Naruse, M.; Miyazaki, T.; Kawazoe, T.; Sangu, S.; Kobayashi, K.;
Kubota, F.; Ohtsu, M. Nanophotonic Computing Based on Optical
Near-Field Interactions Between Quantum Dots. IEICE Trans.
Electron. E88-C 2005, 1817—1823.

(21) Naruse, M.; Aono, M.; Kim, S.-J.; Kawazoe, T.; Nomura, W.;
Hori, H,; Hara, M; Ohtsu, M. Spatiotemporal Dynamics in Optical
Energy Transfer on the Nanoscale and Its Application to Constraint
Satisfaction Problems. Phys. Rev. B 2012, 86, 125407.

(22) Ohtsu, M.; Kawazoe, T.; Yatsui, T.; Naruse, M. Single-Photon
Emitter Using Excitation Energy Transfer between Quantum Dots.
IEEE J. Sel. Top. Quantum Electron. 2009, 14, 1404—1417.

(23) Kawazoe, T.; Kobayashi, K; Akahane, K; Naruse, M.;
Yamamoto, N.; Ohtsu, M. Demonstration of Nanophotonic NOT
Gate Using Near-Field Optically Coupled Quantum Dots. Appl. Phys.
B: Laser Opt. 2006, 84, 243—246.

(24) Yatsui, T.; Sangu, S.; Kawazoe, T.; Ohtsu, M,; An, S. J; Yoo, J.;
Yi, G.-C. Nanophotonic Switch Using ZnO Nanorod Double-
Quantum-Well Structures. Appl. Phys. Lett. 2007, 90, 223110.

(25) Nomura, W.; Yatsui, T.; Kawazoe, T.; Naruse, M.; Ohtsu, M.
Structural Dependency of Optical Excitation Transfer via Optical
Near-Field Interactions between Semiconductor Quantum Dots. Appl.
Phys. B: Laser Opt. 2010, 100, 181—187.

(26) Kawazoe, T.; Ohtsu, M.; Aso, S.; Sawado, Y.; Hosoda, Y.;
Yoshizawa, K.; Akahane, K; Yamamoto, N.; Naruse, M. Two-
Dimensional Array of Room-Temperature Nanophotonic Logic
Gates Using InAs Quantum Dots in Mesa Structures. Appl. Phys. B:
Laser Opt. 2011, 103, 537—546.

(27) Akahane, K; Yamamoto, N.; Tsuchiya, M. Highly Stacked
Quantum-Dot Laser Fabricated Using a Strain Compensation
Technique. Appl. Phys. Lett. 2008, 93, 041121.

(28) Naruse, M.; Hori, H.; Kobayashi, K.; Holmstrém, P.; Thylén, L.;
Ohtsu, M. Lower Bound of Energy Dissipation in Optical Excitation
Transfer via Optical Near-Field Interactions. Opt. Express 2010, 18,
AS544—ASS3.

(29) Ohtsu, M.; Kobayashi, K.; Kawazoe, T.; Yatsui, T.; Naruse, M.
Principles of Nanophotonics; Taylor and Francis: Boca Raton, FL, 2008.

(30) Itoh, T.; Furumiya, M; Ikehara, T.; Gourdon, C. Size-
dependent Radiative Decay Time of Confined Excitons in CuCl
Microcrystals. Solid State Commun. 1990, 73, 271-274.

(31) Carmichael, H. J. Statistical Methods in Quantum Optics 1;
Springer-Verlag: Berlin, 1999.

(32) Nomura, W.,; Yatsui, T.; Kawazoe, T.; Ohtsu, M. The
Observation of Dissipated Optical Energy Transfer between CdSe
Quantum Dots. J. Nanophotonics 2007, 011591, 1-7.

(33) Kim, S.-J.; Aono, M.; Hara, M. Tug-of-War Model for the Two-
Bandit Problem: Nonlocally-Correlated Parallel Exploration via
Resource Conservation. BioSystems 2010, 101, 29—36.

(34) Schoning, U. A Probabilistic Algorithm for k-SAT and
Constraint Satisfaction Problems. Proceedings of the 40th Symposium
on the Foundations of Computer Science, 1999, pp 410—414.

(35) Iwama, K; Tamaki, S. Improved Upper Bounds for 3-
SAT.Proceedings of the 15th Symposium on Discrete Algorithms, 2004,
pp 328-328

(36) http://www.cs.ubc.ca/~hoos/SATLIB/benchm html.

(37) Hoos, H,; H,, Stutzle, T. SATLIB: An Online Resource for
Research on SAT. Proc. SAT 2000, 283—292.

(38) Mitchell, D.; Selman, B; Levesque, H. Hard and Easy
Distributions of SAT Problems. Proc. AAAI 1992, 459—465.

(39) Kirkpatrick, S.; Selman, B. Critical Behavior in the Satisfiability
of Random Boolean Expressions. Science 1994, 264, 1297—1301.

dx.doi.org/10.1021/1a400301p | Langmuir 2013, 29, 7557—7564


mailto:masashi.aono@elsi.jp
mailto:masashi.aono@elsi.jp
mailto:masashi.aono@elsi.jp
mailto:masashi.aono@elsi.jp
http://www.cs.ubc.ca/<hoos/SATLIB/benchm.html
http://www.cs.ubc.ca/<hoos/SATLIB/benchm.html
http://www.cs.ubc.ca/<hoos/SATLIB/benchm.html
http://www.cs.ubc.ca/<hoos/SATLIB/benchm.html

TIOP PUBLISHING REPORTS ON PROGRESS IN PHYSICS

Rep. Prog. Phys. 76 (2013) 056401 (50pp) doi:10.1088/0034-4885/76/5/056401

Information physics fundamentals of
nanophotonics

Makoto Naruse', Naoya Tate?, Masashi Aono’ and Motoichi Ohtsu®

! Photonic Network Research Institute, National Institute of Information and Communications Technology,
4-2-1 Nukui-kita, Koganei, Tokyo 184-8795, Japan

2 Department of Electrical Engineering and Information Systems and Nanophotonics Research Center, Graduate
School of Engineering, The University of Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan

3 RIKEN Advanced Science Institute, 2-1, Hirosawa, Wako, Saitama 351-0198, J apan

E-mail: naruse@nict.go.jp

Received 15 June 2011, in final form 15 February 2013
Published 11 April 2013
Online at stacks.iop.org/RoPP/76/056401

Abstract

Nanophotonics has been extensively studied with the aim of unveiling and exploiting light-matter
interactions that occur at a scale below the diffraction limit of light, and recent progress made in
experimental technologies—both in nanomaterial fabrication and characterization—is driving further
advancements in the field. From the viewpoint of information, on the other hand, novel architectures,
design and analysis principles, and even novel computing paradigms should be considered so that we can
fully benefit from the potential of nanophotonics. This paper examines the information physics aspects of
nanophotonics. More specifically, we present some fundamental and emergent information properties that
stem from optical excitation transfer mediated by optical near-field interactions and the hierarchical
properties inherent in optical near-fields. We theoretically and experimentally investigate aspects such as
unidirectional signal transfer, energy efficiency and networking effects, among others, and we present their
basic theoretical formalisms and describe demonstrations of practical applications. A stochastic analysis
of light-assisted material formation is also presented, where an information-based approach provides a
deeper understanding of the phenomena involved, such as self-organization. Furthermore, the
spatio-temporal dynamics of optical excitation transfer and its inherent stochastic attributes are utilized for
solution searching, paving the way to a novel computing paradigm that exploits coherent and dissipative
processes in nanophotonics.

(Some figures may appear in colour only in the online journal)
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1. Introduction

1.1. Information physics approach to nanophotonics

Light plays a crucial role in a wide range of information
devices and systems, covering fields such as communication,
processing, imaging and displays [1]. There is no doubt
that the superior physical attributes of light, such as its
frequency, intensity, phase and polarization characteristics,
constitute the foundations of the tremendous benefits for which
we are indebted today. At the same time, however, ever-
increasing quantitative demands, such as the massive amount
of digital information transmitted on networks, necessitate
further advancements in optics and photonics. In addition,
there has been a surge in demand for qualitatively novel
technologies, such as energy saving [2], mobile and ubiquitous
devices [3], solid-state lighting and displays [4], healthcare
and welfare, and safety and security [5,6], to name a few.
Conventional optics and photonics, however, suffer from
difficulties in resolving these quantitative and qualitative
challenges due to their fundamental limitations—principally,
the diffraction limit of light [7].

Nanophotonics, which makes use of interactions between
light and matter at a scale below the wavelength of light,
has been at the forefront of optical science and technology,
and remarkable progress has been made [8,9]. An optical
near-field is the optical field in the subwavelength vicinity of
a light scattering object or optical source [10, 11]. Optical
near-field interactions are optical interactions via optical near-
fields localized in subwavelength space between the interacting
objects. Since an optical near-field is free of the diffraction
effects imposed on conventional propagating light, it allows
breaking through the diffraction limit of light. For instance,
technologies such as near-field spectroscopy [12], near-field-
assisted information storage [13], bio-sensing and near-field
lithography [14] have been developed. Furthermore, the
nature of optical near-field interactions on the nanometer-scale,
including higher-order atom-light interactions [15], has led
to the discovery of unique phenomena observed only on the
nanoscale, revealing a physical picture of ‘dressed photons’,
or photons dressed by material excitations [16, 17]. Rigorously
speaking, the dressed photon is a theoretical model or picture
describing the optical near-field interactions of a short-range
nature derived by renormalizing optical interactions with a
specific material environment [16, 17]. It turns out that not
only does nanophotonics possess the ability to break through
the diffraction limit, but it also allows physical processes
that are unachievable conventionally, such as dipole-forbidden
transitions. The usage of dipole-forbidden transitions in
optical excitation transfer is essential for clearly distinguishing
between optical near-field excitation transfer confined in
nanometer space, and radiation and excitation processes of
excitonic states via interactions with incident and outgoing
light waves. These novel optical near-field processes have led
to various devices that have been experimentally demonstrated
recently, including light concentration [18], infrared-to-visible
light conversion [19], silicon light emission [20], solar cells
[21], silicon lasers [22] and so forth. The rapid progress
of experimental technologies, both in the fabrication and

characterization of nanostructures, has been a key driving force
behind the advances in nanophotonics; examples include, but
are not limited to, ultrafast spectroscopy for nanostructured
matter [23], and size- and/or position-controlled quantum
nanostructures, such as InAs [24] and ZnO [25]. The
technology of nanodiamonds with nitrogen vacancies has
also been showing radical advances [12]. In addition,
technology for producing shape-engineered nanostructures has
matured thanks to advancements in lithography and nano-
imprinting [26-29].

From the viewpoint of information or system design, on
the other hand, there are many unresolved, important basic
issues in nanophotonics. For example, system architectures,
basic structures for achieving versatile functions, modeling,
design, and analysis principles and methods that inherit the
physical principles of nanophotonics, should be developed.
The importance and benefits of these information-related,
system-level concerns will be intuitively recognized by
observing the history of electronics and photonics, as briefly
mentioned below. This paper sheds new light on some system-
level fundamentals and insights in nanophotonics, namely, its
fundamental information properties, architectures, modeling
and design issues.

Looking at very-large-scale integrated (VLSI) circuits,
for example, we can observe a hierarchical structure: with
electrons as the elemental carrier and silicon as the mother
material, taking complementary metal-oxide semiconductor
(CMOS) devices as the basic device structure, and digital
information representation, all governed by a von Neumann
architecture [30]. What should be noticed here is that, whereas
quantum mechanics indeed plays a critical role in every single
step of electron transfer, circuit- and system-level foundations
are crucial in realizing VLSI devices as a whole. A related
discussion can be found in nanocomputers [31] and emerging
research devices and architectures [30], where the quest for
overcoming the limitations of conventional principles that
rely solely on electron transfer has been pursued. In the
case of optical communication, while light propagation, for
example, lies as the physical foundation, the performance in
terms of information transmission is governed by information
theory [32]. Information-related fundamentals regarding far-
field light are well established, such as Fourier optics for
optical signal processing [33], optical communications theory,
etc. Thus, design guidelines are available, and these help in
the systematic design of dedicated optical systems, as well
as revealing their performance limitations [34]. These are
just a portion of the vast literature suggesting the importance
of system-oriented, information physics concerns for various
physical processes.

At the same time, for nanophotonics, it should be
emphasized that replacing or competing with conventional
computing and information technologies is not necessarily the
primary motivation. What should be pursued is to exploit
and maximize the potential of the unique physical attributes
inherent in nanophotonics. Nanophotonic security is one
example application where accessibility via light is essential,
and optical near-field processes provide unique solutions [5].
Furthermore, insights gained in the modeling and analysis of
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nanophotonics are applicable to a wide range of applications
besides computing or information processing. They can also
contribute to design and analysis in solar energy applications
[35] and nanofabrication [36]. Dwyer et al have been
developing a nano-optical computer architecture for medical
and healthcare applications based on resonant energy transfer
made possible by DNA-based self-assembly [37, 38]. Catrysse
et al have investigated nanostructures for imaging applications
[39], where light-matter interactions are essentially and
inevitably present, and the unique nanophotonic solutions
offered are valuable.

Furthermore, system-oriented approaches are beneficial
in investigating the basic mechanisms of material formation.
Stochastic modeling and analysis in optical-near-field-assisted
nanofabrication, which will be dealt with in section 4, are
typical examples. In more general contexts, dealing with
light and matter in an open system, which is indeed the
concept of non-equilibrium physics [40], would provide new
knowledge in nanophotonics too, as in other fields. Self-
organized criticality [41], observed in some nanophotonic
experiments [42,43], is a natural emergent property thanks to
the inclusion of energy flow in addition to elemental near-field
interactions.

Summing up all of these related aspects, a system-
oriented approach or, in other words, an information physics
approach to nanophotonics will provide a solid foundation for
achieving various functionalities and understanding the basic
nature. This paper reviews nanophotonics from an information
physics approach, in particular, by examining the three aspects
described below.

1.2. Optical excitation transfer on the nanoscale and its
information physics

First in section 2, we deal with Ilocalized optical
excitation transfer and discuss its information-related aspects.
Conventionally, propagating light is assumed to interact
with nanostructured matter in a spatially uniform manner—
a well-known principle referred to as the long-wavelength
approximation—from which state transition rules for optical
transitions are derived, including dipole-forbidden transitions.
However, such an approximation is not valid in the case of
optical near-field interactions in the subwavelength vicinity
of an optical source; the inhomogeneity of optical near-
fields of a rapidly decaying nature makes even conventionally
dipole-forbidden transitions allowable [7]. The interaction
Hamiltonian governing an optical near-field interaction is
described by a Yukawa-type potential [44]. From a system-
level viewpoint, we should emphasize that the principle of
signal transfer in nanophotonics is very different from that
in electrically wired circuits based on electron transfer—what
we call an architectural shift from a wired architecture to an
excitation-transfer-based architecture. Described intuitively,
a wired architecture means that a device inevitably requires
energy dissipation induced at the macroscale for signal
transfer; energy transfer from the power supply to some
reservoir guarantees signal processing [45]. On the other hand,
signal transfer via excitation transfer is achieved by a tiny
energy dissipation induced at the recipient of the information

(section 2.1.3). We describe theoretical formulations of optical
excitation transfer and the above-mentioned architectural shift,
followed by a discussion of basic information attributes, such
as minimum energy dissipation, interconnects, how to realize
binary states, signal gathering and broadcast, multiplexing, and
so forth (section 2.1).

Combinations of such localized optical excitation transfer,
or in other words, networks of optical near-field interactions,
provide versatile functionalities; the importance of modeling,
design, and analysis also comes into play (section 2.2).
After introducing extended theoretical formalisms, emerging
attributes such as robustness, autonomy and reconfigurability
will be discussed. Robustness, for instance, which is the ability
to tolerate errors, is one of the most important characteristics
of nanosystems [31], since certain kinds of errors on the
nanoscale, such as material disorders, are inevitable. The
time-domain behavior of optical excitation transfer, such as
timing dependences and pulsation, is discussed in section 2.3.
Nanophotonic circuits react differently depending on the
arrival order of the incoming pulse inputs. It is known that
information processing in the human brain, consisting of a vast
number of neurons and connections among them, is based on
pulse trains, and the so-called spike timing dependent plasticity
(STDP) is important. The order of pulse arrival plays a critical
role [46], which is also relevant to the characteristics inherent
in nanophotonics.

1.3. Hierarchy in nanophotonics and its information physics

Another novel attribute found in nanophotonics is the
hierarchical property of optical near-fields. An optical near-
field is localized in the vicinity of nanostructured matter;
however, it is not observable unless it is scattered by
placing another piece of matter adjacent to it. We can see
structure here: at scales larger than the light wavelength,
information that can couple with the optical far-field is
observed, whereas additional information is retrievable via
optical near-fields [47]. Furthermore, at physical scales below
the light wavelength, an optical near-field behaves differently
depending on the physical scale involved. For example, a
nanostructured material exhibits different responses depending
on the scale of observation. This has led to the design
and implementation of different functions depending on the
physical scale involved, a concept that we call a hierarchical
architecture [48]. It should also be noted that such a
hierarchy in optical near-fields is in contrast to conventional
electronics, where the correlation length of an electron is
constant regardless of the scale of interest; electronic near-
fields, utilized in scanning tunneling microscopy (STM) and
related nanotechnologies, correspond simply to the evanescent
tails of electronic waves in bulk crystal since no structures
of electronic subwavelength size are available for the usual
condensed matter.

Section 3 presents the concept of optical system design
taking into account the hierarchy offered by nanophotonics,
followed by three theoretical basics (section 3.1) and some
design principles, particularly in the case of engineering metal
nanostructures (section 3.2). Experimental demonstrations,
including a hierarchical hologram and lock-and-key, will
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also be shown (section 3.3). Finally, an information-theory
approach to a hierarchical nanophotonic system is shown, with
adiscussion of the Shannon information capacity (section 3.4).

1.4. Statistical approach to nanophotonics

Statistical aspects of physical phenomena are important in
physics in general [40], and statistical viewpoints provide
fundamental insights and interesting novel applications for
nanophotonics, too. Section 4 reviews two topics regarding a
stochastic approach to nanophotonics: one concerns stochastic
modeling of material formation involving optical near-field
processes, such as enhanced material desorption (section 4.1),
and the other concerns the possibility of building a novel
computing paradigm by exploiting the unique stochastic nature
inherent in nanophotonics (section 4.2).

First, light-assisted nanofabrication is described, such
as the synthesis of quantum dots using photo-induced
desorption that yields reduced size fluctuations [49], metal
sputtering under light illumination resulting in self-organized,
nanoparticle chains [50], and the interesting ability to achieve
photosensitivity below the bandgap energy in a solar cell
by engineering the surface morphology [21]. The physical
mechanisms behind these processes have been attributed to
material desorption and deposition induced by optical near-
field processes. However, important stochastic phenomena are
also present, necessitating further behaviors besides elemental
optical near-field processes. We introduce stochastic models of
the light-assisted processes that reproduce phenomenological
characteristics consistent with the experimental observations.

Second, we outline the quest to develop novel computing
paradigms based on the unique stochastic nature inherent in
nanophotonics. Nature-inspired architectures are attracting
a great deal of attention in various research areas, such as
brain-like computing and computational neuroscience [51],
stochastic-based computing and noise-based logic [52], and
spatio-temporal computation dynamics [53]. Among these
research topics, Nakagaki ef al showed that a single-celled
amoeba-like organism, a plasmodium of the true slime mold
Physarum polycephalum, is capable of finding shortest-
distance solutions between two food sources [54]. Also, Aono
et al demonstrated ‘amoeba-based computing’ for solution
searching, such as the traveling salesman problem (TSP)
[55], by utilizing the spatio-temporal oscillatory dynamics
of the photoresponsive amoeboid organism Physarum. In
addition, Leibnitz et al showed a bio-inspired algorithm for
controlling an information network by utilizing fluctuations
stemming from biological observations, where the speed of
fluorescence evolution of proteins in bacteria is observed to
have a positive correlation with the phenotypic fluctuation of
fluorescence over clone bacteria [56]. These demonstrations
indicate that we can utilize the inherent fluctuations and
spatial and temporal interaction dynamics. For instance,
we describe the application of energy transfer dynamics
mediated by optical near-fields to solution searching. Such
an investigation is relevant to the quantum nature of optical
excitation transfer in light-harvesting antenna [57, 58] and the
quantum walk in energy transfer [59]. However, as discussed
section 4, unlike quantum computing, which exploits coherent

interactions, and unlike conventional electrical computing,
which is based on dissipative processes at every single step,
the physics of nanophotonics contains both coherent and
dissipative processes.

Finally, section 5 summarizes the paper and discusses
some future directions.

2. Optical excitation transfer on the nanoscale and
its information physics

In this section, we discuss optical excitation transfer
involving optical near-field interactions, together with various
information-related aspects. In the literature, dipole—dipole
interactions, such as Forster resonant energy transfer, are
typically referred to in explaining energy transfer from smaller
quantum dots (QDs) to larger ones [60,61]. However, it
should be noted that such modeling based on point dipoles
does not allow dipole-forbidden transitions. Also, recent
experimental observations in light-harvesting antenna indicate
the inaccuracy of dipole-based modeling [62,63]. On the
other hand, as discussed below, the localized nature of
optical near-fields frees us from conventional optical selection
rules, meaning that optical excitation could excite QDs to
energy levels that are conventionally electric dipole forbidden.
Section 2.1 reviews the theoretical basis of optical excitation
transfer, followed by some fundamental information-related
properties, such as unidirectionality, energy efficiency,
interconnects and binary states.  Section 2.2 examines
networking of optical excitation transfers. Section 2.3 focuses
on time-domain-related foundations of optical excitation
transfer.

2.1. Fundamentals

2.1.1. Modeling optical excitation transfers mediated by near-
fieldinteractions. We begin with the interaction Hamiltonian
between an electron-hole pair and an electric field, which is
given by

== [ & 3 B @er e Bl

i,j=e,h

ey

where e represents the electron charge, I/A/,T('r) and &j (r)
are, respectively, electronic wave operators corresponding to
the creation and annihilation operators of either an electron
(i, j = e)orahole (i, j = h) at r, and E(r) is the electric
field [35].

We consider a quantum dot based on a semiconductor
material with a bulk electric dipole moment for light-wave
incidence at a specific resonance frequency. For the electronic
system confined in a quantum dot, the electronic wave operator
includes an envelope function of electronic waves in the
quantum dot. In usual optical interactions of the quantum
dot, the so-called long-wave approximation is employed, so
that E(r) is considered to be a constant over the size of the
quantum dot since the electric field of the propagating light
wave is homogeneous on the nanometer scale. Depending on
the symmetry of the electronic envelope function, numerical
evaluation of the dipole transition matrix elements based on
equation (1) results in selection rules for the optical transition
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Figure 1. (a) Optical excitation transfer mediated by optical near-field interactions. Optical excitation in the smaller quantum dot (QDs)
can be transferred to the larger one (QDy ). Note that transition to the energy level L, in QD is conventionally dipole-forbidden. The optical
near-field interaction, described by a Yukawa-type potential, allows such a transition on the nanoscale when QDg and QD are located close
to each other. The energy dissipation occurring at QDy, or the relaxation from L, to L, guarantees unidirectionality. (b) State transition
diagram for the purpose of modeling optical excitation transfer from QDs to QDy.. (¢) In contrast with nanoelectric devices that require
wiring, such as those based on single electron tunneling, a high-impedance circuit is necessary for achieving unidirectional signal transfer.

for each excitonic state. For instance, in the case of spherical
quantum dots, only optical transitions to the states specified by
I = m = 0 are allowed, where / and m are the orbital angular
momentum quantum number and magnetic quantum number
for the envelope function, respectively. In the case of optical
near-field interactions between a pair of resonant quantum dots
separated by a subwavelength distance, on the other hand, due
to the large spatial inhomogeneity of the optical near-fields
of the source quantum dot, an optical transition that violates
conventional optical selection rules becomes allowed, so that
optical excitation transfer is possible between resonant states
of quantum dots with different symmetries of the envelope
functions via optical near-field interactions, regardless of the
radiation capability of each state into the optical far-field.
Detailed theory can be found in [17].

Here we assume two spherical quantum dots whose radii
are Rg and Ry, which we call QDg and QDy, respectively,
as shown in figure 1(a). The energy eigenvalues of states
specified by quantum numbers (n, [) are given by

E Ray

nl = Eg+Eex+ YMR2
where E, is the bandgap energy of the bulk semiconductor,
E¢ is the exciton binding energy in the bulk system, M
is the effective mass of the exciton, and values of «,; are
determined from the boundary conditions, for example, as
a0 = nm, oy = 4.49. According to equation (2), there
exists a resonance between the level of quantum number
(1,0) in QDg and that of quantum number (1,1) in QD if
RL/Rs =4.49/w ~ 1.43. Note that an optical excitation

n=12,3,..), 2

of the (1,1)-level in QDy, corresponds to an electric dipole-
forbidden transition. However, an optical near-field, denoted
by Us, in figure 1(a), allows this level to be populated
due to the steep electric field in the vicinity of QDs.
Therefore, an exciton in the (1,0)-level in QDg could be
transferred to the (1,1)-level in QD;. In QDy, the excitation
undergoes intersublevel energy relaxation due to exciton—
phonon coupling with a transition rate denoted by I', which
is faster than the rate of the inter-quantum-dot optical near-
field interaction [44, 64], and the excitation causes a transition
to the (1,0)-level and radiation into the far-field. Also, since
the radiation lifetime of quantum dots is inversely proportional
to their volume [65], finally we find unidirectional optical
excitation transfer from QDg to QDr. Here, we regard
the optical excitation generated in QDg as the input of the
system and the radiation from QDy as the output. Due
to the energy dissipation (sublevel energy relaxation) in QD
the wavelength of the output light is red-shifted relative to
the input light.

We first introduce quantum mechanical modeling of the
total system based on a density matrix formalism. Let us
denote the excitonic state of QDg as S, and the lower and
upper excitonic states in QDy as L; and L,, respectively.
Since a fast intersublevel transition in QD is assumed, it is
useful to establish theoretical treatments based on the exciton
population in the system composed of QDs and QDy, where
eight basis states are assumed, as schematically illustrated in
figure 1(b). A master equation formalism is applied to evaluate
the population dynamics with the transition matrix elements
indicated in the figure. Here, the matrix elements for the
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interactions between QDg and QDy, are denoted by Us;, (i = 1,
2), and the radiative decay rates from S and L, are, respectively,
given by ys and y;..

There are two ways to model the excitation dynamics, and
we can choose an appropriate modeling strategy depending on
the objective of the given design and the analysis constraints.
The former way is suitable for calculating the evolution of
the population without external inputs, and the latter gives
solutions when the system is influenced by external inputs.

One way is to calculate populations evolving from
an initial state that contains single or multiple excitations.
Assuming optical near-field interaction Ugp, between S and
L,, the model Hamiltonian of the coupled two-dot system is

Qs

given by
Ust
H=nh 2,
(USLZ QLZ)

where hUsgy, is the optical near-field interaction, and 7£2s and
h&2,, respectively, refer to the eigenenergies of QDs and QDy..
The optical excitation transfer process is formulated according
to the Lindblad form by introducing phenomenological
relaxation terms into the equation of motion based on the
Liouville equation, which is given by

3)

p(t) = —;—i[H, p ()] = Nrp(t) — p(t)Nr, “4)

where p is the density operator, and Ny is a diagonal matrix
whose diagonal elements are ys, /2 and I'/2.

The other way is to explicitly introduce temporal evolution
of the external excitation field, instead of assuming an initial
state, as a time-dependent perturbation Hamiltonian, Hex ().
Letting the (i, i) element of the density matrix correspond to the
state denoted by i in figure 1(b), the quantum master equation
of the total system is [66]

(1) = —% [Hin + He (1), p(8)]

+ % (2Sp(1)S" = STSp(1) — p(1)S'S)

r ; . )
+ 3 (2L2p(OL] = LiLap(®) = p(1)L3L2)

+ 2 (2LipOL] = LiLip®) = pOLILI) . ()

where the interaction Hamiltonian Hjy is given by
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(6)

where Qp, denotes the energy eigenvalue of the state L;. The
matrices ST, L'1 and L; are, respectively, creation operators
that create excitations in S, L; and L,, defined by
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and S, L; and L, in equation (5) are, respectively,

annihilation operators given by the transposes of the matrices
of equation (7). Here, Hg indicates the Hamiltonian
representing the interaction between the external input light
at frequency wex: and the quantum dot system, and is given by

Hex((t) = gate(t) x [(exp(i(S2s — wex) S
+exp(—i(Rs — Wext)S) + (exp((QL, — wex)) L]
+exp(—i(QL, — @ex))L1)], (8)

where gate(r) specifies the envelope function of the
perturbation Hamiltonian. Also note that the input light could
couple to the (1,0)-level in QDs and to the (1,0)-level in QD
because those levels are electric dipole-allowed energy levels.
Setting the initial condition as an empty state, and giving
external input light in equation (8), the time evolution of the
population is obtained by solving the master equation given by
equation (5).

2.1.2. ‘Excitation-transfer-based’ architecture. ~Based on
the theoretical elements described in section 2.1.1, we first
discuss an important architectural difference when compared
with electrically wired devices. The key is that the flow
of information in nanoscale devices cannot be completed
unless they are appropriately coupled with their environment
[45]. For the sake of discussion, we introduce an electronic
system based on single charge tunneling, in which a tunnel
junction with capacitance C and tunneling resistance Ry is
coupled to a voltage source V via an external impedance
Z(w). To accomplish tunneling of a single charge, besides
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the condition that the electrostatic energy Ec = e*/2C
of a single excess electron be greater than the thermal
energy kg T, the environment must have appropriate conditions
[67]. For instance, with an inductance L in the external
impedance, the fluctuation of the charge is given by (§Q?) =
(e?/4n) coth(Bhws/2), wheren = Ec/hws, ws = (LC)~'/2,
and B = 1/kgT. Therefore, charge fluctuations cannot
be small even at zero temperature unless n >> 1, meaning
that a high-impedance environment is necessary, leading to a
significant amount of energy dissipation induced in external
circuits. In other words, energy dissipation in external circuits
guarantees the signal transfer event, as schematically shown in
figure 1(c) [45].

In contrast, in the case of the optical excitation transfer
(figure 1(a)), the transfer of an excitation from QDg to QDr,
is completed by means of the non-radiative relaxation process
from L, to L; occurring at QD.. Theoretically, the sublevel
relaxation constant is given by I' = 27|g(w)|> D(w), where
hg(w) is the exciton—phonon coupling energy at frequency
w, h is Planck’s constant divided by 27, and D(w) is the
phonon density of states [66]. The energy dissipation occurring
in the optical excitation transfer should be larger than the
exciton—phonon coupling energy of Al', which guarantees
unidirectional signal flow. This is similar to the fact that
the condition n >> 1 is necessary in the electron tunneling
example, which means that the mode energy hws is smaller
than the required charging energy Ec. By regarding A’
as a kind of mode energy in the optical excitation transfer,
the difference between the optical excitation transfer and a
conventional wired device is the physical scale at which this
mode energy is realized: the nanoscale for optical excitation
transfer (AI') and the macroscale for electrical circuits (hws).
Additionally, it has been pointed out that about five stages of
cascaded energy transfer involving sublevel relaxations can be
supported in technologically feasible nanostructures; this is
also in contrast to the architecture of electrically wired devices
in which every single step of signal transfer requires charging
and discharging.

Summing up, localized near-field interactions and
energy dissipation occurring in the destination nanostructure
provide unidirectional signal flow in the case of optical
excitation transfer, whereas energy dissipation occurring on
the macroscale determines the signal flow in the case of
wired devices. This is manifested as a paradigm shift from
a ‘wire-based’ architecture to an ‘excitation-transfer-based’
architecture.

One additional remark is that such an architectural shift
has implications for security concerns in terms of tamper
resistance against attacks [68]. A so-called side-channel
attack, by which information is tampered with either invasively
or non-invasively, is one of the most critical security issues.
This may be achieved, for example, by monitoring the power
consumption [69]. We consider that the physical reason
behind this is the energy dissipation induced on the macroscale,
discussed above, which could possibly be the weakest link
in terms of being tampered with. Meanwhile, the amount of
energy dissipation associated with optical excitation transfer is
small, and it would be technologically difficult to tamper with

non-invasively. Naruse et al also demonstrated that an invasive
attack is easily recognized in the case of optical excitation
transfer [68].

2.1.3. Energy efficiency. In this section we theoretically
investigate the lower bound of energy dissipation required
in signal transfer via optical near-field interactions. We will
theoretically demonstrate that the energy dissipation could be
as low as 25 ueV. Compared with the bit-flip energy of an
electrically wired device, this is about 10* times more energy
efficient. The achievable integration density of nanophotonic
devices is also analyzed based on the energy dissipation and
the error ratio while assuming a Yukawa-type potential for the
optical near-field interactions [70].

We discuss the lower bound of energy dissipation by
introducing two representative systems (system A and system
B). The first one, system A in figure 2(a), consists of two
closely located quantum dots, and thus, optical excitation
transfer from QDg to QDy, occurs. We assume an interaction
time Usllz of 100ps for system A, denoted by U;l in
figure 2(a). Such an interaction time is close to that of
experimentally observed optical near-field interactions in CuCl
QDs (130 ps) [71], ZnO quantum-well structures (130 ps) [25],
ZnO QDs (144 ps) [72] and CdSe QDs (135ps) [73]. The
intersublevel relaxation time due to exciton—phonon coupling
is in the 1-10ps range [44,64,74], and here we assume
I'"! = 10ps. In system B on the other hand (figure 2(a)),
the two quantum dots are intentionally located far away from
each other. Therefore, the interactions between QDg and QD
should be negligible, and thus, optical excitation transfer from
QDs to QDy, should not occur; namely, the radiation from QD
should normally be zero. We assume US_LI2 = 10000 ps for
system B, denoted by Uy’ "in figure 2(a), indicating effectively
no interactions between the two.

One remark here is that the inter-dot interaction times of
system A and system B are related to the distances between the
two quantum dots. The optical near-field interaction between
two nanoparticles is known to be expressed as a screened
potential using a Yukawa function, given by

A —
y - Aep-pn)
r

€))

where r is the distance between the two [75]. In this
representation, the optical near-field is localized around
nanoparticles, and its decay length is equivalent to the particle
size. Here, it should be noted that the inter-dot distance
of system B indicates how closely independent functional
elements can be located. In other words, the interaction
time of system B is correlated with the integration density
of the total system. In order to analyze such spatial density
dependences, we assume that the Usllz values of 100 ps and
10000 ps, respectively, correspond to inter-dot distances of
50nm and 500nm. Here, the stronger interaction (100 ps)
has been assumed, as already mentioned, based on a typical
interaction time between closely spaced quantum dots. We
also assume that the interaction with negligible magnitude
(10000 ps) corresponds to a situation where the inter-dot
distance is close to the optical wavelength. Figure 2(a) shows
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Figure 2. Analyzing the ultimate energy efficiency of optical excitation transfer for signal transport. (a) Yukawa-type screened potential of
an optical near-field interaction between two QDs as a function of the inter-dot distance We assume two systems consisting of a small QD
(QDs) and a large QD (QDy): system A has strong inter-dot near-field interactions (100 ps), whereas system B has negligible interaction
(10000 ps). The proper operation of these systems, when irradiated with propagating light of frequency wey,, is that system A should exhibit
an output signal from QD¢ (originating from the optical excitation transfer from QDg to QD ), whereas system B should exhibit no signal
(because the inter-dot interaction is negligible). () When the energy dissipation induced at QDy, (A) is large (case (i)), the proper operation
is observed; on the other hand, when the energy dissipation is too small, an output signal is produced even in system B (case (ii) and case

(iii)) because the input light can directly couple to the L, level in QD .

the Yukawa-type potential curve given by equation (9). Further
discussion on integration density will be given at the end of this
subsection.

The energy dissipation in the optical excitation transfer
from QDg to QDy. is, as discussed in sections 2.1.1 and 2.1.2,
the intersublevel relaxation in QDy, given by A = Ey, — Ey,,
where Ep, represents the energy of level L;. Therefore, the
issue is to derive the minimum energy difference A. When A
is too small, the input light may directly couple to L, resulting

in radiation from QD¢y, even in system B. In other words, we
would not be able to recognize the origin of the output radiation
from QD¢ if it involves optical excitation transfer from QDg
to QD¢ in system A, or if it directly couples to L; in system B.
Therefore, the infended system behavior is a higher population
in L, in system A, and at the same time a lower population in
L, in system B.

We first assume pulsed input light irradiation with a
duration of 150 ps at 3.4 eV (wavelength 365 nm), and assume
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Figure 3. (a) Steady-state population involving energy level L, in system A (squares) and system B as a function of the energy dissipation.
For system B, three different cases are shown, with Uz ' of 500 ps, 1000 ps and 10 000 ps, respectively, indicated by A, ¥ and ® marks.

(b) Energy dissipation as a function of error ratio regarding optical excitation transfer and the bit-flip energy required in a CMOS logic gate.
The energy dissipation of optical excitation transfer is about 10*-times lower than that in classical electrically wired devices. (c) As the
optical near-field interaction in system B increases, the lower bound of the error ratio increases, indicating that the performance could be
degraded with increasing integration density; namely, there is a tradeoff between the energy efficiency and the error rate. The error ratio is
evaluated as a function of the number of independent functional blocks within an area of 1 yum?.

that the energy level S is resonant with the input light. Also,
we assume the radiation lifetime of QDy, to be ;' = 1 ns and
that of QDg to be ys_l =232 x 1 ~ 2.83 ns since it is inversely
proportional to the volume of the QD. The solid and dashed
curves in figure 2(b), respectively, represent the evolutions of
populations related to the radiation from the energy levels L;
and S for both system A and system B, assuming three different
values of A: (i) A = 2.5meV, (ii)) A = 17 ueV and (iii)
A = 0.25 ueV.

In the case of (i), there is nearly zero population in L; in
system B, which is the expected behavior. In system A, on the
other hand, a population appears in L;. In the case of (iii), due
to the small energy difference, the input light directly couples
with L;; therefore, both system A and system B yield higher
populations in L;, which is an unintended system behavior.
Finally, in case (ii), although the population in L; in system
B is not as large as in case (iii), it exhibits a non-zero value
compared with case (i), indicating that the energy difference
A = 17 peV may be around the middle of the intended
and unintended system behaviors involving optical excitation
transfer between QDg and QDy..

When we assume a longer duration of the input light, the
population converges to a steady state. When radiating a pulse
with a duration of 10ns at the same wavelength (365 nm),
figure 3(a) summarizes the steady-state output populations

involving energy level L; evaluated at t+ = 10ns as a function
of the energy dissipation. The intended system behavior, that
is, a higher output population in system A and a lower one in
system B, is obtained in the region where the energy dissipation
is larger than around 25 peV. If we treat the population in
system A as the amplitude of a ‘signal’ and that in system B
as ‘noise’, the signal-to-noise ratio (SNR) can be evaluated
based on the numerical values in figure 3(a). To put it another
way, from the viewpoint of the destination QD (or QDy ), the
signal should come from QDs in its proximity (as in the case
of system A), not from QDg far from QDy, (as in the case of
system B); such a picture will aid in understanding the physical
meaning of the SNR defined here. Also, here we assume that
the input data are coded in an external system, and that QDg
is irradiated with input light at frequency wey. With the SNR,
the error ratio (Pg), or equivalently the bit error rate (BER), is
derived by the formula Pg = (1/2)erfc(+/ SNR/Z«/E) where
erfc(x) = 2//m fxoo exp(—x?) dx, called the complementary
error function [76]. The circles in figure 3(b) represent the
energy dissipation as a function of the error ratio assuming the
photon energy used in the above study (3.4eV). According
to [77], the minimum energy dissipation (Eq4) in classical
electrically wired devices (specifically, the energy dissipation
required for a single bit flip in a CMOS logic gate) is given
by Eq = kgT In(v/3Pg/2), which is indicated by the squares
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in figure 3(b). For example, when the error ratio is 1075,
the minimum A in the optical excitation transfer is about
0.024 meV, whereas that of the classical electrical device is
about 303 meV; the former is about 10* times more energy
efficient than the latter.

As mentioned earlier, the performance of system B
depends on the distance between the QDs. When the
interaction time of system B (Uy’ ') increases, such as 500 ps,
the steady-state population involving L, is as indicated by the
triangular marks in figure 3(a); the population stays higher
even with increasing energy dissipation compared with the
former case of Uy = 10000 ps. This means that the lower
bound of the SNR results in a poorer value. In fact, as
demonstrated by the triangular marks (1) in figure 3(b), the
BER cannot be smaller than around 10~*, even with increasing
energy dissipation. The lower bound of the BER decreases
as the interaction time Uy !increases (namely, weaker inter-
dot interaction), as demonstrated by the triangular and square
marks (2) to (6) in figure 3(b).

Now, suppose that an independent nanophotonic circuit
needs a spatial area specified by the square of the inter-dot
distance corresponding to Up so that no interference occurs
between adjacent circuits; this gives the integration density of
nanophotonic circuits in a unit area. When the energy cost
paid is 3.4 meV, the BER of the system is evaluated, as shown
by the square marks in figure 3(c), as a function of the number
of independent functional blocks within an area of 1 um?; we
can observe that the system likely produces more errors as the
integration density increases.

Finally, here we make a few remarks regarding the
discussion above. First, we assume arrays of identical
independent circuits in the above discussion of density.
Therefore, two circuits need spatial separations given by Ug
so that unintended behavior does not occur. However, when
two adjacent nanophotonic circuits are operated with different
optical frequencies so that they can behave independently
[78], those two circuits could be located more closely, which
would greatly improve the integration density as a whole.
Hierarchical properties of optical near-fields, discussed in
section 3, would also significantly impact the integration
density.  Further analysis and design methodologies of
complex nanophotonic systems, as well as comparison to
electronic devices, are other topics to be pursued in future
work. Second, because the energy separation in a single
destination QD is limited by its size and lies in the range
of meV, the results for energy separations in the ueV range
correspond to cases where the destination dot QDy, represents
a theoretical model of a coupled quantum dot system such
as a pair of quantum dots. The coupled system exhibits
optical near-field interactions with the smaller QD, followed
by inter-dot electron transfer resulting in optical radiation.
In fact, Matsumoto et al have demonstrated spin-dependent
carrier transfer leading to optical radiation between a coupled
double quantum-well system composed of magnetic and
non-magnetic semiconductors [79], which can be applied to
quantum dot systems [80]. Third, a discussion of input
and output interfaces is necessary. The above discussion
has focused on the lower bound of energy dissipation in the

quantumdots. Practical operation of real devices requires input
and output interfaces, and the minimum number of photons for
a bit slot may be of concern when taking into account noise at
the receivers. In [81], Naruse et al unified such considerations
into an evaluation model and analyzed experimental results
based on stacked QDs [24]. Optical excitation transfer still
exhibits around 10*-times better energy efficiency compared
with electronic counterparts [81].

2.1.4.  Interconnects. The energy transfer mechanism
mediated by optical near-field interactions offers interesting
attributes in interconnections, with significant differences
to conventional propagating light. Here we discuss three
examples of unique attributes.

Randomness and signal transfer. As long as near-field
interactions exist and energy dissipation can be induced at the
destination QD, multiple smaller-sized QDs can be present
between the input QD and the output QD. Furthermore, the
arrangements of QDs do not have to be ordered; that is, a
randomly arranged QD formation is acceptable for signal
transfer as long as near-field interactions are present between
neighboring QDs [74]. Such structural flexibility in optical
excitation transfer is another emergent attribute that is notably
different from conventional propagating light. Nomura er al
theoretically evaluated the superior tolerance to fluctuations in
the positions of intermediate QDs [74] and also experimentally
demonstrated successful long-range signal transmission in
randomly distributed CdSe QDs over a transmission distance
of more than 10 um [74, 82].

Unidirectionality. Consider simple optical signal transport
from a transmitter to a receiver through intermediate optical
elements such as lenses and polarizers. Obviously, the
presence of anti-reflection mechanisms associated with all
of the intermediate optical elements is critically important,
otherwise light would be reflected back to the transmitter,
leading to serious errors in communication. In the case
of optical excitation transfer mediated by optical near-field
interactions, unidirectionality is provided by the energy
dissipation mechanism induced at the destination quantum
nanostructure, as discussed in section 2.1.2. Here we
see a fundamental difference in the physical foundation
of unidirectionality between propagating light and optical
excitation transfer. The differences of unidirectionality
compared with electron transfer have also been discussed in
section 2.1.2.

Broadcast interconnects. The principle of merging, dividing
and multiplexing signals are basic functions in optical
communication and optical signal processing. For instance,
planar lightwave circuits (PLCs) [83] provide a technological
platform for various optical devices, such as broadcasting
(1- to N-channel signal duplication), arrayed waveguide
gratings (AWGs) [83], and so forth. @ Here, we pay
attention to broadcast-type interconnects. ‘Broadcast’ is
important in various applications, such as broadcast-and-
select architectures [84], optical code generation [85], matrix-
vector products [33,86], etc. Optics is in fact well-suited
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to such broadcast operations in the form of simple imaging
optics [33,86] or in optical waveguide couplers, thanks to
the nature of wave propagation. However, the integration
density of this approach is physically limited by the diffraction
limit, which leads to bulky system configurations. Even
with subwavelength technologies such as plasmon waveguides
[87, 88] and nano-dot couplers [89], it is difficult to provide a
high degree of interconnection.

In the case of optical excitation transfer, on the other hand,
for a signal to be delivered to a designated quantum dot requires
the presence of energy sublevels in nanostructures that can
couple with far-field light. That is, through properly-sized
quantum dots that couple to the frequency of the irradiated
light, broadcast interconnects are realized merely by blanket
photon irradiation without having to individually address each
QD [78]. Suppose that arrays of nanophotonic circuit blocks
are distributed within an area whose size is comparable to
the wavelength. For broadcasting, multiple input QDs can
be made to simultaneously accept identical input data carried
by diffraction-limited far-field light by tuning their optical
frequency so that the light is coupled to dipole-allowed energy
sublevels. The far- and near-field coupling mentioned above
is explained based on a model assuming cubic quantum dots.
In this case, the energy eigenvalues for the quantum numbers
(ny,ny, n;) in a QD with side length L are given by

ﬁ22

Ew nyn) = Ep+ SMLE

(n} +n) +n2), (10)
where Ep is the energy of the bulk exciton, and M is the
effective mass of the exciton. According to equation (10),
there exists a resonance between the level of quantum number
(1,1,1) in the QD with effective side length a and that of
quantum number (2,1,1) in the QD with effective side length
V2a. Energy transfer from the smaller QD to the larger one
occurs via optical near-fields, which is forbidden for far-field
light [71]. The input energy level for the QDs, that is, the
(1,1,1)-level, can also couple to the far-field excitation. This
fact can be utilized for data broadcasting.

One of the design restrictions is that energy sublevels
for input channels should not overlap with those for output
channels. Also, if there are QDs internally used for near-
field coupling, dipole-allowed energy sublevels for those
QDs cannot be used for input channels since the inputs are
provided by far-field light, which may lead to misbehavior
of internal near-field interactions if resonant levels exist.
Therefore, frequency partitioning among the input, internal
and output channels is important. The frequencies used for
broadcasting, denoted by 2; = {w; 1, i 2, ..., ®; }, should
be distinct values and should not overlap with the output
channel frequencies 2, = {w,.1, W2, ..., w, p}, Where A
and B indicate the number of frequencies used for input and
output channels, respectively. Also, there will be frequencies
needed for internal device operations, which are not used for
either input or output, denoted by 2, = {wy.1, Wp.2, - .., ®n.c}s
where C is the number of those frequencies. Therefore, the
design criteria for global data broadcasting is to exclusively
assign input, output and internal frequencies, €2;, 2, and €2,,,
respectively.

OFF state

ON state

broadcast

Figure 4. Broadcast interconnects based on optical excitation
transfer. Three independent nanophotonic switches, indicated by M,
® and ¢, are operated with common control light; that is, broadcast
interconnects are realized.

To verify the broadcasting method, the following experi-
ments were performed using CuCl QDs inhomogeneously dis-
tributed in an NaCl matrix at a temperature of 22 K [78]. To op-
erate a three-dot nanophotonic switch (a two-input AND gate)
in the device, at most two input light beams (IN1 and IN2) are
radiated. When both inputs exist, an output signal is obtained
from the positions where the switches exist. The operation of
the AND gate is discussed in detail in section 2.1.5. In the ex-
periment, IN1 and IN2 were assigned to 325 nm and 384.7 nm,
respectively. They were radiated over the entire sample (global
irradiation) via far-field light. The spatial intensity distribution
of the output, at 382.6 nm, was measured by scanning a near-
field fiber probe within an area of approximately 1 um x 1 um.
When only IN1 was applied to the sample, the output of the
AND gate was ZERO (OFF state). When both inputs were
radiated, the output was ONE (ON state). Note the regions
marked by m, ® and 4, and in figure 4. In those regions, the
output signal levels were, respectively, low and high, which
indicates that multiple AND gates were integrated at densities
beyond the scale of the globally irradiated input beam area.
That is to say, broadcast interconnects to nanophotonic switch
arrays are accomplished by diffraction-limited far-field light.

2.1.5. Binary states and logical operations. Repeating what
was mentioned above, localized near-field interactions and
energy dissipation occurring in the destination quantum dot
determine the unidirectionality of energy transfer. This means
that when the lower energy level of the destination quantum dot
is filled with another excitation (called ‘state filling’), an optical
excitation occurring in a smaller QD cannot move to a larger
one. As a result, the optical excitation will go back and forth
between these dots (optical nutation) and will finally decay
from the smaller QD, as schematically shown in figure 5(a).
Another mechanism for realizing two different states is to
induce resonance or non-resonance between QDg and QDy,
due to many-body effects; details of this are discussed in [24].

This suggests that two different patterns of optical
excitation transfer will appear depending on the occupation of
the destination QD or the resonance between the QDs; in other
words, the flow of optical excitation can be controlled. This
is a critically important attribute for information processing.
For example, Kawazoe et al proposed logical AND and NOT
gates by using a combination of optical excitation transfer, as
described briefly below [24, 64].

Take a two-input AND gate formed by three quantum
dots as an example, as schematically shown in figure 5(b).
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Figure 5. (a) If the destination energy level is occupied (state
filling), an optical excitation located in the smaller QD (QDs) will
relax from QDs; namely, the flow of optical excitation can be
controlled. (b) A two-input AND-gate implemented by three
quantum dots with inter-dot optical near-field interactions. Two
inputs are indicated by IN § and IN L, which are applied to QDs
and QD , respectively. Output is associated with radiation from
QDu. (¢) An energy diagram of the system shown in (b).

QDs and QDy, whose sizes are a and 2a, work as the two
input dots, accepting input signals denoted by ‘IN S’ and
‘IN L’, respectively, and QDy;, whose size is «/Ea, works
as the output dot. The energy diagram is shown in figure 5(c),
where the optical frequencies of the input signals IN § and
IN L are resonant with the (1,1,1)-level of QDg (S1) and the
(1,1,1)-level of QD (L), respectively. When both inputs are
provided, it is not possible for the optical excitation occurring
in S| induced by IN § to be transferred to L; in QD because
L, is excited by IN L, and it should thus radiatively decay
from the (1,1,1)-level of QDy (M) (logically, IN § = 1,
INL =1 — OUT = 1). On the other hand, when only
IN S is given, the optical excitation induced in QDs should
be transferred to QDy, and radiatively decay from the (1,1,1)-
level of QDy, resulting in a lower radiation from QDy; (IN
S =1,INL =0 — OUT = 0). Finally, there is no output
signal from QDy; when IN § is not given ([IN S =0, IN L =
1 > OUT=0]and [INS =0,INL =0 — OUT = 0]).
Therefore, the above three-dot configuration, as the logical
relation between input and output suggests, provides a logical
AND gate operation. Such a mechanism was experimentally
demonstrated first at low temperature by using CuCl QDs [71],
and more recently at room temperature by using size- and
position-controlled stacked InAs QDs [24].

In addition to the above-described architecture, the
controllability of excitation flow also allows an architecture
known as a binary decision diagram (BDD), where an
arbitrary combinatorial logic operation is determined by the
destination of a signal flowing from a root [90]. Also, Naruse
et al demonstrated a content addressable memory by parallel
arrangements of simple logic operations and the broadcast
interconnects shown in section 2.1.4 [91]. Such a mechanism
is possible in systems involving multiple quantum dots each
of which could be subjected to state filling or external control.

This indicates that versatile spatio-temporal dynamics are, in
fact, inherent thanks to the near-field interactions. This can be
exploited, for instance, in stochastic computing, as discussed
in section 4.2.

2.2. Networks of optical near-field interactions

2.2.1. Basic model. ~Combinations of optical excitation
transfer, or networks of optical excitation transfer, enable
versatile functionalities, and their modeling, design and
analysis are important. We first describe the basic strategy
used in modeling. Assume a quantum dot system composed
of multiple smaller dots and larger dots, as schematically
shown in figure 6(a). The interaction between these dots is
described by a Yukawa-type potential given by equation (9).
We generalize the theoretical elements based on the density
matrix formalism described in section 2.1.1 for characterizing
the dynamics of optical excitations in such networked systems.
We have to prepare multiple states involving zero, one or more
excitations, depending on the system to be considered. Take
a particular state denoted by |W,) in figure 6(b), where an
optical excitation sits in an energy level denoted by EEU) inQD;.
This excitation can be transferred to QD; through a near-field
interaction denoted by U;;, whose state is denoted by [W4/).
Such an interaction should be manifested in the interaction
Hamiltonian corresponding to equation (3) or equation (6).
Also, if applicable, a radiative relaxation process transfers
the state |W,) to other states; for example, radiation from the
energy level EEU) in QD; transfers the state from |W,) to the
other state denoted by |Wg) in figure 6(b). Also, if applicable,
a non-radiative relaxation may transfer the state |W,) to the
state |W¢) in figure 6(b) where the excitation in QD; relaxes to
Ei(L) with a transition constant I';.

As an example, we consider a quantum dot system where
multiple smaller dots (denoted by S;) surround one larger dot
denoted by L, as shown in figure 6(c). We assume inter-dot
interactions between adjacent smaller quantum dots; that is,
(1) S; interacts with S;.y (i = 1,..., N—1) and (ii) Sy interacts
with S, where N is the number of smaller quantum dots. We
call such a system an SN-L1 system. For instance, a system
containing two smaller quantum dots and one larger dot is
called an S2-L.1 system. Similarly, S3-L1, S4-L1 and S5-
L1 systems are, respectively, composed of three, four and five
smaller quantum dots in addition to one larger quantum dot.

The dynamics of these networked systems is characterized
through quantum master equations by following the procedure
described above. In the case of the S2-L.1 system, for
example, which is composed of two smaller quantum dots
and one larger quantum dot, the inter-dot interactions between
the smaller dots and the larger one are denoted by Us,p,
and the interaction between the smaller dots is denoted by
Us,s,. The radiations from S;, S> and L are, respectively,
represented by the relaxation constants ys,, ys, and y;,. We
derive quantum master equations with initial states in which all
smaller quantum dots are excited based on the above procedure.
Assuming Usfz = 200 ps, US*IIS2 = 100 ps, y[l 1 ns,
ysjl = 2.92 and I'"' = 10ps as parameter values, we can
calculate the population of the lower level of the larger quantum
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Figure 6. (a) An abstract representation of a network of optical near-field interactions. (b) A schematic diagram of state transitions
mediated by inter-dot near-field interactions and radiative and non-radiative relaxations. (¢) A quantum dot system in which a larger QD (L)

is surrounded by N smaller QDs (S;) (SN-L1 system).

dot, whose time integral we regard as the output signal.
S3-L1, S4-L1 and S5-L1 systems can be analyzed in a similar
manner.

Now, suppose that the total number of quantum dots in a
given unit area is the same, regardless of their sizes (smaller
or larger). The question is what configuration yields the
maximum output signal, in other words, what configuration
is superior in terms of excitation transfer. We compare the
output signal as a function of the ratio of the number of
smaller dots to the number of larger dots. As shown by the
circles in figure 7(a), the most efficient transfer is obtained
when the ratio of the number of smaller dots to the number
of larger quantum dots is 4. In other words, increasing the
number of smaller quantum dots beyond a certain level does
not necessarily contribute to increased output signals. Because
of the limited radiation lifetime of large quantum dots, not
all of the initial excitations can be successfully transferred to
the large quantum dots due to the states occupying the lower
excitation levels of the large quantum dots. Therefore, part
of the input populations of the smaller quantum dots must
decay, which results in a loss in the transfer from the smaller
quantum dots to a large quantum dot when there are too many
excitations in the smaller quantum dots surrounding one large
quantum dot.

Such an optimal mixture of smaller and larger QDs was
experimentally demonstrated by using two kinds of CdSe/ZnS
core/shell quantum dots whose diameters were 2.0nm and
2.8 nm, respectively. The quantum dots were dispersed in a
matrix composed of toluene and ultraviolet-curable resin, and
the mixture was coated on the surface of a silicon photodiode
(Hamamatsu Photonics K.K., Si Photodiode S2368). As
schematically shown in figure 7(b), half of the surface of
the photodiode was spin-coated with the ultraviolet-curable
resin containing quantum dots and was cured by ultraviolet
radiation, whereas the other half of the surface was coated
with the same resin without the quantum dots. Input
light was selectively radiated onto each area to evaluate the
difference in the generated photocurrent. The increase of the
induced photocurrent via the QD-coated area with input light
wavelengths between 340 and 360 nm is shown by the squares
in figure 7(a). We attribute such an increase to the optical
excitation transfer through which the input light wavelength is
red-shifted to wavelengths where the photodetector is more
sensitive. The maximum increase was obtained when the
ratio of the number of smaller QDs to larger QDs was 3: 1.
This agrees with the theoretical optimal ratio of the number
of smaller quantum dots to larger ones discussed above.
Also, [35] discusses in detail that the optimal mixture may
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Figure 7. Designing an optimal mixture of smaller and larger QDs so that the optical excitation transfer from smaller to larger ones is
maximized. (@) The optimal ratio of the smaller QDs to larger ones is around 3 or 4. Theory and experiment agree well. (b) Experimental

setup for investigating mixture-dependent optical excitation transfer.

be a different one depending on the value of the relaxation
parameters and the optical near-field interactions.

Efficient optical excitation transfer in layered quantum
dot structures has also been experimentally demonstrated.
The radiation from layered graded-size CdTe quantum dots
exhibits a signal nearly four times larger that from structures
composed of uniform-size quantum dots, a phenomenon which
has been called exciton recycling [92] or super-efficient exciton
funneling [93]. Adopting the theory of networks of optical
excitation transfer mediated by optical near-field interactions
allows systematic analysis of layered quantum dot systems,
revealing dominant factors contributing to the efficient optical
excitation transfer and demonstrating good agreement with
previous experimental observations [94].

2.2.2.  Autonomy and robustness. =~ We highlight another
function inherent in networks of optical near-field interactions.
Figure 8(a) schematically represents systems where four
smaller dots (QD S1,.. ., S4) surround one larger dot (QD L).
Here, we assume that some of the interactions between
the smaller dots and the larger one are degraded. Such a
weak interaction could physically correspond to situations, for
instance, where the distance between the smaller dots and the
larger one is very large, or where the size or the shape of the
quantum dots deviates from the required conditions for energy
transfer. In system A, shown in the inset of figure 8(a), QD S2
and S4 have weak interactions with QD L. In system B, shown
in figure 8(a), all of the interactions between smaller dots are
assumed to be negligible, in addition to the weak interactions
assumed in system A. What is of interest is to evaluate the
impact of the interactions between smaller dots on the energy
transfer from the smaller dots to the larger one as a total system.
The curves A and B in figure 8(a) represent the evolutions of
the population related to the radiation from QD L in system A
and system B, respectively, where the former exhibits a higher
population compared with the latter. In system A, thanks
to the interactions between smaller dots, the excitations in
S2 and S4 can be successfully transferred to L by way of
the adjacent smaller dots. On the other hand, it is hard for
the excitations in S2 and S4 in system B to be transferred
to L due to the weak interactions with the surrounding dots.
From a system perspective, the interactions among smaller dots

1

provide robustness to degradation of the excitation transfer
from the smaller dots to the larger one.

To quantitatively evaluate such robustness, we introduce
the probability that an interaction between a smaller dot and
a larger one suffers interaction degradation or loss; we denote
it by p(O < p < 1). We can derive the expected output
signal as a function of p. The curves A and B at the left-hand
side of figure 8(b), respectively, represent the expected output
signals corresponding to systems with and without interactions
between smaller dots as a function of the interaction loss
probability between a smaller dot and a larger one. The
curves A’ and B’ at the right-hand side of figure 8(c) represent
those when the number of smaller dots is five. As shown in
curves A and A’, thanks to the existence of interactions between
smaller dots, the expected output signal levels remain higher,
even greater than the no-error situation (p = 0) especially in
curve A’, although they suffer from a larger value of p. This
is a manifestation of the improved robustness of the system
provided by the interactions between smaller dots.

Behind such robustness, we emphasize the autonomous
behavior of optical excitation transfer. As an example, take
the S3-L1 system shown in figure 8(c) and assume that the
interactions between S2 and L and between S3 and L are
degraded. In such a situation, the excitations sitting at S2
and S3 should be transferred via S1. Figure 8(c) summarizes
the evolutions of populations associated with S1, S2 and
S3. Note that the populations associated with S2 and S3
remain at a higher level during the initial time (0400 ps),
indicating that the excitations in S2 and S3 are effectively
‘waiting’ in the smaller dots until they have the opportunity
to be transferred to a large dot. The population associated
with S1 decreases rapidly at around 400 ps, but then increases
and becomes larger than the populations of S2 and S3 until
600 ps. There is no ‘central controller’ in the system, and yet
efficient transport of the optical excitations is realized as if
they are giving priority to each other in an interchangeable
manner. Such an intrinsic, autonomous, seemingly intelligent
behavior of optical excitation may also be the foundation of
the interconnections in randomly distributed QDs discussed in
section 2.1.4.

2.2.3. Reconfigurable near-field network. A network of
optical near-field interactions obeys a Yukawa-type potential,
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can be transferred by way of adjacent dots. (b) Evaluation of robustness. (c) Autonomy in optical excitation transfer. The optical excitations
located in S2 and S3, which have degraded interactions with the larger dot (L), are ‘waiting’ for some period until they have a chance to be

transferred.

which is a function of the inter-dot distances, and thus the
optical excitation flows differently if the positions of QDs are
modified. We theoretically and experimentally demonstrated
such dynamic reconfiguration of optical near-field interactions
by fabricating different-sized QDs implemented in an elastic,
flexible substrate which is mechanically stretchable and
deformable [95].

To theoretically demonstrate the reconfiguration of optical
near-fields, we assumed a model system consisting of four
QDs arranged at the corners of a square grid. Smaller
QDs (S1 and S2) are placed on the left, while larger QDs
(L1 and L2) are arranged on the right (figure 9(a)). Near-
field interactions are present among these QDs; in addition
to the interactions along the horizontal direction (Us;p; and
Usy12) and the vertical direction (Usys; and Up1p), there
are interactions along diagonal directions (Usg;r, and Usyp ).
Mechanical deformation, such as vertical and horizontal
stretching and strain, respectively, change the relative positions

of the QDs, which affects the inter-dot near-field interactions.
We evaluated how the optical excitation transfer in the system
differs depending on the deformations based on a theoretical
model of networks of optical near-fields.

Here, we assume that the near-field interaction time, which
follows a Yukawa potential, is given by U~! = 100 ps when the
inter-dot distance is 100 nm, and is given by U ™! = 10000 ps
when the inter-dot distance is 10000 nm. Also, as a typical
parameter set, the relaxation constant I' —lissetat 10 ps, and the
radiation lifetimes of QDgs and QD , denoted as ysfl and y L
are, respectively, set at 2.83 ns and 1 ns. The time evolutions
of populations, in terms of the radiation from the four QDs,
were, respectively, evaluated with an initial condition that the
two smaller QDs (S1 and S2) have their own excitations, and
the integrated populations were calculated as the output signals
from the four QDs.

Figure 9(b) summarizes the output signals from the
four QDs as a function of vertical and horizontal stretching,
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assuming that the QDs are initially separated from each other
by 100 nm. The output signals do not change due to the vertical
stretching. This is because the distances between smaller QDs
and larger QDs stay constant, and so the optical excitation
transfer from smaller to larger QDs behaves constantly. On the
other hand, the output signal appears differently in response to
horizontal stretching because the smaller-to-larger dot distance
strongly affects the optical excitation transfer. Figure 9(c)
demonstrates the output signal in response to strain, which
induces horizontal displacement of the QDs located on the
upper row, as denoted in the inset. As the strain increases,
the output signals initially do not exhibit substantial changes.
However, when the strain reaches around 50 nm, the output
from L1 decreases and that from L2 increases. This is because,
as the strain increases, S1 gets closer to L2, whereas the
distance between S1 and L1 remains constant. Therefore,
an optical excitation initially located in S1 is more likely
to be transferred to L2, not just to L1. L2 also accepts an
optical excitation from S2. Therefore, the behavior observed
in figure 9(c) is also a clear manifestation of the networking
effects of optical near-fields.

An experimental demonstration was conducted by using
CdSe/ZnS spherical QDs dispersed in a flexible substrate
formed of polydimethylsiloxane (PDMS) [96]. The PDMS
substrate was provided by the Dai Nippon Printing Co. Ltd,
Japan. In this experiment, we fabricated two kinds of samples:
the first one, which we will call sample R (resonant), contained
a mixture of two kinds of QDs whose diameters were,
respectively, 8.2 nm and 8.7 nm, referred to as QDg and QDy,,

respectively. Such a combination of smaller and larger QDs
satisfies the conditions for optical excitation transfer discussed
in section 2.1.4, and this has been experimentally demonstrated
[73]. The other sample, called sample NR (non-resonant), also
consisted of two different-sized QDs, with diameters of 7.7
and 8.7 nm. The QD with a diameter of 7.7 nm is referred to as
QDs'. Such a combination of QDs does not satisfy the above-
mentioned conditions for optical excitation transfer. We mixed
5mL of each QD solution, dispersed them on a 2cm x 2cm
square PDMS substrate, and allowed them to dry naturally at
room temperature. The average distances between QDs were
estimated to be 5-10nm. The idea of the experiment was
to observe the changes in the photoluminescence spectra of
sample R and sample NR in response to induced mechanical
deformation. If sample R exhibited a significant deformation-
dependence, it would clearly be attributed to the effects of the
reconfiguration of optical near-field interactions.

Each sample was excited with a He—Cd laser (wavelength
325 nm) with a power density of 5mW cm~2, The sample was
set on an aperture formed at the side of a vacuum desiccator
and was deformed by evacuation. The air pressure was fixed to
~0.07 MPa to achieve a 20% in-plane compression ratio of the
substrate, which was geometrically determined from the size
of the aperture and the depth of the flexed substrate, bringing
the dispersed QDs closer to each other. The emission spectra of
sample R and sample NR, observed by a spectrometer (JASCO,
CT-25TP), are, respectively, shown in figures 10(a) and (b).
The fitted curves have peak wavelengths corresponding to the
emission from QDg, QDg and QDy..
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Figure 10. Experimental demonstration of reconfigurable optical near-field network by quantum-dot mixture embedded in a flexible
substrate (PDMS). (a) Photoluminescence spectra from sample R in which smaller and larger QDs, which are energetically resonant, are
embedded. Due to the induced deformation, the intensity corresponding to QD selectively increases, indicating the induced optical
excitation transfer, that is to say, reconfiguration of the optical near-field interactions. (b) Photoluminescence from sample NR, which also

contains two kinds of QDs which are energetically non-resonant with

each other. The intensities corresponding to QD and QDg both

increase uniformly, suggesting that optical excitation transfer is not induced due to deformation. (c) Evaluation of the spectral change of the

sample R in a chromatic diagram and (d) that of the sample NR.

The intensities of the spectra were increased by the
induced deformation of the substrate because the numbers
of QDs per unit area increased. Regarding sample R, the
increase of the emission intensity corresponding to QDg was
suppressed because the average distance between QDg and
QDp, was shortened, which enhanced the optical excitation
transfer from QDg to QDy. On the other hand, the spectra for
sample NR increased uniformly, indicating that the changes
are purely based on the QD density increase, whereas no
optical excitation transfer is induced. The induced spectral
change can also be represented as a position change in a
chromaticity diagram, as shown in figure 10(c). Sample R
revealed a larger shift in the diagram than sample NR, although
the absolute amount of the change was small. However,
this finding suggests various potential applications based on
reconfiguration of optical near-field interactions, ranging from
touch displays, color rendering for displays and solid-state
lighting, to sensing, amusement, etc.

2.3. Time-domain performance and functions

2.3.1. Timing asymmetry. One of the most important
attributes from an information processing perspective is the
dynamic properties of nanophotonic devices in the time

domain. In particular, a fundamental characteristic of optical
devices and systems is skew, which is the difference in
the arrival timing among multiple input channels [97,98].
Elucidating the dynamic properties of nanophotonic devices
will have implications for novel system architectures. In this
section, we examine the timing dependence inherent in optical
excitation transfer [99]. Specifically, we theoretically analyze
the dynamic behavior of a two-input nanophotonic switch
composed of three quantum dots described in section 2.1.5
while assuming arrival-time differences, or skew, between the
two inputs.

We analyze the dynamic behavior of the system based on
the density matrix formalism shown in section 2.1.1, assuming
optical near-field interactions between these three dots, as well
as external inputs to QDg and QDy.. Since there are a total of
six energy levels (namely, S; in QDg, M; and M; in QDyy,
and L;, L, and L3 in QDy), the number of different states
occupying those energy levels is 2 (=64). Our main interest
is in the timing difference between the two inputs, and so the
external Hamiltonian is given by

Hext(1) = INs(1) x (R{ +Rs,) +INL(t) x (R] +Rv)), (11)

where INg (#) and IN, () specify the duration and the amplitude
of the external input light applied to QDgs and QDr. The
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Figure 11. Time-domain performance of optical excitation transfer. (a) Time evolution of the output population, that is, the population
involving the (1,1,1)-level in QDy;, depending on the arrival-timing difference, or skew, between IN S and IN L. (b) (Theory, ® and A)
ON/OFF ratio of the output of the AND-gate as a function of the skew between the two input signals predicted by theoretical calculations.
The skew ranges corresponding to the circular and triangular marks are, respectively {—1 to 1 ns} and {—4 to 4 ns} (Experiment, ®). Output
signal intensity as a function of the skew between the two input signals obtained experimentally by near-field spectroscopy of an InGaAs
stacked QD device. (c) Experimental setup and devices. (d) Far-field photoluminescence spectrum of the sample. (e) Spatial distribution of
the near-field intensity obtained by a near-field fiber probe tip. ( f) Time evolution of the output signal when the arrival timing of IN L

relative to IN S is —1.1ns, Ons and +1.1 ns.

matrices RiT (i = S1,L)) and R; are, respectively, creation and
annihilation operators regarding the energy levels S; and L;.

We assume a rectangular-shaped input signal for both
INg(¢) and INy (¢), and then characterize the output population
related to the radiation from QD i.e., the population
involving the (1,1,1)-level of QDy (M;). We assume the
following parameter values for evaluation: (i) inter-dot optical
near-field interaction U~ = 100 ps, (ii) sublevel relaxation
' = 10ps and (iii) radlatlve decay times yL 1 ns,
ymh =2¥?x1~28nsand yg' = 2% x 1 = 8ns. The
durations of both INg(#) and IN, (¢) are set to 2 ps.

Figure 11(a) shows the evolution of the population in
the output dot under the assumption that (i) there is no skew
between the two inputs (solid, blue), (ii) IN L is advanced
by 300 ps relative to IN S (dashed—dotted, red), (iii) IN L is
delayed by 300 ps relative to IN S (dotted, green), and (iv) only
IN S is provided (dashed, black). Comparing cases (i) and
(iv), we find that the former exhibits a larger population than
the latter, which demonstrates behavior typical of a logical
AND gate. Note that case (ii) exhibits an output population
comparable to that of case (i). On the other hand, in case (iii),
the curve of the population evolution is greatly deteriorated
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compared with case (i) due to the optical nutation effect
introduced in section 2.1.5. Case (iv) should, as an AND
gate, exhibit a lower population; however, due to the limited
radiation lifetime in QD , a non-zero output population still
appears.

Next, we evaluate the ON/OFF ratio of the output signal as
a function of skew, which is the difference between the arrival
times of IN S and IN L. The ON/OFF ratio is estimated as the
time integral of the output population when both IN L and IN
S are applied (ON state), divided by the time integral of the
output population when only IN S is applied (OFF state). The
circular marks in figure 11(b) represent the ON/OFF ratio as
a function of skew ranging from —1 to 1 ns, and the triangular
marks represent that for skew ranging from —4 to 4ns. The
AND gate shows tolerance to the delay of IN S: a delay of
nearly 1000 ps in IN S provides an ON/OFF ratio greater than 2.
Since the duration of the input signal is 2 ps, the system can
tolerate a skew much longer than the duration of the input
signals. On the other hand, the gate operation cannot tolerate
a delay of IN L relative to IN S. This is due to the fact that
state filling of QD¢ is crucial for the optical excitation transfer
from QDg to QDy;. Therefore, an early (rather than late)
arrival of IN L is preferred when AND-gate-like behavior is
intended.

We experimentally examined the skew properties
involving optical excitation transfer via optical near-
field interactions based on InGaAs QDs and a near-field
spectroscopy setup with a two-channel short-pulse system
(figure 11(c)). Stacked InGaAs QD devices fabricated
by molecular-beam epitaxy (MBE) based on the Stranski—
Krastanow (S-K) growth mode [100] were used in the
experiment. The inset in figure 11(c) shows a schematic cross-
sectional diagram of the InGaAs device sample used in the
experiment, where seven layers of InGaAs QDs with an inter-
layer distance of 50 nm were fabricated on a GaAs substrate.
The inset in the top-right corner of figure 11(c) shows a surface
profile image of the device captured with an atomic force
microscope (AFM). The average diameter and height of the
QDs were around 50 nm and 5.5 nm, respectively.

Stacked, self-organized QD systems, based on the S—K
growth mode in lattice-mismatched materials, have been used
in investigating the interactions among QDs [101-104]. In
the case of optical excitation transfer via optical near-field
interactions, the inter-layer QD distances, corresponding to
barrier layers, should be thick enough that the wave functions
representing the electronic states of the two QDs do not overlap
but should be thin enough that the optical near-field interactions
exist [16]; 50 nm satisfies this requirement. Using such stacked
QDs, we have demonstrated logic gate operations based on
optical near-field interactions [24]. In precisely controlling
the size of the quantum dots layer-by-layer, Akahane et al
developed stacked InAs QDs with InGaAlAs spacer layers on
an InP(3 1 1)B substrate by employing a strain compensation
technique [105,106], which provides layer-by-layer size-
controlled stacked quantum nanostructures. The device used
in our experiment was, however, intentionally chosen to use
InGaAs QDs on a GaAs substrate, where large inter-layer strain
remains compared with InAs QDs on an InP substrate [105],

leading to non-uniformity in the QD sizes. One reason is that
the feasible operating wavelengths (<1.0 um) of the optical
near-field experimental apparatus described below are well-
matched with InGaAs QDs, whereas InP-based QDs requires
wavelengths of greater than 1.0 um, which are not well-
matched. Another reason is that, as demonstrated in the spatial
intensity distribution observed by near-field spectroscopy,
described below, the inhomogeneity of the dot size of the
InGaAs QDs enabled inter-dot optical excitation transfer, and
we searched for spatial positions where the InGaAs QDs work
as AND gates.

The two-channel input signals, IN S and IN L, were,
respectively, applied to the sample by optical pulses generated
by two Ti: sapphire lasers with wavelengths of 855nm and
970nm. These two lasers were synchronized by a lock-to-
clock controller. The pulse duration of both input channels
was 2 ps, and their repetition rate was 80 MHz. The average
optical powers in the IN S and IN L channels radiated onto the
sample were 500 W cm~2 and 30 Wem™2, respectively, which
were sufficiently low to avoid multiphoton processes in the
sample. One of the input beams, namely, the IN § channel
at 855nm, was sampled by a monitoring photodetector and
was fed back to the lock-to-clock controller for the purpose of
electrical timing control of the 855 nm pulses. This allowed
a relative timing difference to be produced between IN S and
IN L for the skew evaluation described below. The QD sample
under study was placed on a prism, and the two input beams
were radiated onto the sample from the back side (facing the
substrate).

The photoluminescence of the sample was obtained
from the front side (facing the top layer of QDs) by an
optical near-field fiber probing tip with a diameter of 50 nm,
which conveyed the sampled light to a spectrometer and
an avalanche photodiode (APD). Figure 11(d) shows a far-
field photoluminescence spectrum of the sample measured at
48.8 K, showing inhomogeneous broadening corresponding
to the size distributions in the sample. This allowed us
to investigate the optical excitation transfer in the region
where the transfer conditions were satisfied in the sample.
The near-field intensity distribution of the output signal,
corresponding to the radiation from QDy;, was obtained by
the spectrometer as the integrated photoluminescence between
945 and 955 nm. Figure 11(e) shows the near-field intensity
distribution for irradiation with 855 nm light, corresponding
to the output wavelength. The distribution exhibits spatial
position dependence, indicating that energy transfer occurs
among the QDs.

To evaluate the skew dependence, we employed a
time-correlated single-photon counting method [107]. The
photoluminescence of the sample obtained by a near-field
probing tip was first filtered by a band-pass filter (945-955 nm)
to select the output signal, and was detected by an APD. At the
same time, input optical pulses at 970 nm (IN L channel) were
monitored by a photodiode. These two signals were provided
to a time-to-amplitude converter (TAC) to characterize the time
evolution of the output signal. This evaluation was repeated
while modifying the relative timing difference between IN §
and IN L using the lock-to-clock laser system described earlier.
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Figure 11(f) demonstrates three time evolutions of the output
signal, detected through the TAC, when the arrival timings
of IN L relative to IN S were —1.1ns, Ons and +1.1ns,
respectively. (These three signal traces are represented with
different offsets in figure 11( ) so that we can clearly observe
the differences.) The output signal exhibited a higher level
when there was no skew between the inputs. The output
signal decreased due to the timing difference between IN L
and IN S, but it was more robust to the early arrival of
IN L rather than the delay of IN L, as theoretically discussed
above.

We characterized the output signal intensity as the time
integral of the output signal for a duration between 0 and 3 ns.
The output signal intensity depended on the skew, as indicated
by the squares in figure 11(b). We observed that they exhibited
asymmetric responses with respect to the arrival timing of IN §
and IN L, showing good agreement with the behavior predicted
by the theory discussed earlier.

Finally, we make a few remarks regarding the content
discussed in this section. First, elucidating the dynamic
properties of nanophotonic devices in this way has implications
for novel system architectures. For example, resistance to a
skew that is much longer than the duration of input signals
opens up the possibility of asynchronous architectures [108]
based on optical excitation transfer. Such architectures are
especially useful in situations where the implementation of
clock signals poses problems. Asynchronous circuits have
been well known for their robustness to timing fluctuations,
and in recent years this idea has been extended to the design
of asynchronous cellular automata [109]. The probabilistic
nature of optical near-field interactions, the limited distances
over which these interactions take place, and the array-
like structures of QDs that are in the realm of achievable
fabrication technology together constitute a promising basis
for the practical realization of such architectures. Furthermore,
the asymmetric properties in timing dependence in optical
excitation transfer indicate the ability to recognize the order
of the incoming signals, which is an important principle
of information processing in the human brain called spike
timing dependent plasticity (STDP) [46]. Various approaches
for implementing STDP are currently being investigated, for
example, by using vertical cavity surface emitting lasers
(VCSELs) [110], or phase change materials via electrical
wires [111]. Optical near-field interactions could break
through the limitations inherent in these methods, such as the
diffraction limit of light and interconnection bottlenecks due
to wires [112].

Second, the resistance to timing skew of the order
of nanoseconds reveals that a nanophotonic system could
suffer from the problem of lower bit rate (a 100 Mbps
regime), although strict timing management could provide
Gbps performance [16]. The bit rate also depends on the
energy dissipation in the system, as well as the SNR of the
detectors and the number of photons per time slot, as discussed
in section 2.1.3. A unified, total performance evaluation
of nanophotonic systems taking into account architectural,
energy dissipation, reliability and dynamic properties will be
an important theme for future research.

To implement more-advanced nanophotonic devices,
Akahane et al developed a method of stacking InAs QDs
using a strain compensation scheme where spacer layers
with a lattice constant slightly smaller than that of the
substrate are used to embed the QD layers. Using this
method, 150 InAs QD layers were successfully stacked
without any degradation in QD quality [106], leading to the
implementation of a versatile arrangement of QDs within a
device. Another approach to size- and position-controlled
realization of nanophotonic devices includes DNA-based self-
assembly technologies [37, 113]. We have recently developed
a self-assembly method of linearly aligning ZnO quantum dots
with the help of DNA as a size-controlled template [114]. With
these architectural and experimental insights and technologies,
we will continue to broaden our understanding of optical near-
field interactions and utilize them for information processing
and communications applications.

2.3.2. Pulsation. Generating an optical pulse train is one
of the most important functionalities required for optical
systems. Conventional principles of optical pulse generation
are based on optical energy build-up in a cavity whose size
is much larger than the optical wavelength; thus, the volume
and the energy efficiency of the entire system have serious
limitations. For nanophotonic applications, novel principles
should be developed on the nanometer scale. Shojiguchi
et al theoretically investigated the possibility of generating
superradiance in N two-level systems interacting with optical
near-fields [115]. This approach, however, requires precise
control of the initial states, which is not straightforward to
implement. Here, we theoretically demonstrate a mechanism
of optical pulsation based on optical near-field interactions
pumped by continuous-wave (CW) light irradiation [116].
With an architecture composed of two subsystems each of
which involves energy transfer based on optical near-field
interactions, we observe pulsation in the populations based on
a model system using a density matrix formalism. The details
of the theoretical elements of this paper will be found in [116].

As discussed in section 2.1.5, when the lower level of
QD is populated by an external input, the optical excitation
occurring in QDg cannot be transferred to QD because the
lower energy level in QD¢ is populated, which s called the state
filling effect. Putting it another way, the population of the (1,0)-
level in QDg is changed by the external input applied to L
in QDy. Optical pulsation based on optical excitation transfer
comes from the idea that the externally applied change induced
in L; can be provided in a self-induced manner by S; with a
certain timing delay. If QDs is irradiated with continuous input
light, such a change should repeat with a certain period; that
is, a pulsed signal should result.

We consider two quantum-dot systems, each of which
consists of one smaller and one larger QD, as shown in
figure 12(a). One system, called system [ hereafter, is
represented by one smaller dot (QD¢) and one larger dot
(QDg). A CW input is provided to the upper level of QDc.
The optical near-field interaction between QD¢ and QDg is
denoted by Ucg. Another system, called system 2, provides a
delay time by the multiple use of smaller and larger dots, as
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already experimentally realized in [74]. However, modeling
the delay caused by multiple QDs makes the discussion of
pulsation mechanisms unnecessarily complicated; thus, we
assume an arbitrary delay time applied to the input signal of
system 2, denoted by A, followed by the last two quantum
dots in the delay system, namely, a smaller QD (QD4) and
a larger QD (QDg), as indicated in figure 12(a). Here, QDx
accepts radiation from QD¢ in system 1; that is, the change
of the states in QD¢ is transferred to QD,. The optical near-
field interaction between QD4 and QDg is denoted by Uag.
The output from QDg then influences the lower energy level
of QDg. We described the details of the above modeling
based on a density matrix formalism. For example, regarding
system 1, there are in total three energy levels (namely, C; in
QDc, and G| and G, in QDg). The radiative relaxation rates
from C; and G, are, respectively, given by y¢ and yg. Then we
rigorously derived the quantum master equations for system 1
and system 2, respectively [116].

We assume the following typical parameter values based
on experimental observations of energy transfer observed in
ZnO quantum dots [72]: inter-dot optical near-field interactions
(144 ps), sublevel relaxation (10 ps), and radiative decay times
of the smaller dot (443 ps) and the large dot (190 ps). Also,
we assume 1 ns for the delay A in system 2 in figure 12(a).
Figure 12(b) demonstrates an example of the evolution of
the populations involving the lower level of QDg (G;) for
different CW input light amplitudes, where optical pulsation is
successfully observed with appropriate input light amplitudes,
as summarized in figure 12(c). The period of the pulsation,
or frequency, depends on the input CW light amplitude,
which is one of the indications that the pulsation is based
on optical excitation transfer among the QDs, as shown in
figure 12(d).

To observe such an effect more clearly, figure 12(e)
shows the parameter dependences on the inter-dot interactions
between QD¢ and QDg (Ucg) and the radiation lifetime of
QD¢ (yc). The squares and circles in figure 12(e) indicate
the peak-to-peak value of the pulsations in populations as a
function of Uc and the radiation lifetime of QD¢, respectively.
To seek the origin of such behavior, we investigate the virtually
isolated system 1, namely, an independent system composed
only of QD¢ and QDg. Figure 12( f) represents the steady-
state populations involving the lower level of QDg (G1) as
a function of the radiation lifetime of QD¢. Increasing the
radiation lifetime of QD¢ allows an excitation generated in
QD¢ to be transferrable during that lifetime, thus increasing
the possibility of a transition to QDg, shown by the circles
in figure 12(f). On the other hand, increasing the inter-dot
interaction time, namely, weakening the inter-dot interaction,
degrades the population in QDg, as shown by the squares
in figure 12(f). Here we should note that the pulsation
vanishes, in figure 12(e), when U&l} is larger than 230 ps,
corresponding to a population in G; of around 0.02 in
figure 12(f). In figure 12(f), the pulsation also vanishes
when yo ! is smaller than 300ps, which also corresponds
to a population in G; of around 0.02 in figure 12(f).
This agreement, or unified understanding, of two different
parameter dependences indicates that the energy transfer via

optical near-field interactions plays a crucial role in optical
pulsation at the nanometer scale.

3. Hierarchical architectures in nanophotonics

There are multiple physical scales, that is to say, a hierarchy,
between the macroscale world and the atomic-scale world,
as schematically shown in figure 13(a). The scales at the
larger- and smaller-extremes are, respectively, governed by
propagating light and electron interactions. Between those two
extremes, typically in scales ranging from a few nanometers
to a size equal to the light wavelength, optical near-field
interactions play a crucial role. This section introduces some
basic theoretical treatments of hierarchy in optical near-field
interactions and their applications.

Before entering into the details, there are some
remarks that should be made about the hierarchy inherent
in nanophotonics. As mentioned in the introduction,
the electronic near-fields, utilized in STM and related
nanotechnologies, correspond simply to the evanescent tails of
electronic waves in bulk crystal since no structures of electronic
subwavelength size are available for usual condensed matter,
and thus the correlation length of an electron is constant.
In contrast, the scale-dependent nature of optical near-fields
is a unique physical property and may provide functions
that complement those offered by electronics. Also, as
schematically indicated in figure 13(a), propagating light
and optical near-fields can co-exist. = This means that,
while preserving the optical response function regarding
propagating light, additional functions—or ‘added-value’—
can be simultaneously implemented by way of optical near-
fields. As argued in the introduction, there is a well-
established solid foundation for optical system design with
respect to propagating light. We consider that basic theories
and design methodologies taking account of optical near-
fields should also be developed to significantly enhance optical
systems.

This section first introduces three theories for describing
hierarchy in nanophotonics (section 3.1). The first one is
based on dipole—dipole interactions, the second is based on a
Yukawa potential of optical near-fields, and the last one is based
on an angular spectrum representation of electromagnetic
fields. Section 3.2 discusses the design of hierarchy by
engineering means, such as arrangements of nanoparticles and
shape-engineered metal nanostructures. Section 3.3 presents
some hierarchical optical devices that have been demonstrated
experimentally.

3.1. Fundamentals

3.1.1. Theory of hierarchy based on dipole—dipole
interactions. ~ This section describes a physical model
of optical near-field interactions based on dipole—dipole
interactions [75]. Suppose that a probe, which is modeled
by a sphere of radius rp, is placed close to a sample to be
observed, which is modeled as a sphere of radius rs. The inset
in figure 13(b) shows three different sizes for the probe and
the sample. When they are illuminated by incident light whose

21

35



Rep. Prog. Phys. 76 (2013) 056401

M Naruse et al

(a)

03

o
[

of the pulsation
(=]

0.0

Peak-to-peak population

Period pulsation (ps)

Qm:\d)

3600
Input CW light amplitude (a.u.)

CW input light

F bbb UL UL LD UL

QD

' System 1

QD¢

QD¢
(2

VGl

1Y

'\YG

QDp

Delay Ay

|

By

A

AR NN RN

>
6 Uap !

FBI\? YB

A

(b)

CHOS

Input CW light amplitude (a.u.)

00007 00009 _ 0.0011

00000 00005 00010 00015 0.0020

! 00073 Input CW light amplitude

Population involving G (a.u.)
r

ol e \o

8 (8

8 /)=

03F 7

0.2F 1

01F 1

0.03

0.02

0.01

Population involving G (a.u.) Peak-to-peak population of the pulsation
o
o

0.00
0 100 200 300

Figure 12. (a) System architecture of pulsation composed of two subsystems each of which provides optical excitation transfer from QDg to
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Figure 13. (a) Hierarchy in optical near-field interactions and hierarchical nanophotonic architecture. (b) Signal contrast as a function of
the ratio of the radii of the sample and the probe based on dipole—dipole interactions.

electric field is Ey, electric dipole moments are induced in both
the probe and the sample; these moments are, respectively,
denoted by pp = apEy and ps = asFEy. The electric dipole
moment induced in the sample, pg, then generates an electric
field, which changes the electric dipole moment in the probe
by an amount App = AapEy. Similarly, pp changes the
electric dipole moment in the sample by Aps AasEy.
These electromagnetic interactions are called dipole—dipole
interactions.

The scattering intensity induced by these electric dipole
moments is given by

I = |pp + App + ps + Aps|?
~ (ap + as)?| Eol* + 4Aa(ap + as)| Eol?,

where A« Aag Aap [75]. The second term
in equation (12) shows the intensity of the scattered light
generated by the dipole—dipole interactions, containing the
information of interest, which is the relative difference between
the probe and the sample. The first term in equation (12) is
the background signal for the measurement. Therefore, the
ratio of the second term to the first term in equation (12)
corresponds to a signal contrast, which will be maximized
when the sizes of the probe and the sample are the same
(rp = rs), as shown in figure 13(b). Thus, one can see a
scale-dependent physical hierarchy in this framework, where
a small probe, say rp = D/2 where D is a constant, can
nicely resolve objects with a comparable resolution, whereas a
large probe, say rp = 3D /2, cannot resolve detailed structure
but can resolve structure with a resolution comparable to the
probe size. Therefore, although a large diameter probe cannot
detect smaller-scale structure, it could detect certain features
associated with its scale.

12)

3.1.2.  Theory of hierarchy based on Yukawa potential.
Hierarchy in optical near-field interactions can also be derived
by way of a Yukawa potential, introduced in equation (9).
Suppose that there is a spherical probe with radius ap and a
sample with radius as. The near-field optical potential is then
given by

XP: exp(—mr/a;)

r

V)= 13)

i=S

Output signal (a.u.)

Probe diameter dp (nm)

Figure 14. Hierarchy in optical near-field interactions derived via
Yukawa potential.

The scattered signal obtained from the probe—sample
interaction is then given by
2

Imwsvymwwrwwfmﬂp
e eon (%) - o (50 )}
dp ap dp
() oo (-22)]
X\ —+—F)exp|—
rsp T[VSP ap

where the center positions of the probe and the sample are,
respectively, rs and rp, and the distance between rg and 7p is
given by rsp. The detailed derivation of equation (14) is found
in [117]. Assuming a constant sample radius, we evaluate
how the output signal depends on the probe radius. Here the
output signal is defined by the quantity given by equation (14)
divided by the square of the total volume of the sample and
the probe, that is (aj + a3)?, so that the evaluation is made in
the dimension of per unit area. The solid, dashed, and dotted
curves in figure 14, respectively, represent the output signal
when the sample radius is by 10nm, 20 nm and 40 nm. The
peak of the output signal is obtained when the probe size is
comparable to the sample size, which is consistent with the
finding shown in the previous section (section 3.1.1).

I .
— — sinh
T

(14)

3.1.3. Theory of hierarchy based on angular spectrum. In
this section, we introduce an electromagnetic theory based
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on an angular spectrum representation [118, 119] to describe
hierarchy in optical near-fields [120]. This approach allows
an analytical treatment, while giving an intuitive picture
of the localization of optical near-fields, and represents the
relationship between the arrangements of dipoles and the
resulting electric fields at certain positions in optical near-field
interactions at different scales of observation since it describes
electromagnetic fields as a superposition of evanescent
waves with different decay lengths and corresponding spatial
frequencies for an assumed planar boundary.

Suppose that there is an oscillating electric dipole, d® =
(d™ cos ®, 0), on the xz plane oriented parallel to the x-axis
whose phase is specified by ¢, Also note that the physical
scale under study is smaller than the wavelength of light but
larger than the scale governing electron interactions, typically
around 1 nm.

Now, consider the electric field of radiation observed at a
position displaced from the dipole by R = (rl(‘k) cos p®, 70,
The angular spectrum representation of the z-component of the
optical near-field is given by

iK? xS (1) (V)
EZ(R) = ClS||—fZ(SH,d ,...,d ), (15)
dmeg 1 S,
where
N
ﬂ“mdmwuyﬂm)=§:$OWWﬁ_lw“wb_¢®N1

k=1

X (Kr‘(lk)so exp (—Kz(k),/sﬁ - 1) .

Here, s is the spatial frequency of an evanescent wave
propagating parallel to the x-axis, and J,, (x) represents Bessel
functions of the first kind. Here the term £, (s, dV, ..., dV))
is called the angular spectrum of the electric field.

Now, assume that there are two dipoles whose phases
differ from each other by 7, and consider the angular spectrum
of the electric field at a position equidistant to those dipoles
and away from the x-axis by distance Z (figure 15(a)). The
distance between the dipoles, given by G, represents the
spatial fine/coarse structure of the material. Here, G and
Z indicate distances in units of wavelength. If the angular
spectrum contains higher spatial frequency components, it
means that the electric field is localized at that position to the
extent given by that spatial frequency. In order to evaluate
localization at different scales (Z) and associate it with the
spatial structure of the material (G), the spatial frequency
that gives the maximum of the angular spectrum is noted;
this is called the ‘representative spatial frequency’ (RSF).
Figure 15(b) shows the RSF as a function of the distance Z, as
well as its dependence on G; this diagram gives a quantitative,
intuitive picture of the hierarchy in the subwavelength regime.

For instance, first note the RSF when Z is 1/5. The RSF
exhibits nearly equal values for all cases G = 1/5, 1/10 and
1/20. This indicates that the degrees of localization of the
electric field at this scale (Z = 1/5) are comparable and do
not depend on the fine structure of the dipoles. Second, at
Z = 1/10, the RSF values for G = 1/10 and 1/20 are nearly
equal, but the value for G = 1/5 is small. This means that at

(16)

(a) Representative spatial frequency (RSF)
S 200
=
= 7=1/20
£ 150 :$ (Scale of interest)
S ! I'4
+= 100 1 7
a o 2=1/10 :
o
& 50 <) -4t
T ~
s 0 S
=) 1) 2)
2 |75 \ / b G d
< 10 20 30 40 50 60 70 80 (Scale of material)
Generalized spatial frequency
(b) — :

_ 1 } —a— G=1/20

S 90 ‘

S s : —e— G=1/10

@9 29 I

o [ —a—G=1/5

S 5 60 | ; .

S¢ w ! !

23 a I |

gz | |

g5 2 |

vd

10

0.00

Figure 15. Hierarchy in optical near-field interactions derived via
angular spectrum representation. (a),(b) Relation between the scale
of the material and the scale of interest, and its angular spectrum
representation.

this scale, G = 1/10 and 1/20 exhibit comparable degrees
of localization but that for G 1/5 deteriorates. Third,
at Z = 1/20, these three cases exhibit different degrees of
localization. As just described, the propagation of locality
can be treated intuitively and explicitly by using the angular
spectrum representation.

The analysis shown above leads to the possibility of
designing a system in which the electric field exhibits a desired
hierarchical response based on the fact that, as demonstrated,
the orientations of the dipoles and their spatial arrangement are
correlated with the localization of optical near-fields at each
scale. We introduce such a principle of synthesis of hierarchy
using a model shown in figure 16(a).

Regarding a system composed of two closely located
dipoles, we pay attention to the z-components of the electric
fields at the position equidistant to the two dipoles and slightly
away from the x-axis. A logical ZERO or ONE level is defined
when the z-component of the electric field is weak or strong,
respectively. An in-phase dipole pair yields a logical ZERO
level, and that with a phase difference of 7w gives a logical
ONE level, as schematically shown in figure 16(a-1) and (a-
2), respectively, by considering the electrical lines of force.

Now, suppose that there are two closely spaced dipole
pairs (that is, four dipoles in total). The dipoles d'" and d®
are oriented in the same direction, and the other dipole pair, d®
and d™, are both oriented oppositely to dV) and d®, as shown
in figure 16(b). At a position close to the x-axis equidistant
from dV and d®, such as at the position A, in figure 16(b),
the electric field is weak (logical ZERO) because, at such a
finer scale, dV and d® dominate the fields at A;. The same
argument applies to the position A,, which is equidistant to
d® and d®. On the other hand, consider the observation at
an intermediate position between the dipole pairs, such as the
position B in figure 16(c). From this position, the four dipoles
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Figure 16. (a) Two dipoles and their associated electric fields. (a-1)
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scale and logical ONE level at the larger scale. (c) Behavior manifested by angular spectrum representation. (d) Numerical demonstrations

of two cases.

effectively appear to be two dipoles that are oriented in opposite
directions to each other, because the fine structure of the dipole
pairs cannot have any effect due to the hierarchical property
suggested by the analysis shown in figure 15(b), leading to
a logical ONE level at B. The angular spectrum can clearly
represent such scale-dependent localization/non-localization
of light, as demonstrated in figure 16(c). The dashed curves in
figure 16(c) show the angular spectrum with respect to A; and
A,, which are oscillating as a function of spatial frequency,
meaning that light is not localized. The integral of the angular
spectrum, which is correlated with the field intensity at that
point, is low. On the other hand, the solid curve in figure 16(c)
is the angular spectrum regarding B which exhibits a single
peak, indicating that the electric field is localized to a degree
determined by its spectral width, so that a logical ONE is
retrievable at that position.

Numerical simulations were performed based on finite-
difference time-domain (FDTD) methods to see how they agree
with the theoretical analysis based on the angular spectrum.
Four silver nanoparticles (radius of 15 nm) containing a virtual
oscillating light source were assumed in order to simulate
dipole arrays. The first and the second layers were located
40 nm and 80 nm away from the dipole plane, respectively. The
operating wavelength was 488 nm. The electric fields obtained
at A, A, and B agree with the combinations of the first- and
second-layer signals to be retrieved, as shown in figure 16(d-1).

In fact, arbitrary combinations of logical levels are
achievable by properly arranging the dipoles. Figure 16(d-2)
shows another case where A; and A, exhibit a logical ONE,
whereas B exhibits a logical ZERO, which is the opposite
response to the one shown in figure 16(d-1).

It should also be noted that these two examples are
examples of realizing an ‘unscalable’ hierarchy, where the
information obtained at a coarser scale is not the average of
the information obtained at finer scales. We can synthesize
a hierarchy based on these theoretical elements and inherent
physical principles of optical near-fields. In section 3.4, we
will discuss an information-theory analysis of hierarchical
optical systems.

3.2. Design and synthesis of hierarchy by engineering means

3.2.1.  Hierarchy based on nanoparticles.  Based on
the hierarchical mechanism demonstrated in the previous
section, a hierarchical information retrieval system has been
constructed.  Consider, for example, a maximum of N
nanoparticles distributed in a region of subwavelength scale.
Those nanoparticles can be nicely resolved by a scanning near-
field microscope if the size of its fiber probe tip is comparable to
the size of individual nanoparticles (sections 3.1.1 and 3.1.2).
In this way, the first-layer information associated with each
distribution of nanoparticles is retrievable, corresponding to
2N _different codes. By using a larger-diameter fiber probe tip
instead, although the distribution of the particles cannot be
resolved, a mean-field feature with a resolution comparable
to the size of the probe can be extracted, namely, the number
of particles within an area comparable to the size of the fiber
probe tip. Thus, second-layer information associated with the
number of particles, corresponding to (N + 1) different signal
levels, is retrievable. Therefore, one can access different sets
of signals, 2V or N + 1, depending on the scale of observation.
This leads to hierarchical memory retrieval by associating this
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Figure 17. Hierarchical information retrieval or hierarchical information hiding. (a) Experimental setup. Each section of the material
consists of small particles. (b) Calculated scattering cross-sections depending on the number of particles in each section (square marks), and
peak intensity of each section in the intensity profile of images shown in (¢) (circular marks). (c) SEM image of an Au particle array and
intensity pattern captured by a fiber probe with a 500 nm diameter aperture.

information hierarchy with the distribution and the number
of nanoparticles using an appropriate coding strategy. For
example, in encoding N-bit information, (V-1)-bit signals can
be encoded by distributions of nanoparticles while associating
the remaining 1-bit with the number of nanoparticles. Details
of encoding/decoding strategies can be found in [121].

Simulations were performed assuming ideal isotropic
metal particles to see how the second-layer signal varies
depending on the number of particles by using a FDTD
simulator. Here, 80nm diameter particles are distributed
over a 200nm radius circular grid at constant intervals, as
shown in figure 17(a). The solid circles in figure 17(b) show
calculated scattering cross-sections as a function of the number
of particles. A linear correspondence to the number of particles
was observed. This result supports the simple physical model
described above.

In order to experimentally demonstrate such principles,
an array of Au particles, each with a diameter around 80 nm,
was distributed over a SiO, substrate in a 200 nm radius circle.
These particles were fabricated by a liftoff technique using
electron-beam (EB) lithography with a Cr buffer layer. Each
group of Au particles was separated by 2 um. A scanning
electron microscope (SEM) image is shown in figure 17(c) in
which the values below indicate the number of particles within
each group. Inorder to illuminate all Au particles in each group
and collect the scattered light from them, a near-field scanning
optical microscope (NSOM) with a large-diameter-aperture
(500 nm) metalized fiber probe was used in an illumination-
collection setup. The light source used was a laser diode with
an operating wavelength of 680 nm. The distance between the
substrate and the probe was maintained at 750 nm. Figure 17(c)
shows an intensity pattern captured by the probe, from which
the second-layer information is retrieved. The solid squares
in figure 17(b) indicate the peak intensity of each section,

which increased linearly. These results show the validity of
hierarchical memory retrieval from nanostructures.

3.2.2.  Shape-engineered nanostructures for polarization
control in nanophotonic systems.  Shape-engineering of
nanostructures is one of the most useful means to implement
nanoscale photonic systems. There is a vast number of design
parameters associated with the geometries of nanostructures,
including their size, shape, layout, etc. In order to obtain
the intended functionalities by engineering such a variety
of degrees-of-freedom, design methodologies and intuitive
physical pictures are important. In this section, by taking
an example of polarization control in the optical near-field
and far-field, we discuss one example of design-related issues
in nanophotonics. In particular, we focus on the problem
of rotating the plane of polarization. Polarization in the
optical near-field is an important factor in the operation of
nanophotonic devices [25]. Polarization in the far-field is,
of course, important for various applications; nanostructured
devices have already been employed, for instance, in so-called
wire-grid polarizers [122, 123].

In attacking the design issues involving geometry, we
introduce the concepts of elemental shape and layout, to
analyze and synthesize the optical responses brought about
by nanostructures [124]. The concepts of elemental shape
and layout are physically related, respectively, to the electrical
current induced in the metal nanostructure and the electric
fields, that is, the optical near-fields, induced between
individual elements of the metal nanostructure, which helps
in understanding the induced optical responses. For example,
it will help to determine whether a particular optical response
originates from the shape of the nanostructure itself, that is
to say, the elemental shape factor, or from the positional
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relations between individual elements, that is to say, the
layout factor. Such analysis will also help in the design
of more complex structures, including multi-layer three-
dimensional nanostructures. In fact, the design concept
demonstrated below leads to demonstrations of interesting
applications (hierarchical hologram and lock-and-key), shown
in section 3.3. Also, what should be noted, particularly in
the case of multi-layer systems, is that the optical near-fields
appearing between individual elemental shapes, including their
hierarchical properties, strongly affect the resultant optical
response. This indicates that the properties of the system are
not obtained by a superposition of the properties of individual
elements, in contrast to optical antennas, whose behavior is
explained by focusing on factors associated with individual
elements [125].

We assume that the nanostructures are located on an xy-
plane and are irradiated with linearly polarized light from the
direction of the normal. We first assume that the nanostructure
has a regular structure on the xy-plane; in other words, it
has no fine structure along the z-axis. Here we consider the
concepts of elemental shape and layout, introduced above, to
represent the whole structure. Elemental shape refers to the
shape of an individual structural unit, and the whole structure is
composed of a number of such units having the same elemental
shape. Layout refers to the relative positions of such structural
units. Therefore, the whole structure is described as a kind of
convolution of elemental shape and layout.

We begin with the following two example cases that
exhibit contrasting properties in their optical near-field and
far-field responses. One is what we call an I-shape, which
exhibits a strong electric field only in the optical near-field
regime, while showing an extremely small far-field electric
field. The other is what we call a Z-shape, which exhibits a
weak near-field electric field, while showing a strong far-field
electric field. They are schematically shown in the first row in
figure 18. In the case of the I-shape, the elemental shape is a
rectangle. Such rectangular units are arranged with the same
interval horizontally (along the x-axis) and vertically (along
the y-axis), but every other row is horizontally displaced by
half of the interval. In the case of the Z-shape, the element
shape is like the letter ‘Z’, and they are arranged regularly in
the xy-plane as specified by the layout shown in the second row
in figure 18.

We calculate the optical responses in both the near-field
and far-field based on a FDTD method [126, 127]. As the
material, we assume gold, which has a refractive index of
0.16 and an extinction ratio of 3.8 at a wavelength of 688 nm
[128]. Representative geometries of the I-shape and Z-shape
structures in the xy-plane are shown in the left column in
figure 18. The width (line width) of the structures is 60 nm,
and the thickness is 200nm. The light source, operating at
a wavelength of 688 nm, is placed 500 nm away from one of
the surfaces of the structures. We assume periodic boundary
conditions at the edges in the x- and y-directions and perfectly
matched layers in the z-direction.

We pay attention to the electric field intensity of
y-polarized output light from x-polarized input light. The
near-field electric field intensity is nearly 2000 times higher
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Figure 18. Charge distributions induced in the I-shape and the
Z-shape structures with x-polarized input light. The arrows in the
column ‘shape’ are associated with the induced electric currents
within the elemental shapes, and those in the column ‘layout’ are
associated with near-fields among elemental shapes.
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with the I-shape than with the Z-shape. The far-field electric
field intensity, on the other hand, is around 200 times higher
with the Z-shape than with the I-shape. We explain the
physical mechanism of these contrasting optical responses in
the near- and far-fields using an intuitive framework. We derive
the distribution of induced electron charge density (simply
referred to as charge hereafter) by calculating the divergence
of the electric fields to analyze the relation between the
shapes of the structures and their resultant optical responses.
Figure 18 shows such charge distributions for I-shape and
Z-shape structures.

First, the images shown in the column denoted by ‘shape’
represent the distributions of charges at each unit, namely,
charges associated with the elemental shape. The images in the
column denoted by ‘layout’ show the distributions of charges
at elemental shapes and their surroundings. We can extract
positions at which induced electron charge densities exhibit a
local maximum and a local minimum. Then, we can derive
two kinds of vectors connecting the local maximum and local
minimum, which we call flow vectors. One is a vector existing
inside an elemental shape, denoted by dashed arrows, which
is physically associated with an electric current induced in the
metal. The other vector appears between individual elemental
shapes, denoted by solid arrows, which is physically associated
with near-fields between elemental shapes. We call the latter
ones inter-elemental-shape flow vectors.

From those flow vectors, first, in the case of the I-shape
structure, we note that:

(i) Within an elemental shape, the flow vectors are parallel to
the x-axis. (There is no y-component in the vectors.)

(ii) At the layout level, flow vectors that have y-components
appear. Also, flow vectors that have y-components are
in opposite directions between neighboring elemental
shapes.
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Figure 19. Dependence of polarization conversion efficiency on the
layout. (a) Current distributions and inter-elemental-shape flow
vectors for an I-shape structure when D = 80 nm (left) and

D = 200 nm (right). (b) The I-shape structure exhibits stronger
dependence on layout than the Z-shape structure does.

From these facts, the y-components of the flow vectors are
arranged in a quadrupole manner, which agrees with the very
small radiation in the far-field. Also, these suggest that the
appearance of y-components in the flow vectors originates
from the layout factor, not from the elemental shape factor.
This indicates that the polarization conversion capability of the
I-shape structure is layout-sensitive, which will be explored in
more detail later.

Second, in the case of the Z-shape structure, we note that:

(i) In the elemental shape, y-components of the flow vectors
appear.

(i1) In the layout, we can also find y-components in the flow
vectors. Also, at the layout level, the y-components of all
vectors are in the same direction.

In complete contrast to the I-shape structure, the Z-shape
structure has y-components in the flow vectors arranged in
a dipole-like manner, leading to strong y-polarized light in the
far-field. Also, the ability to convert x-polarized input light
to y-polarized output light in the far-field primarily originates
from the elemental shape factor, not from the layout factor.

As indicated above, the polarization conversion from x-
polarized input light to y-polarized output light with the I-shape
structure originates from the layout factor. Here, we modify
the layout while keeping the same elemental shape, and we
evaluate the resulting conversion efficiencies.

In figure 19, we examine such layout dependences by
changing the horizontal displacement of elemental shapes
between two consecutive rows, indicated by the parameter
D in figure 19(a). The far-field polarization conversion
efficiency at the wavelength of 688 nm as a function of D
is indicated by the circles in figure 19(b). Although it
exhibits very small values for the I-shape structure, it has a

large variance depending on the layout: a maximum value of
around 10~° when D is 200nm, and a minimum value of
around 102 when D is 80 nm, a difference of three orders
of magnitude. On the other hand, the Z-shape structure
exhibits an almost constant conversion efficiency with different
horizontal positional differences, as indicated by the squares
in figure 19(b), meaning that the Z-shape structure is weakly
dependent on the layout factor.

To account for such a tendency, we represent the I-shape
structure by two inter-elemental-shape flow vectors denoted
by p; and p; in figure 19(a). Here, R; and 6;, respectively,
denote the length of p; and its angle relative to the y-axis. All
of the inter-elemental-shape flow vectors are identical to those
two vectors and their mirror symmetric vectors. Physically,
a flow vector with a large length and a large inclination
to the y-axis contributes weakly to the y-components of
the radiation. Therefore, the term cos6;/ Rl.2 will affect the
radiation. Together with the quadrupole-like layout, we define
the following metric

|cos01/Rf — cos@z/Rg ) a7

which is denoted by the triangles in figure 19(b); it agrees well
with the conversion efficiency of the I-shape structure.

3.3. Hierarchical optical elements

3.3.1. Hierarchical hologram. Holography, which generates
natural three-dimensional images, is one of the most common
anti-counterfeiting techniques [129]. In the case of a
volume hologram, the surface is ingeniously formed into
microscopic periodic structures that diffract incident light in
specific directions. A number of diffracted light beams can
form an arbitrary three-dimensional image. Generally, these
microscopic structures are recognized as being difficult to
duplicate, and therefore holograms have been widely used
in the anti-counterfeiting of bank notes, credit cards, etc.
However, conventional anti-counterfeiting methods based on
the physical appearance of holograms are nowadays not
completely secure [130]. Nanophotonic solutions, utilizing
light—matter interactions on the nanoscale, would provide
higher anti-counterfeiting capability and would potentially
enable other novel applications, such as artifact-metric
systems [131].

A hierarchical hologram works in both optical far-fields
and near-fields, the former being associated with conventional
holographic images, and the latter being associated with the
optical intensity distribution based on a nanometric structure
that is accessible only via optical near-fields. In principle, a
structural change occurring at the subwavelength scale does
not affect the optical response function, which is dominated
by propagating light. Therefore, the visual aspect of the
hologram is not affected by such a small structural change on
the surface. Additional data can thus be written by engineering
structural changes in the subwavelength regime so that they
are only accessible via optical near-field interactions without
having any influence on the optical response obtained via the
conventional far-field light. By applying this hierarchy, new
functions can be added to conventional holograms.
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Figure 20. (a) Hierarchical hologram based on the different optical
responses obtained in the optical far-field and the optical near-field.
A nanostructure is embedded in the original grating structure of the
hologram. (b) Evident polarization dependence in optical near-field
results based on the surrounding structures.

There are at least two strategies for realizing a hierarchical
hologram.

One strategy is to apply nanometric structural changes
to the surface structure of a conventional hologram. In [47],
a thin metal layer is coated on a conventional hologram
and diffraction grating, followed by nanostructure patterning
by a focused ion-beam machine. Additional information
corresponding to the fabricated nanostructures is successfully
retrieved while preserving the macroscopic view of the original
hologram or the diffraction efficiency of the diffraction grating.

The other strategy, employed in the case of embossed
holograms composed of diffraction gratings, is to locally
engineer the original hologram pattern from the beginning,
that is, to embed nanostructures within the original pattern of
the hologram [27]. In this case, since the original hologram
is basically composed of one-dimensional grating structures,
evident polarization dependence is obtained in retrieving
the nanostructures via optical near-fields, as detailed below.
There are some additional benefits with this approach: One
is that we can fully utilize the existing industrial facilities
and fabrication technologies that have been developed for
conventional holograms, yet providing additional information
in the hologram. Another is that the polarization dependence
facilitates the readout of nanostructures via optical near-fields,
as mentioned below.

As shown in figure 20(a), we created a sample device
to experimentally demonstrate retrieval of the nanostructures

embedded within an embossed hologram. The entire device
structure, whose size was 15 mm x 0 mm, was fabricated by EB
lithography on a Si substrate, followed by sputtering a 50 nm
thick Au layer.

As indicated in figure 20(a,i), we can observe a
three-dimensional image of the Earth reconstructed from
the device. More specifically, the device was based on
the design of Virtuagram®, developed by Dai Nippon
Printing Co.  Ltd., Japan, which is a high-definition
computer-generated hologram composed of binary-level one-
dimensional modulated gratings, as shown in the SEM
image in figure 20(a,ii). Within the device, we slightly
modified the shape of the original structure of the hologram
so that the nanostructural change was accessible only via
optical near-field interactions. Square- or rectangle-shaped
structures, whose associated optical near-fields correspond
to the additional, or hidden, information, were embedded
in the original hologram structures. The unit size of the
nanostructures ranged from 40 to 160nm. Note that the
original hologram was composed of arrays of one-dimensional
grid structures, spanning along the vertical direction in
figure 20(a,ii). To embed the nanophotonic codes, the grid
structures were partially modified in order to implement
the nanophotonic codes. Nevertheless, the grid structures
remained topologically continuously connected along the
vertical direction. On the other hand, the nanostructures
were always isolated from the original grid structures. These
geometrical characteristics provide interesting polarization
dependence.

The input light induces oscillating surface charge
distributions due to the coupling between the light and
electrons in the metal. Note that the original 1D grid structures
span along the vertical direction. The y-polarized input light
induces surface charges along the vertical grids. Since the
grid structure continuously exists along the y-direction, there
is no chance for the charges to be concentrated. However,
in the area of the embedded nanophotonic code, we can find
structural discontinuity in the grid; this results in higher charge
concentrations at the edges of the embedded nanostructure.
On the other hand, the x-polarized input light sees structural
discontinuity along the horizontal direction due to the vertical
grid structures, as well as in the areas of the embedded
nanostructures. It turns out that charge concentration occurs
not only in the edges of the embedded nanostructures but also
at other horizontal edges of the environmental grid structures.
When square-shaped nanophotonic codes are isolated in a
uniform plane, both x- and y-polarized input light have equal
effects on the nanostructures. These mechanisms indicate that
the nanostructures embedded in holograms could exploit these
polarization dependences.

In the experimental demonstration, optical responses in
near-mode observation were detected using a NSOM operated
in an illumination-collection mode with an optical fiber tip
having a radius of curvature of 5 nm. The observation distance
between the tip of the probe and the sample device was set at
less than 50 nm. The light source used was a laser diode (LD)
with an operating wavelength of 785 nm, and scattered light
was detected by a photomultiplier tube (PMT).
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Figure 21. (a)—(c) Shapes and the associated distributions of induced charge density. (a) Shape A, (b) shape B and (c) the stacked structure
of shapes A and B. (d) Comparison of calculated far-field intensity for various combinations of shapes. Far-field intensity appears strongly
only when shape A matches the appropriate shape B. (¢) Measured polarization conversion efficiency for three areas of the fabricated device.
Conversion efficiency exhibited a larger value specifically in the areas where the stacked structure of shapes A and B was located. SEM

images of each area are also shown.

We examined NSOM images in the vicinity of
nanostructures that were embedded in the hologram and
nanostructures that were not embedded in the hologram
using light from a linearly polarized radiation source, with
polarizations rotated by 0° to 180° at 20° intervals. In the case
of nanostructures embedded in the hologram, clear polarization
dependence was observed. To quantitatively evaluate the
polarization dependence of the embedded nanophotonic code,
we adopted a figure-of-merit (FoM) that we call recognizability
for the observed NSOM images [27], indicating the relative
intensity compared with the surroundings.

The square and circular marks in figure 20(b), respectively,
show the recognizability of isolated nanostructures and those
embedded in the hologram. Clear polarization dependence is
observed in the case of the nanostructures embedded in the
holograms, facilitating near-field information retrieval.

3.3.2.  Lock-and-key. ~ 'We take the concept of elemental
shape and layout and their associated polarization discussed in
section 3.2.1 and apply it to realize an application that we call
a ‘lock-and-key’, meaning that access is granted only when a
lock is matched with an appropriate key. More specifically, the
lock and the key are, respectively, realized by two-dimensional
planar nanostructures. The output signal, which is defined later

below, appears only when a ‘lock’ structure matches its partner
‘key’ structure.

As an example, suppose that a lock is given the I-shape
structure discussed in section 3.2.1, which we call ‘shape
A’ hereafter. Recall that shape A exhibits very small far-
field radiation in its y-component for x-polarized input light.
Surface charges are concentrated at the horizontal edges of
each of the rectangular units. The relative phase difference
of the oscillating charges between the horizontal edges is 7,
which is schematically represented by the + and — marks in
figure 21(a). Now, consider the y-component of the far-field
radiation from shape A, which is associated with the charge
distributions induced in the rectangle. When we draw arrows
from the + marks to the — marks along the y-axis, we find that
adjacent arrows are always directed oppositely, indicating that
the y-component of the far-field radiation is externally small.
In other words, shape A behaves as a quadrupole regarding the
y-component of the far-field radiation. It should also be noted
that near-field components exist in the vicinity of the units in
shape A.

With this fact in mind, we put the other metal
nanostructure, shape B, on top of shape A for the purpose
of acting as the key for the lock. Through the optical near-
fields in the vicinity of shape A, surface charges are induced
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on shape B. What should be noted here is that the arrows
connecting the + and — marks along the y-axis are now aligned
in the same direction, and so the y-component of the far-field
radiation appears; that is, the stacked structure of shape A and
shape B behaves as a dipole (figure 21(c)). Also, shape A
and shape B need to be closely located to invoke such effects
since the optical near-field interactions between shape A and
shape B are critical. In other words, far-field radiation appears
only when shape A and shape B are correctly stacked; that
is to say, a quadrupole—dipole transform is achieved through
shape-engineered nanostructures and their associated optical
near-field interactions.

In figure 21(d), the output signals are evaluated when
differently shaped structures are, respectively, located on top
of shape A, instead of shape B. With shape B’ , shape B’’, and
shape B’’’ , which are, respectively, represented in the insets
of figure 21(d), the output signals do not appear, as shown
from the fourth to the sixth rows in figure 21(d), since the
condition necessary for far-field radiation is not satisfied with
those shapes; namely, the correct key is necessary to unlock
the lock [132].

We fabricated structures consisting of (i) shape A only,
(ii) shape B only, and (iii) shape A and shape B stacked.
Although the stacked structure should ideally be provided
by combining the individual single-layer structures, in the
experiment described here, the stacked structure was integrated
in a single sample as a solid two-layer structure to avoid
the experimental difficulty in precisely aligning the individual
structures mechanically. The fabrication process was detailed
in [26]. The lower side in figure 21(e) also shows SEM images
of fabricated samples of (i), (ii) and (iii). Because the stacked
structure was fabricated as a single sample, the gap between
shape A and shape B was fixed at 200 nm. The performance
was evaluated in terms of the polarization conversion efficiency
by radiating x-polarized light on each of the areas (i), (ii) and
(iii) and measuring the intensity of the y-component in the
transmitted light. The light source was a laser diode with
an operating wavelength of 690 nm. Figure 21(e) shows the
polarization conversion efficiency as a function of the position
on the sample, where it exhibited a larger value specifically in
the areas where the stacked structure of shapes A and B was
located, which agrees well with the theoretically predicted and
calculated results shown in figure 21(d).

3.4. Information-theory analysis of hierarchy in
nanophotonics

This section presents an information-theory approach to
hierarchical nanophotonic systems [133]. As mentioned
briefly in the introduction, information-theory analysis [134]
is well established, for example, in assessing and improving
the performance figures of optical communications [135].
Information-theory analysis also sheds light on the behavior
of a wide range of optical devices and systems [136, 137]. The
application of information-theory methods to nanotechnology
is found, for instance, in molecular communications based on
material transfer [138] and in molecular biology [139].

As already discussed in section 3.1.3, hierarchical
nanophotonic systems have been assessed by angular spectrum

analysis of optical near-fields. From an information-based
standpoint, the hierarchical nanophotonic system is modeled
as a communication medium that connects input and output
symbols and also suffers from environmental disturbances, as
schematically shown in figure 22(a). Concrete applications
represented by such a model will include, for instance, optical
storage systems where the input and output, respectively,
correspond to write and retrieve processes. Here, at each
level of the hierarchy, we formulate mutual information
that quantitatively reveals the relation between the physics
associated with the hierarchy in optical near-fields, as well
as possible environmental disturbances affecting the system
locally or globally, and the capabilities of the system for
information processing and communications. In other words,
our aim here is to understand the hierarchical structure
of nanophotonic systems from a cross-cutting standpoint,
including their electromagnetic, logical and information-
theory aspects.

As discussed in section 3.1.3, one of the two first-
layer signals, the electric field at F", primarily depends
on the dipole pair dV and d®, and the other, the electric
field at F®, is dominated by the dipole pair d*® and d®.
The second-layer signal is determined by the two pairs of
dipoles. These dependence structures are schematically shown
in figure 22(b). With such a hierarchical mechanism, a total
of eight different signal combinations, or symbols, can be
achieved by appropriately orienting the four dipoles [120],
as summarized in figure 22(c), where the eight symbols are
denoted by a;(i = 0, ..., 7), each of which refers to a three-
bit sequence whose first element represents the digit obtained
at the second layer (S), and whose second and third elements
refer to the digits obtained at the first layer (F" and F®).
Corresponding dipole orientations are also indicated in the
right-hand side of figure 22(b).

The input and output signals are, as introduced already,
three-bit sequences; a total of eight symbols for the input
and output symbols are, respectively, denoted by A = {a;}
and B = {b;}, where i 0,...,7. The output symbol b;
should represent the same three-bit sequence given by the input
symbol g; if there is no error from the input to the output. The
probability of the input symbol a; is given by P(a;). The
probability of the output symbol b;, given by P (b;), depends
on the input symbol probability P (a;), and the transition matrix
T that represents the relation between the input and output and
is given by

P (bo) P(ap)
: =T : ,

P(ay)

: (18)
P(b7)

where the elements of T are given by #;; = P(b;|a;), which is
the probability of the output b; conditioned on the input a;.
The matrix T is affected by environmental disturbances.
We will introduce two representative disturbance models for
the analysis. The first is the case where the environmental
disturbance has an explicit spatial structure, or what we call
a near-field disturbance. The second is the case where the
disturbance selectively couples to the dipole arrangement, or
what we call a far-field disturbance. Here, in considering
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Figure 22. (a) A system diagram for studying information-theory aspects of hierarchical nano-optical systems. () Dependence structure
between the dipole pairs and the logical levels in the first layer (F; and F,) and the second layer (S). (c¢) List of a total of eight bit sequences,
or symbols, and their corresponding dipole arrangements. (d) Model of an environmental disturbance that locally affects each of the dipoles.
The phase of dipole d) can be flipped with probability p;. (¢) The relation between the input symbols a; and the output ones b;.

the interactions between the disturbance and the system under
study, we take into account the optical selection rule that the
far-field optical radiation cannot be coupled to energy levels
specified by even quantum number(s), or quadrupole(s).

Near-field disturbance. We assume an environmental
disturbance that modifies the status of each spatial position
in the system locally. In other words, here we assume a
near-field environmental disturbance that locally disturbs the
polarizations of each of the dipoles. Suppose that the phase of

at most one of the four dipoles could be flipped, that is, changed
by 180°. Let the probability of such a phase flip occurring for
the dipole d be given by p;. In the case of input symbol
ay, for example, whose corresponding four dipoles are all in-
phase, as shown in figure 22(d), the phase of the first dipole
d" is flipped, which yields output symbol b, with probability
p1. When the second dipole d® is flipped, the resulting
output symbol is bs. The error-free probability is given by
qg=1- Z?: | pi- All transitions from input symbols to output
ones are derived as schematically represented in figure 22(e),
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where possible changes from an input to an output symbol are
indicated by arrows.

It is technically possible to further generalize the effects
of disturbances in this model, such as arbitrary phase
flips occurring in the dipoles. ~However, this leads to
an unnecessarily complex situation and makes it hard to
understand how the local change in the system affects the
information capacity. As a first step, simple position-
dependent errors clearly reveal the relation between the
physical consequences and their impact on layer-dependent
information-theory measures, which is the primary concern of
this section.

The mutual information 7 (A; B) represents the quantity
of the data transmitted through the system, which is equal to the
amount of remaining uncertainty of data A on condition that the
output B is measured, namely, /(A; B) = H(A) — H(A|B),
where H(A) is the entropy of the input and H(A|B) is

the entropy of the input conditioned on the output. It is
calculated by
N—1N-1
P(ai, b))
I(A; B) = P(a;, bj)lo (19)
2 ;0 *% PP ;)

where the joint probability of input a; and output b; is given
by P(a;,bj) = t;;P(a;) [32]. N indicates the number of
symbols.

We further introduce a representative spatial structure
of environmental disturbances so that the error probabilities
affecting dipoles located at the edge and the center are different;
that is, the error probability for the dipoles dV and d¥ is
given by pg, namely p; p4s = pg, whereas that for
d? and d® is given by pc = p» = p;. The error-
free probability is given by ¢ 1 —2pg — 2pc.  As
described in section 3.1.3, the four-dipole model is intended to
represent the mixture of the coarse-scale structure and the fine-
scale structure. In the present model, the two center dipoles
dominate the second-layer information, meaning that those two
play the major role in coarser scale structures. Therefore, the
position-dependent errors denoted by pc and pg are physically
associated with errors occurring in coarse-scale structures and
in the fine-scale structures, respectively. If those dipoles
with designated orientations are implemented by means of
shape-engineered nanostructures, the error would physically
correspond to fabrication errors occurring at either coarser or
finer scales.

Now, we assume that the input symbol probability is
uniform; that is, P(a;) = 1/8(G = 0,...,7). The mutual
information is evaluated as a function of pg and pc. For
example, pg = 9/100 and pc = 1/100 yields 1.92 bits of
mutual information.

We analyze the mutual information regarding each of the
layers separately to see how the spatial structure of the local
system disturbance affects the transmission capability for each
of the layers. Let the input symbols for the left-hand side of the
first layer be f, ) and fl(l), which, respectively, mean logical

0 and 1. Since fo(l) and fl(l)are, respectively, equivalent to
the input symbol of either one of FO(I) = {ap, a1, as, as} and

Fy D = {a,, a3, a6, a7}, the probability of input symbol f; W
given by
P(fy= Y P(apy. (20)
a;eF"
Likewise, we denote the output symbols as g(()l and g(])

which are equivalent to either of the output symbols G(])

{bo, by, by, bs} and G\ = (by, b3, b, b7}, respectively. The
joint probability of inputs f; M and g(l)

Y. Y. Pbla)Pay),

a,eF" b,eGY

is then derived as

PV, ¢y = Q1)

which leads to mutual information for the left-hand bit of the
first layer, given by

1 1 @ M
P(fi7.g:)

E § P(ﬁ(l)vg;l))logz 0 n, .-

i=0 j=0 P(f; )P(gj )

(22)

Secondly, let the symbols of the second layer be sg and 5. The
symbols sy and sy, respectively, correspond to either one of the
input symbols Sy = {ay, ai, az, a3} and S| = {ay, as, ag, a7}.
Similarly, the corresponding output symbols are defined by 7,
and #;. The mutual information for the second layer is given by

Irn(A; B) =

1

1
ZZ P(s;, tj) log,

i=0 j=0

P(si, t))

(23)

Here we quantitatively compare the mutual information
given by equations (22) and (23) assuming the same error
probabilities. With fewer errors in the center and more errors
at the periphery, for instance pc = 1/100 and pg = 9/100,
Irn(A; B) yields 0.53 bit, whereas Is(A; B) yields 0.86
bit, indicating that the second layer has a larger information
transmission efficiency than the first layer. On the other hand,
with more errors in the center and fewer errors at the periphery,
for instance pc 9/100 and pg 1/100, Irn(A; B)
yields 0.53 bit, whereas Is(A; B) yields 0.32 bit, showing that
the quantity of information for the first layer is unchanged,
whereas that for the second layer is severely degraded. With
the condition that the error-free probability be kept constant
at 0.8, Irm(A; B) and Is(A; B) are, respectively, shown by
the dashed line A and the solid line B as functions of pc¢ in
figure 23, where Ira) (A; B) stays constant, whereas Is(A; B)
takes larger values as pc gets smaller. This is due to the fact
that the second-layer information depends on the two center
dipoles. On the other hand, the left-hand bit at the first layer
depends on both d and d®; therefore, Ira (A; B) yields a
constant value as long as p; + p; is constant.

Far-field disturbance. We consider another type of envi-
ronmental disturbance involving far-field radiation applied to
nanoscale optical systems. Here, the optical selection rule
that the far-field optical radiation cannot be coupled to energy
levels specified by even quantum number(s) or quadrupole(s)
[17, 140] should be taken into account in considering the inter-
actions between the disturbance and the system under study.
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Figure 23. Scale-dependent mutual information. Mutual
information / (A; B) at the first layer and the second layer is
evaluated for two types of disturbances.

The physical model consisting of multiple dipoles is, in fact,
not directly compatible with such quantum optical properties.
However, we consider that the following assumptions approxi-
mately describe their principal characteristics in order to under-
stand their impact on information-theory measures. They are:

(i) When the phases of d'" and d® are the same, both phases
can be flipped with probability p. Similarly, when the
phases of d® and d¥ are the same, they can be flipped
with probability p. The error-free probability is given
byg=1-p.

(i) When all of the dipoles have the same phase, they can be
flipped with probability p. The error-free probability is
givenbyg =1 — p.

(iii) When the combinations of [d" and d®] and/or [d®
and d®] have opposite phases, we assume that the far-
field radiation serving as the system disturbance cannot
be coupled to the dipoles, and so no phase flips occur.

For instance, for the case of input symbol ay, all of the dipoles
are arranged in the same directions, and they can all be coupled
to the environmental disturbance; that is, item (ii) above will
apply. However, from a logical point of view, flipping all of
the dipoles does not affect the information of any bits to be
retrieved at the output. In other words, the input symbol ay is
always connected to output symbol by. For the case of input
symbol a;, dV and d® are in dipole arrangement, whereas
d® and d¥ are in quadrupole arrangement. The dipoles d"
and d® can be flipped with probability p, which results in the
output symbol bs.

The mutual information for the first layer and the second
layer are, respectively, evaluated following equations (21)
and (22). As indicated by the dashed line C in figure 23, the
mutual information for the first layer /a1 (A; B) is always 1,
indicating that the system is completely resistant to the
disturbances in the first layer. This is due to the fact that
the environmental disturbance transforms the input symbols
Fél) = {ao, a1, a4, as} into the output symbols G(l), and the
input symbols F’ ](1) = {an, a3, ag, a;} into the output symbols
Ggl) , where the left-hand bit at the first layer remains the same.
On the other hand, the mutual information for the second
layer Is(A; B) decreases as the error probability increases, as
shown in the solid curve in figure 23. Since the second-layer
signal depends on the pairs of dipoles, it could be disturbed in
situations where the left- and the right-hand dipole pairs are a
combination of a dipole arrangement and a quadrupole one.

The mutual information for the entire system can be
improved by biasing the input symbol probability distribution,
whose maximum is defined as the channel capacity, given
by C = max,,I(A; B). With the error probability p =
2/10, the maximum mutual information, i.e., the channel
capacity, is 2.68 bit when the probability distribution is given
by P(ap) = P(a3) = P(as) = P(a7) = 0.16, P(a;) =
P(a;) = P(as) = P(ag) = 0.09, which is obtained by a
full search in the parameter space. On the other hand, the
mutual information with a uniform input symbol distribution
P(a;) =1/8 (G =0,...,7) yields 2.64 bits. Although the
increase of the channel capacity by changing the probability
distribution is, in this particular case, just 0.04 bit, such a
consideration may lead to design strategies that can fully utilize
the capacity of such hierarchical systems.

4. Stochastic approach to nanophotonics

A stochastic understanding of physical phenomena is
important in physics in general [40] and should provide
fundamental insights and enable interesting novel applications
for nanophotonics too. This section reviews two topics
regarding a stochastic approach to nanophotonics: one is
stochastic modeling of material formation involving optical
near-field processes (section 4.1), and the other is stochastic
computing, or more specifically solution searching, by
exploiting the unique stochastic spatio-temporal dynamics
inherent in nanophotonics (section 4.2).

4.1. Stochastic processes in light-assisted nanomaterial
formation

Precision control of the geometrical features of materials on
the nanometer scale, such as their sizes and positions, are
important factors in obtaining the intended functionalities
of nanophotonic devices and systems in which multiple
nanostructures interact via optical near-fields [16], and also
for plasmonic devices [141]. For example, the sizes of QDs
should be well-controlled to ensure that the quantized energy
levels between adjacent QDs are resonant, to facilitate efficient
optical near-field interactions, as discussed in section 2.2.1
[35]. Arrays of nanoparticles are important in various
applications, such as nanophotonic devices [16], optical
far-field to near-field converters [89] and plasmonic light
transmission lines [142].

To satisfy such requirements, light-assisted, self-
organized nanostructure fabrication principles and techniques
have been developed [49,50]. One example is the sol-gel
synthesis of ZnO quantum dots (QDs) using photo-induced
desorption, which yields reduced fluctuations in QD diameter
[49].  Another example of light-assisted nanostructure
fabrication is metal sputtering with light irradiation which
produces self-organized, size- and position-controlled metal
nanoparticle chains [50]. In addition to the superior ability
in regulating the geometries of nanostructures, these light-
assisted, self-organized fabrication techniques are relatively
simple in their experimental setups and have superior
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production throughput compared with, for instance, scanning-
based methods, such as those based on electron beams [143]
or scanning probes [144].

The physical mechanisms behind light-assisted nanos-
tructure formation have been attributed to material desorption
[49, 145, 146] or plasmon resonance between light and matter.
However, stochastic physical processes are also present, as ob-
served in the experimental data discussed below. Also, we con-
sider that a stochastic approach is indispensable to take account
of the emergence of ordered structures and the wide range of
phenomena observed on the nanoscale in general [147, 148].
For example, Soderlund et al demonstrated log-normal size
distributions in particle growth processes with a simple statis-
tical model [147], and Kish er al demonstrated the log-normal
distribution of single-molecule fluorescence bursts in micro-
and nano-fluidic channels based on a stochastic analysis [148].
Also, a study [149] of the stochastically driven growth of self-
organized structures indicates that the spatio-temporal distri-
bution functions have a key role in controlling the shape and
width of size distributions within the formations. Cutting the
log tails of such distribution functions can contribute to nar-
rower size distributions.

In light of this background, we approach light-assisted
nanofabrication from a stochastic standpoint. Taking
account of light-assisted processes, we build stochastic
models that reproduce tendencies consistent with experimental
observations. Through such considerations, we obtain critical
insights into order formation on the nanometer scale, which
will contribute to the design of nanophotonic devices and
systems.

4.1.1. Light-assisted size-regulation of nanoparticles.
First, we characterize the light-assisted, self-organized
ZnO quantum dot formation, which was experimentally
demonstrated in [49], with a stochastic approach. We first
briefly review the experimental observations. In making
ZnO QDs, synthetic methods using liquid solutions are
advantageous because of their need for simple facilities and
their high productivity [150] compared with other techniques
[151,152]. In conventional sol-gel methods [150], however,
the size of the QDs fluctuates by as much as 25%. Liu et
al demonstrated a light-assisted sol-gel method that reduced
the QD diameter fluctuations [49]. When light with a photon
energy higher than the bandgap energy is radiated during the
ZnO QD formation process, electron—hole pairs could trigger
an oxidation—reduction reaction in the QDs, causing the ZnO
atoms depositing on the QD surface to be desorbed. In
addition, such desorption is induced with a high probability
when the formed QDs reach a particular diameter. This light-
dependent QD size regulation has also been reported in other
material systems, such as CdSe [145] and Si [146].

The insets in figures 24(a) and (b), respectively, show
transmission electron microscope (TEM) images of fabricated
ZnO QDs without and with CW light illumination at a
wavelength of 325nm with a power density of 8 mW cm™2
[49]. Figures 24(a) and (b), respectively, summarize the
incidence rate of nanoparticles as a function of their diameter,
whose fluctuations decreased from 23% to 18% with light

irradiation. In particular, note that the diameter distributions
are different between these two cases.  Without light
illumination (figure 24(a)), it exhibits behavior similar to
a normal distribution. In contrast, with light irradiation,
the distribution is skewed; in particular, the incidences at
larger diameters decreased (figure 24(b)). We investigate this
different behavior by means of stochastic modeling.

First, in the absence of light illumination, we represent
the formation process with a statistical pile-up model, as
schematically shown in figure 24(e). An elemental material
that constitutes a nanoparticle is represented by a square-
shaped block. Such blocks are grown, or stacked one on
another, with a piling success probability p; accordingly, the
piling fails with a probability of 1 — p. In other words, if we
let the height of the pile at step ¢ be s(¢), the piling probability
is given by

Plst+1) =s@)+1s®)] = p,
Plsit+1) =s@®)s@®)]=1-p.

(24)

Since this is equivalent to a random walk with drift, after
repeating this process with an initial condition s(0) = 0, the
resultant heights of the piles exhibit a normal distribution,
as shown in figure 24(c). Specifically, the statistics shown
in figure 24(c) were obtained by repeating 10000 steps for
100 000 difterent trials.

On the other hand, we model the effect of light irradiation
in the formation process in the stochastic model as follows. As
described above, since the material desorption is likely to be
induced at a particular nanoparticle diameter, we consider that
the piling success rate p is a function of the diameter, namely
the height of the pile. For simplicity, we consider that p,
which represents the deposition success probability, decreases
linearly beyond a certain total pile height, as schematically
shown in figure 24( f). In other words, the material desorption
is more likely to be induced beyond a certain pile size due to
the resonant effect mentioned above. That is, the probability p
in equation (22) is replaced with the following size-dependent
probability:

c s(t) < R,

c—as() s(t) > R, (25)

p(s@) = {

where ¢ and « are constants. With such a stochastic model,
the resultant incidence distributions of the piles is skewed or
reduced at larger sizes. In the calculated results shown in
figure 24(d), we assume c 1/2 and o 1/250. The
numerical results obtained through the statistical modeling are
consistent with the experimental observations.

4.1.2. Light-assisted nanoparticle array formation. Yatsui
et al demonstrated the self-organized formation of an ultralong
array of nanoparticles based on near-field optical desorption
(figures 25(a) and (b)) [50]. We first briefly describe
the experimental observations. With conventional radio-
frequency (RF) sputtering, aluminum was deposited on a glass
substrate. A 100 nm wide and 30 nm deep groove was formed
in the substrate, as schematically shown in figure 25(c). Also,
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Figure 24. Incidence patterns of the diameters of fabricated ZnO quantum dots (QDs) formed by a sol-gel method (a) without light
irradiation and (b) with light irradiation. Insets in (@) and (b) are transmission electron microscope images of QDs without and with light
irradiation, respectively. (c),(d) Incidence patterns of the size distribution generated with the proposed stochastic model. The patterns are
consistent with the experimental observations in (a) and (). (e) A stochastic model of light-assisted nanoparticle formation. The growth of
the QD is characterized with a one-dimensional pile-up model. The success of the piling depends on probability p. (f) The effect of light
irradiation is modeled by a decrease in the probability p beyond a certain pile height, which corresponds to the diameter of the nanoparticle

in the experiment.

the substrate was illuminated with light linearly polarized
perpendicularly to the direction of the groove during the RF
sputtering. Thanks to the well-defined edge of the groove, a
strong optical near-field was generated in its vicinity.

A metallic nanoparticle has strong optical absorption
because of plasmon resonance that depends strongly on the
particle size [153-155]. This can induce desorption of a
deposited metallic material when it reaches the resonant
diameter [156,157]. It turns out that as the deposition of
the metallic material proceeds, the growth is governed by a
tradeoff between deposition and desorption, which determines
the particle diameter, depending on the photon energy of the

incidentlight. Consequently, an array of metallic nanoparticles
is aligned along the groove. While radiating CW light with
a photon energy of 2.33 eV (wavelength: 532 nm) during the
deposition of aluminum, 99.6 nm diameter, 27.9 nm separation
nanoparticles were formed in a region as long as 100 um, as
shown in figure 25(a).

As described above, the origin of the size regulation of
the nanoparticles was attributed to the resonance between the
nanoparticles and the illuminated light, similarly to the case
discussed in section 4.1.1. At the same time, we consider
that although this physical mechanism indeed plays a crucial
role, it is not enough to explain the formation of the uniformly
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Figure 25. An array of uniform-diameter, uniform-separation Al nanoparticles is self-organized along a groove, with (a) 2.33 eV light
irradiation and (b) 2.62 eV light irradiation. (¢) Schematic diagram of the experimental setup of Al sputtering on a SiO, substrate in which a
100 nm wide, 30 nm deep groove is formed. During the sputtering, the substrate is irradiated with light having a polarization perpendicular
to the direction of the groove. (d) A stochastic model of the nanoparticle array formation. A one-dimensional array in which an elemental
block could be deposited at position x. (i)—(iv) Rules for successful deposition at a randomly chosen position x. (i) When the position
belongs to one of the clusters, the cluster is maintained. (ii) Deposition is inhibited next to a cluster whose size is larger than By, . (iii)
Deposition is inhibited at a position where the block sees clusters at both the left- and right-hand sides and when the total size of both
clusters is larger than Byy,. (iv) In other cases, deposition at the position succeeds.

formed array structure. To explain such an observation, we
need to extend the stochastic model described in section 4.1.1
as follows.

In the modeling, we assume a one-dimensional horizontal
system that mimics the groove on the substrate; it consists
of an array of N pixels identified by an index i ranging
from 1 to N. An elemental material to be deposited onto
the system, experimentally by the RF sputtering described
above, is schematically represented by a square-shaped block
(figure 25(d)). The initial condition is a flat structure without
any blocks.

At every iteration cycle, the position at which a block
arrives, denoted by x, is randomly chosen. We determine the
success of the deposition at x by the following rules. We denote
the occupation by a block at position x of the groove by S(x);
S(x) = 1 when a block occupies a position x, and S(x) = 0
when there is no block at position x. Also, we use the term
‘cluster’ to mean multiple blocks consecutively located along
the groove. We also call a single, isolated block in the system
a ‘cluster’.

(1) When the randomly chosen position x belongs to one of
the cluster(s), namely, S(x) = 1, we maintain S(x) = 1
(figure 25(d,1)).

(i1) Even if S(x) = 0, when the chosen position x belongs
to a ‘neighbor’ of a cluster with a size greater than a
particular number By, the deposition is inhibited. That
is, we maintain S(x) = 0 (figure 25(d,ii)).

(iii) Even if S(x) = 0, when the chosen position x has blocks
at both its left and right sides and the total number of
connected blocks is greater than By, the deposition is
inhibited. Thatis, we maintain S(x) = 0 (figure 25(d,iii)).

(iv) In other cases, the deposition at position x succeeds;
namely, S(x) = 1 (figure 25(d,iv)).

The rules (ii) and (iii) correspond to the physical effect of the
resonance between the material and the light illumination that
facilitates desorption of the particle. The optical near-field
intensity in the vicinity of a nanostructure follows a Yukawa
function which depends on the material size, as discussed
in section 3.1.2. Therefore, the optical near-fields promote
material desorption, or in effect, inhibit material deposition,
beyond a certain size of nanoparticles, which is characterized
as rule (ii) above. Also, even when a single cluster size is
small, meaning that the corresponding near-fields are small,
when several such clusters are located in close proximity, a
material desorption effect should be induced overall. Such an
effect is represented as rule (iii) above. One remark here is
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Figure 26. (a) Evolution of the cluster size and the cluster interval based on a stochastic model. Both the size and the interval converged to
incidence patterns that exhibited maxima at a particular value, which reproduced the experimentally observed size- and
separation-controlled formation of a nanoparticle array. The interval of the nanoparticles is greater with higher photon energy. By
modifying rule (ii) of the stochastic model, the cluster interval increases, which is consistent with the experimental observations.

(b) Evolution of the number of elements in the stochastic model. After cycle t = 3000, the number of elements is stable, meaning that the

system is getting into a steady state in a self-organized manner.

that we do not pile more than two blocks at a single position x;
that is to say, S(x) takes binary values only, since our concern
is how the clusters are formed in the 1D system.

Figure 26(a) shows the results of a numerical
demonstration assuming a 1D array with N 1000. As
statistical values in the simulations, we evaluated the incidence
of the cluster size and the center-to-center interval between
two neighboring clusters. Figure 26(a¢) summarizes the
evolution of these two values at + = 1000 and r = 100 000.
In the numerical calculations, for the threshold values in
rules (ii) and (iii), we assumed By, = 8 and By, 12,
respectively. We clearly observed that the size and the
interval converged to representative values, which is consistent
with the experimental observations shown in figure 25(a).
Furthermore, we evaluate the total number of elemental blocks
contained in the system as a function of elapsed time in the
stochastic simulation. As shown in figure 26(c) it converges to
a constant value beyond around 3000 iteration cycles, which
is another indication that a self-organized process emerges
based on optical near-field processes. Since the present
modeling includes some parameters, this does not strictly

exhibit so-called self-organized criticality [41]. However, we
consider that the convergence to a uniformly sized, uniformly
separated 1D pattern is indeed a kind of self-organized critical
phenomenon.

Moreover, as reported in [50], a similar experiment
was conducted with a higher photon energy of 2.62eV
(473nm) and an optical power of 100 mW, which resulted
in the formation of 84.2nm diameter, 48.6nm separation
nanoparticles (figure 25(b)). As summarized in the
experimental results indicated in figure 26(a), the diameter
is slightly reduced and the nanoparticle distance is enlarged
compared with the previous case of lower photon energy
(2.33eV (532 nm)). The reduced diameter of the nanoparticles
is attributed to the fact that the higher photon energy leads
to desorption at smaller diameters [49,153]. The larger
separation between adjacent nanoparticles is, however, not
obviously explained.

We presume that a stronger light—matter resonance is
induced at a higher photon energy, which more strongly
induces material desorption, or inhibits the deposition of
materials, in the neighboring clusters. We can take account
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of this effect by modifying the stochastic model described
above. Instead of blocking the deposition at the neighboring
positions by rule (ii), we consider that distant neighbors are
also inhibited:

(i) Even if S(x) = 0, when x sees a cluster with a
size greater than a particular number By,;, within an area (a)
between x — 3 and x — 1 or (b) between x + 1 and x + 3, the
deposition is inhibited. That is, we maintain S(x) = 0.

While preserving By, and By, values with the previous
example, the cluster size statistics evolve as shown in
figure 26(a). At the iteration cycles + = 1000 and 100 000,
the incidences of single-sized clusters are large. This is due to
the strict inhibition rule (ii’) above, which reduces the chance
of clusters growing. Treating such a single-sized cluster as
an artifact, or a virtually ignorable element, in the system,
we evaluate the cluster-to-cluster interval except for single-
sized clusters. The cluster interval converges to a maximum
of 10, as shown in figure 26(a), which is larger than the
previous case, which converged to 8. This is consistent with
the experimental observations. Finally, we make one remark
about the dimensions of the models concerned in this paper. We
consider that the 1D models described above characterize the
physical principles behind the experimental demonstrations of
ZnO QD formation and the Al nanoparticle array formation.

4.1.3. Light-assisted morphology formation. We previously
reported in [21] that a unique granular Ag film was formed
by depositing Ag particles on the electrode of a photovoltaic
device composed of P3HT and ZnO under light illumination
(wavelength A 660nm) while reversely biasing the
P3HT/ZnO p-n junction. The resultant device generated a
photocurrent at wavelengths as long as 670 nm, which is longer
than the long-wavelength cut-off (A, = 570 nm) of P3HT. In
other words, light-assisted fabrication yields photosensitivity
in a frequency regime where there is conventionally zero
response. Such an effect is attributed to a phonon-assisted
near-field process, as discussed in [21]. Similar phenomena
have been observed in other material systems [19, 20].

One important concern is to investigate the relevance
between the induced characters associated with the material
after the light-assisted fabrication process and the resultant
emergent optical properties. But before obtaining such
crucial insights, here we address the character of the
resultant morphology of the devices and elucidate the physical
mechanism of the pattern formation in the first place. We
analyzed the morphological character of Ag clusters, and
in order to understand the principles behind the formation
process, we constructed a stochastic model involving the
geometrical character of the material, its associated optical
near-fields, and the materials that flow in and out of the
system.

The device structure is summarized as follows [21]. A
schematic cross-section of the device structure is shown in
figure 27(a). A P3HT layer about 50nm thick was used
as a p-type semiconductor material, and a ZnO film about
200 nm thick was used as an n-type semiconductor. P3HT
is commonly used as a hole-conduction component [158]. In
the experiment [21], photocurrent generation in a ZnO thin
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Figure 27. (a) (Top) cross-sectional structure of a photovoltaic
device made of P3HT and ZnO sandwiched by Ag and ITO
electrodes. (Bottom) a schematic diagram of the Ag sputtering
process under laser light irradiation and application of a reverse-bias
dc voltage. A close-up of the Ag deposition/repulsion at the surface
due to the phonon-assisted optical near-field process.

(b) Photocurrent generation in devices (i)—(iii) in a longer
wavelength region, where the normal device, case (i), exhibited
almost no sensitivity, whereas the other two showed evident
photocurrent generation.

film was evaluated at wavelengths longer than the cut-off
wavelength A, = 570 nm, which falls within the wavelength
range where the ZnO thin film is transparent (A = 400 nm). An
ITO film about 200 nm thick and an Ag film a few nanometers
thick were used as the two electrodes. In the previously
reported experiment [21], thin films of these materials were
deposited on a sapphire substrate in series. As a result, a
multi-layered film with an area of 30 mm? was formed on
the sapphire substrate. At the last stage of the fabrication
process, Ag was deposited on the Ag thin film, which is the key
process in differentiating the resultant performance in terms of
photocurrent generation. Figure 27(a) schematically illustrate
the experimental setup used in [21] and the corresponding
processes. Briefly, the Ag is deposited by RF sputtering
under light illumination while applying a reverse-bias dc
voltage, V, = —1.5V, to the P3HT/ZnO p-n junction. The
wavelength of the incident light is 660 nm, longer than the cut-
off wavelength of P3HT. Under light illumination, an optical
near-field is locally generated on the Ag surface, which induces
acoherent phonon at the p—n junction, leading to the generation
of a virtual exciton—phonon—polariton. This then generates an
electron—hole pair at the p—n junction. The electron and hole
are separated from each other by the reverse-bias voltage. The
positive hole is attracted to the Ag film, which makes the Ag
film positively charged.

Since the sputtered Ag is positively ionized by passing
through the argon plasma or due to the collision of the argon
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Figure 28. SEM images of the surfaces of the Ag electrodes and the incidence patterns of the cluster areas. (i) No dc bias (V;, = 0), no light
irradiation (P = 0), (ii) V, = —1.5V, P =50 mW and (iii) V, = —1.5V, P = 70 mW.

plasma with the Ag-target used for RF sputtering [159], these
positively ionized Ag particles are repulsed from the positively
charged area of the Ag film where the positive holes have been
injected, as schematically shown in figure 27(a). This means
that the subsequent deposition of Ag is suppressed in the area
where optical near-fields are efficiently induced. The processes
described here lead to the unique granular structure of the Ag
film formed in a self-organized manner, which is the primary
focus of the stochastic modeling. Five kinds of devices are
discussed in [21], with different combinations of reverse-bias
voltage and incident light power. In the work described in
this paper, we analyzed the following three devices, or cases:
@) Vy, =0and P =0, (il)) V, = —1.5V and P = 50 mW,
and (iii) V, = —1.5V and P = 70 mW. Figure 28 shows
SEM images of the Ag film surfaces for cases (i)—(iii). It
is evident that unique surface morphologies were obtained in
cases (ii) and (iii) with the light irradiation. As summarized
in figure 27(b), photocurrents were generated in cases (ii) and
(iii) in the longer wavelength range, where case (i) exhibited no
response.

Figure 28 represents the incidence pattern as a function
of the size of the Ag clusters, obtained by analyzing the SEM
images. A number of small clusters were observed in cases
(i1) and (iii), but some of them were large. Also, as depicted
by arrows in figures 28(ii) and (iii), the incidence showed a
local maximum at a particular cluster size. Also note that the
maximum appeared at a larger size with lower power light
irradiation. On the other hand, case (i) exhibited a different
incidence pattern of the cluster area, showing a representative
(mode) size of around 5 x 10° nm?. In other words, we can see
evident differences in the surface morphologies between the

fabrication processes with and without light irradiation and a
reverse dc bias.

Taking account of the physical processes of the material
formation described above, we constructed a simple stochastic
model that preserves the essential characteristics. First we
consider a two-dimensional (2D) M x M square grid cell
structure Ay, where a cell, also called a pixel, is specified
by P = (px, py) € Ay. Ineachcell, a variable h(P) € {0, 1}
is assigned so that areas where the Ag film surface has bumps
are represented by 2(P) = 1, and areas where the surface is
flat are represented by h(P) = 0. In figure 29(a), the pixels
with #(P) = 1 are indicated by black cells, whereas those
with #(P) = 0 are indicated by white ones. We simulate the
material deposition process as follows.

Initially, we assume a completely flat surface, namely,
h(P) =0forall P € Ay. First, we randomly choose a cell P
in the 2D grid structure and let a particle arrive at P. Second,
we determine if the particle successfully lands on a cell or is
repulsed, that is, deflected, out of the system, by taking account
of the positively charged Ag to be sputtered and the holes that
could appear on the Ag film surface. We calculate a pseudo-
footprint denoted by Q p, defined below, in order to evaluate
this effect in the stochastic modeling.

If the calculated value of Qp is smaller than or equal to
a threshold Z, and if the flat surface condition is satisfied
(h(P) = 0), an arriving particle is able to land on the cell
P; that is, h(P) = 0 — h(P) = 1. In contrast, if Qp
is larger than Z, the arriving particle is deflected outside the
system, representing repulsion between the positively charged
Ag particle and the positively charged clusters on the surface
due to the reverse bias. If Qp is smaller than or equal to
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Figure 29. (a) A two-dimensional (2D) grid cell structure used to model the stochastic pattern formation process. (i)—(iii): Examples for
calculating the pseudo-footprint for a cell P. (b) Simulating a drift process when the pseudo-footprint at cell P is less than the threshold
value but cell P is occupied. (c) Incidence pattern as a function of cluster area, with threshold Z as a parameter. The model produces
behavior consistent with the experimental observations. (d) Evolution of the ratio of the occurrence of repulsion. The value becomes stable

after cycle + = 300, representing self-organized pattern formation.

Z but the point P is already occupied (h(P) = 1), the
arriving particle will sit in a free, randomly chosen neighbor,
representing a drift process.

The pseudo-footprint metric in each square grid cell
corresponds to the sum of the areas of its eight neighbors.
More precisely, the pseudo-footprint at P is given by

2

i={-1,0,1},j={-1,0,1}

Op = se, (26)

where Sg’j ) represents the total number of occupied cells,
or area, connected to the cell (p, + 1, py + j) either in the
horizontal (x) or vertical (y) neighbors, as schematically
shown in figure 29(a). For example, in the case shown in
figure 29(a,i), the area of the top-left corner is S;,_]’H) =3, and
that of the bottom-left one is S;fl’*l) = 1. Therefore, based on
equation (26), the pseudo-footprintis givenby Q p = S}71’+1)+
Sfp_l’_l) = 4. In another example shown in figure 29(a,ii), the

areas are given by S;,_I‘H) =3, S;f)‘”) =3 and Sf;l‘_l) =1,
which yields Qp = S5 """ 450"V 4+.§57Y = 7. In another
example shown in figure 29(a,iii), Qp = Zi,j Sg”) = 21.

When an arriving Ag particle is not repulsed from the
system, but the point P is occupied, the particle lands in
a randomly chosen neighboring cell. The left-hand side of
figure 29(b) represents one such example where Qp = 4.
Suppose that this Q p is smaller than the threshold Z. Since
the point P is occupied, a free neighboring cell is randomly
chosen along the x- or y-direction. For example, the system is
updated as shown in the right-hand side of figure 29(b), where
a newly arriving particle lands to the right of the point P, in
other words, h(p, + 1, py) =0 — h(p, +1, p,) = 1. Such
a rule represents the drift process occurring on the Ag film
surface.

By iteratively applying the stochastic process described
above in a repeated manner for 7 cycles from a flat initial
state, a variety of resultant spatial patterns were generated.
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They also depended on the threshold Z. By setting the size of
the grid to 16 x 16 cells, that is, M = 16 for the region Ay,
while setting the threshold at Z = 10 and the number of cycles
T = 300, a variety of spatial patterns are generated based on
the stochastic model. To examine the statistical properties,
the incidence pattern of the mean number of each cluster in
N different samples was evaluated, as shown in figure 29(c),
where the number of iteration cycles was T 1000 and
the number of trials was N = 100. Squares, triangles and
circles, respectively, represent the incidence of the clusters in
the system with different thresholds Z = 5, 10 and 20.

The incidence pattern exhibited different characters
depending on the threshold value (Z = 5, 10, 20): with
smaller Z, the cluster area yielding the local maximum
incidence shifted towards a smaller value in figure 29(c), which
agrees with the experimentally observed character shown in
figure 28, where larger optical light irradiation produced
smaller clusters (peaks are indicated by arrows). In other
words, higher-power light irradiation more likely induces
repulsion, leading to a local maximum at a smaller cluster
area for the clusters formed on the surface. This supports the
physical interpretation that the pseudo-footprint appropriately
represents the repulsion due to the optical near-field effect.
That is to say, the pseudo-footprint reflects the positive holes,
and an associated optical near-field localized around a cluster,
or spatial inhomogeneity, is induced. In considering the
self-organized pattern formation, figure 29(d) characterizes
the ratio of the occurrence of repulsion at cycle 7 among
N = 100 trials. In other words, it shows the time evolution
of the probability of repulsion. The probability increases as
the iteration cycle increases; a repulsion probability of 0.8 or
higher was observed after the iteration cycle reached around
300. Since the present stochastic model includes a threshold
value Z, strictly speaking, it does not exhibit so-called self-
organized criticality [41]. However, a flat surface converges
to various kinds of patterns in a self-organized manner while
exhibiting common statistical properties, which is as a kind
of self-organized critical phenomenon due to near-field effects
inherent in the stochastic model described above.

In summary, in photovoltaic devices made by exploiting
an optical phonon-assisted near-field process exhibiting unique
photocurrent generation, we analyzed the surface morphology
of the Ag electrode of the fabricated devices and constructed a
stochastic model to explain the fundamental physical process
of the material formation. The numerical simulation results
exhibited behavior consistent with the experimental results.

4.2. Solution searching

Another aspect of the stochastic nature inherent in
nanophotonics is its application to novel computing devices
and architectures [160]. Nature-inspired architectures are
attracting significant attention in various research areas, such
computational neurosciences, stochastic-based computing and
noise-based logic, and spatio-temporal computation dynamics
[53], in order to benefit from the superior attributes of nature
and living systems.

Among this research, Aono et al demonstrated ‘amoeba-
based computing’ tasks, such as solving the constraint

satisfaction problem (CSP) [53] and the TSP [55], by
utilizing the spatio-temporal oscillatory dynamics of the
photoresponsive amoeboid organism Physarum combined with
external optical feedback control. These demonstrations
indicate that spatio-temporal stochastic dynamics can
be utilized for obtaining solutions for problems which
today’s von-Neumann-architecture computers cannot deal
with efficiently. Such stochastic dynamics could originate
from nanometer-scale interactions between light and matter
[91]. In particular, it should be noted that the optical
excitation transfer between quantum nanostructures mediated
by optical near-field interactions, discussed in section 2, is
fundamentally probabilistic, as indicated by the quantum
master equations. Until energy dissipation is induced, an
optical excitation simultaneously interacts with potentially
transferable destination quantum dots in the resonant energy
level. Such aprobabilistic behavior can be used for the function
of solution searching and exploration. In addition, the optical
energy transfer has been shown to be 10*-times more energy
efficient than that of the bit-flip energy required in conventional
electrically wired devices (section 2.1.3) [70].

We investigate the spatio-temporal dynamics inherent in
optical excitation transfer. Furthermore, we demonstrate that
it can be utilized for solving a CSP. The optical excitation
transfer depends on the existence of resonant energy levels
between the quantum dots or the state filling effect occurring
at the destination QDs (section 2.1.5). Such a spatial and
temporal mechanism yields different evolutions of energy
transfer patterns combined with certain feedback mechanisms.
In contrast to biological substrates, optical energy transfer
is implemented by highly-controlled engineering means for
designated structures. The operating speed of such optical-
near-field mediated QD systems, which is in the order of
nanoseconds when we are concerned with radiative relaxation
processes, is also significantly faster than ones based on
biological organisms, which is in the order of seconds or
minutes [53].

In addition, we should emphasize that the concept and
the principles discussed here are fundamentally different from
those of conventional optical computing or optical signal
processing, which are limited by the abilities of propagating
light. The concept and the principles are also different from
the quantum computing paradigm where the superposition
of all possible states is exploited to lead to a correct
solution. The optical near-field-mediated energy transfer is
a coherent process, indicating that an optical excitation could
be transferred to all possible destination QDs via a resonant
energy level, but such coherent interaction between QDs results
in a unidirectional energy transfer by means of an energy
dissipation process occurring in the larger dot. Thus, our
approach paves the way to another computation paradigm in
which both coherent and dissipative processes are exploited.

Here we assume one smaller quantum dot, denoted by
QDs, and four larger quantum dots, denoted by QDy;, QDy,
QDy3 and QDy4, as shown in figure 30(a). The smaller and
larger QDs are resonant with each other. Figure 30(b) shows
representative parameterizations associated with the system:;
for example, the (1,0)-level in the smaller QD is denoted by
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Figure 30. (a) Architecture of the optical-energy-transfer-based system for solving the constraint satisfaction problem studied in this paper
and composed of a smaller quantum dot and four larger quantum dots and () its energy diagram. Radiation from the larger quantum dots is
detected. Control light is used for inducing state filling in the larger quantum dots. (c¢) Energy transfer probabilities calculated as time
integrals of the populations depending on the state filling of the larger dots, shown in (a). There are a total of six different spatial
arrangements of the induced state filling, excluding the symmetries. (d) There are a total of 2* (=16) different combinations of binary values
in the given problem. The correct solutions are the state numbers (7) and (10), where {x1, x5, X3, X4} are, respectively, given by {0,1,0,1}

and {1,0,1,0}.

S, and the (1,1)-level in QDy, is denoted by L{”. These
levels are resonant with each other and are connected by
inter-dot interactions denoted by Usy, (i = 1,...,4). The
lower level in QDy,, namely, the (1,0)-level, is denoted by
LEL), which could be filled via the sublevel relaxation denoted
by I', from L"), The radiations from the S and L; levels
are, respectively, represented by the relaxation constants yg
and y,. We call the inverse of those relaxation constants
the radiation lifetime in the following. We also assume
that the photon radiated from the lower level of QD;, can
be separately captured by photodetectors. The channels of
control light, denoted by C;,, can induce a state filling effect
at Li(l‘). Summing up, figure 30(a) schematically represents the
architecture of the system to be studied in this paper for solving
a CSP.

In the numerical calculation, we assume Ug;: = 100 ps,

= 10ps, Vljil = 1ns and ygl = 2.92ns as a typical
parameter set. If there is no state filling in the system, an optical
excitation sitting initially at S can be transferred to any one of
QD to QD4 with the same probability, as demonstrated in
figure 30(c,0), which is the time integral of the population
involving the energy level Ll.(L). If QDy; suffers from state

filling, on the other hand, the initial excitation at S is more
likely to be transferred to QDpj, QDr3 or QDyr4, as shown
in figure 30(c,1). Looking at the results more closely, the
probability of transfer to QD3 is higher than the probabilities
of transfer to QDy, and QD; 4 by considering the geometrical
arrangements of the system. A detailed discussion is found
in [160]. Additionally, the energy transfer probabilities in the
presence of two, three or four state filling are summarized in
figure 30(c). The energy transfer probability, given by the
integral of the population divided by a constant gain factor, is
indeed a FoM indicating the trend of optical energy transfer
from the smaller quantum dot to the four larger ones. It
does not obey the conservation law of probability, namely, the
summation of the transition probability to QDy, is not unity.
Instead, we see that the energy transfer to QDy, occurs if a
random number generated uniformly between 0 and 1 is less
than the transition probability to QDy,,.

The idea for problem solving is to control optical energy
transfer by controlling the destination QD by using control
light in an adequate feedback mechanism. We assume that
photon radiation, or observation, from the energy level LfL) is
equivalent to a binary value x; resulting in a logical 1 level,
whereas no observation of a photon means x; = 0.
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We consider the following CSP as an example regarding
an array of N binary-valued variables x; (i =1, ..., N). The
constraint is that x; = NOR(x;_1, x;4+1) should be satisfied
for all i. That is, variable x; should be consistent with a
logical NOR operation of the two neighbors. Fori = 0and N,
the constraints are, respectively, given by x; = NOR(xy, x7)
and xy = NOR(xy_1, x1). We call this problem the ‘NOR
problem’ hereafter in this paper. Taking account of the nature
of an individual NOR logic operation, one important inherent
characteristic is that if x; = 1 then its two neighbors should
both be zero, or x;_; = x;;; = 0. Recall that a photon
radiated, or observed, from the energy level Ll.(L) corresponds
to a binary value x; = 1, whereas the absence of an observed
photon means x; = 0. Therefore, x; = 1 should mean that the
optical energy transfer to both Lff)l and Ll(fl) is prohibited so
that x;_; = x;;; = 0 is satisfied. Therefore, the feedback or
control mechanism is as follows:

[Control mechanism] If x; = 1 at the cycle ¢, then
the control light beams C;_; and C;,; are turned on at the
cyclet =1+ 1.

In the case of N = 4, there are in total 2* optical energy
transfer patterns from the smaller dot to larger ones. In this
case, variables satisfying the constraints do exist, and they
are given by {xi, x2, x3, x4} = {0,1,0,1} and {1,0,1,0},
which we call ‘correct solutions’. Figure 30(d) schematically
represents some of the possible states where the states (7) and
(10), respectively, correspond to the correct solutions.

We now make a few remarks regarding the NOR problem.
One is about potential deadlock, analogous to Dijkstra’s
‘dining philosophers problem’, as already argued by Aono
et al in [53]. Starting with an initial state x; = O for all i, and
assuming a situation where optical energy is transferred to all
larger QDs, we observe photon radiation from all energy levels
Li(L) , namely, x; = 1 for all i. Then, based on the feedback
mechanism shown above, all control light beams are turned
on. If such a feedback mechanism perfectly inhibits the optical
energy transfer from the smaller QD to the larger ones at the
next step ¢ + 1, the variables then become x; = 0 for all i. This
leads to all control light beams being turned off at # + 2. In this
manner, all variables constantly repeat a periodic switching
between x; = 0 and x; = 1 in a synchronized manner.
Consequently, the system can never reach the correct solutions.
However, as indicated in figure 30(c), the probability of optical
energy transfer to larger dots is in fact not zero even when
all larger QDs are illuminated by control light, as shown in
figure 30(c(4)). Also, even for a non-illuminated destination
QD, the energy transfer probability may not be exactly unity.
Such a stochastic behavior of the optical energy transfer is
a key role in solving the NOR problem. This nature is
similar to the demonstrations in amoeba-based computing [53]
where fluctuations of chaotic oscillatory behavior involving
spontaneous symmetry breaking in the amoeboid organism
guarantees such a critical property.

The operating dynamics cause one pattern to change to
another one in every iteration cycle. Thanks to the stochas-
tic nature, each trial could exhibit a different evolution of the
energy transfer patterns. In particular, the transition probabil-
ity, shown in figure 30(c), affects the behavior of the transitions.

Therefore, we introduce a gain factor (G) to be multiplied by
the energy transfer probability summarized in figure 30(c).

The curves in figure 31(a) represent the evolution of
the output appearance from QD;,, namely, the ratio of the
incidence when x; = 1 among 1000 trials evaluated at
each cycle. The curves in figure 31(b) characterize the
ratio of the appearance of the state that corresponds to the
correct solutions: {0,1,0,1} (state 7) and {1,0,1,0} (state 10),
respectively. When we closely examine the evolutions of x; in
figure 31(a), we can see that the pair x; and x3 exhibit similar
behavior, as do the pair x; and x4. Also, the former pair exhibit
larger values, whereas the latter pair show smaller values, and
vice versa. This corresponds to the fact that correct solutions
are likely to be induced as the iteration cycle increases.

Such a tendency is more clearly represented when
we evaluate the time-averages of the characteristics in
figures 31(a) and (b). Figure 31(c) shows the evolutions of
the ratio of the incidences when x; = 1, and figure 31(d)
shows the ratios of state (7) and state (10) averaged over every
five cycles. We can clearly observe a similar tendency to the
one described above. Also, we should emphasize that, thanks
to the probabilistic nature of the system, the states of correct
solutions appear in an interchangeable manner. This is a clear
indication of the fact that the probabilistic nature of the system
autonomously seeks the solutions that satisfy the constraints of
the NOR problem; the state-dependent probability of energy
transfer plays a critical role in this. In other words, it should
be emphasized that a non-local correlation is manifested in
the evolution of x;; for instance, when the system is in state
(7), {0,1,0,1}, the probabilities of energy transfer to QDy,
and QDy3 are equally comparably low (due to state filling),
whereas those to QDy, and QDy4 are equally comparably
high, indicating that the probability of energy transfer to an
individual QDy, has inherent spatial patterns or non-local
correlations. At the same time, the energy transfer to each
QDy, is indeed probabilistic; therefore, the energy transfer
probability to, for instance, QDy; is not zero even in state (7),
and thus, the state could transition from state (7) to state (10),
and vice versa. In fact, starting with the initial condition of
state (7), the ratio of the output appearance from QD¢ ; and the
ratio of the correct solutions evolve as shown in figures 31(e)
and (f), where states (7) and (10) occur equally in the steady
state at around 20 time cycles. Figure 31(g) evaluates the
accuracy rate, which is the number of correct solutions among
1000 different trials at # = 100, as a function of the gain factor.
We can see that a gain of 2.5 provides the highest accuracy rate.

We make two final remarks to conclude this section. The
first is about the relevance to a satisfiability (SAT) problem. In
the case of N = 4, solving the NOR problem demonstrated
above is equivalent to solving the following satisfiability
problem instance given in a conjunctive normal form:

f 1, x2, X3, x4) = (X1 V —x2) A (7x1 V Txg)

A(mxy V —x3) A (mx3 V oxg) A (xg V xa Vx3)

AXT VX VX)) A Va3Vaxg) Ao VxsVag). 27)
Since the maximum number of literals in clauses in equation

(27) is three, this is an instance of a so-called 3SAT problem
[161]. We presume that such a SAT problem could be
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Figure 31. (a) The evolution of the ratio of the output appearance from QD , or x; = 1, and (b) the ratio of the state corresponding to the

correct solutions with the initial state of {x;, x», x3, x4} = {0, 0, 0, 0}.

(c),(d) Time-averaged traces of (b) and (c), respectively. (e) The

evolution of the ratio of the output appearance from QD,, or x; = 1, and (f) the ratio of the state corresponding to correct solutions with

the initial state {xy, x,, x3, x4} = {0, 1, 0, 1}. (g) Calculated accuracy
function of the gain factor.

dealt with by variants of our optical-near-field-mediated
systems developed in the future [162]. SAT is an important
non-deterministic polynomial-time complete (NP-complete)
problem, indicating that no fast algorithm has been found
yet [161]. We consider that nanophotonic principles could
potentially provide a new way to solve such computationally
demanding problems.

The second remark is about the implementation of optical
energy transfer for such stochastic computing applications. As
mentioned in the introduction, the latest notable features are the

rate, or the ratio of the number of correct states among all trials, as a

rapid advancements made in nanomaterials for optical energy
transfer [24,25,37,74,163]. Among various technologies,
for example, Akahane et al successfully demonstrated energy
transfer in multi-stacked InAs QDs where layer-by-layer QD
size control has been accomplished [163]. Adequate QD
size control also allows optical coupling between optical far-
fields and optically-allowed energy levels in a quantum dot
mixture, which could help to solve the interfacing issues of the
system, as demonstrated in section 2.1.4. Research in the field
of nanodiamonds may also be of promise in implementing
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the architecture of the present study [164, 165]; near-field
applications of nanodiamonds have already been demonstrated
by Cuche et al in [12].

5. Conclusion and future outlook

In this paper, we have discussed nanophotonics from the
standpoint of information physics. In particular, we
highlighted optical excitation transfer involving optical near-
field interactions, hierarchical properties inherent in optical
near-fields, and the stochastic nature of nanophotonics. Design
issues and applications were theoretically and experimentally
investigated, together with a presentation of theoretical
fundamentals and formalisms.

Finally, we make a few remarks on the future prospects
of research and development in nanophotonics from an
information physics, or system-level, viewpoint. We consider
that future research and development will be roughly grouped
into three categories.

The first category concerns further investigation of basic
and emergent properties in nanophotonics.  This paper
addresses and resolves some of these concerns, such as
unidirectionality of optical excitation transfer, the lower bound
of energy dissipation, networks of optical near-fields and
their associated associated spatio-temporal dynamics, and the
theory of hierarchy. However, there are plenty of unresolved
issues. For instance, the randomness of nanostructures
and their resultant information-related performance measures,
such as information capacity [166], should be further
investigated while taking account of localized and hierarchical
properties of near-field interactions. In addition, scalability
and adequate information representations for nanophotonic
systems should be further investigated in the future. For
example, the scalability of the solution searching discussed
in section 4.2 would be important in terms of both purely
theoretical standpoints and physical implementations.

The second category involves design-related concerns in
nanophotonics. This paper presented a theoretical approach
to networks of near-field interactions, shape-engineered
nanostructures, etc, for the purpose of extracting and/or
optimizing intended functions by utilizing optical excitation
transfer and the hierarchical nature of nanophotonics. The
multipole nature of optical near-fields, for instance, has been
applied to the demonstration of a ‘lock-and-key’ relation
between two nanostructures, as described in section 3.3.2.
The degrees-of-freedom available on the nanoscale, however,
are in fact much more abundant and should be thoroughly
investigated; these include magnetic field, electron spin
and so on. For instance, magnet-chiral effects [167] and
energy transfer in diluted magnet semiconductors [79] suggest
the importance of including a discussion of spin in the
treatment of optical near-fields. Besides, as discussed
in section 4.1, morphology in nanoscale material provides
interesting functions, such as light emission from indirect-
type semiconductors (e.g. silicon) [20]. It has been suggested
that coherent coupling between phonons and optical near-fields
lies behind such phenomena [168]. Solid theoretical schemes,
including ones that offer systematic design frameworks for

realizing versatile materials and functionalities, should be
investigated. =~ Computational approaches that can unify
the first-principles calculations of matter and localized
electromagnetic phenomena are also demanded [57, 169].

The third category concerns applications. Logic
operations (section 2.1.5), interconnects (section 2.1.4), and
stochastic computing (section 4.2) exploit optical excitation
transfer. Hierarchical information retrieval (section 3.2.1) and
hierarchical optical elements (such as hierarchical holograms;
section 3.3) based on the hierarchical properties inherent
in optical near-fields have been described. In addition
to these information-related applications, an information
physics approach provides the foundations and principles
for other applications, such as energy or nanofabrication.
For instance, networks of optical near-field interactions
have been applied to the analysis of photodetection
(section 2.2), and a stochastic approach has an impact on
the fabrication of nanostructures (section 4.1.1) and energy
devices (section 4.1.2). Further applications of nanophotonics
are expected, and an information physics approach will be
fundamental for conceiving novel applications and putting
them into practice.

Through these inter- and cross-disciplinary investigations
covering optical, material, and information sciences, as well as
considering applications that will provide new value via state-
of-the-art technologies, we hope to convey the excitement and
sense of wonder that emerges, and to harness the fruits of these
investigations to pave the way to a new research area of physical
and information sciences and technologies.
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Abstract Although recent advances in fabrication tech-
nologies have allowed the realization of highly accurate
nanometric devices and systems, most approaches still lack
uniformity and mass-production capability sufficient for
practical use. We have previously demonstrated a novel
technique for autonomously coupling heterogeneous
quantum dots to induce particular optical responses based
on a simple phonon-assisted photocuring method in which
a mixture of quantum dots and photocurable polymer
is irradiated with light. The cured polymer sequentially
encapsulates coupled quantum dots, forming what we call a
nanophotonic droplet. Recently, we found that each
quantum dot in the mixture is preferably coupled with other
quantum dots of similar size due to a size resonance effect
of the optical near-field interactions between them. More-
over, every nanophotonic droplet is likely to contain the
same number of coupled quantum dots. In this paper, we
describe the basic mechanisms of autonomously fabricat-
ing nanophotonic droplets, and we examine the size- and
number-selectivity of the quantum dots during their
coupling process. The results from experiments show the
uniformity of the optical properties of mass-produced
nanophotonic droplets, revealed by emission from the
contained coupled quantum dots, due to the fundamental
characteristics of our method.
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1 Introduction

Various fabrication technologies have been actively
developed for realizing novel devices and systems that
operate on the nanometric scale, and some of them have
become commercially available [1-4]. Especially in the
case nanophotonic devices [5] that operate based on optical
near-field interactions between nanometric components,
they must be fabricated by precisely combining and
aligning nanometric components to exhibit the intended
optical functions [6-9]. In order to develop the concepts
and achievements of such nanometric devices and systems
to a practical level where they can be employed in various
applications, mass-production while maintaining uniform
quality is essential.

Self-assembly is one promising method of realizing
mass-production of nanometric devices [10-13]. Previously,
we reported an all-autonomous technique for producing
nanophotonic droplets [14]. A nanophotonic droplet is
formed of coupled heterogeneous quantum dots (QDs)
encapsulated by locally cured photocurable polymer.
Encapsulation of selected micro- or nano-materials is an
effective approach for preparing an isolated system from its
surroundings, as well as realizing stability and durability
[15-17]. During the process of fabricating nanophotonic
droplets, incident light having a lower photon energy than
the curing energy of the polymer is radiated. The incident
light induces a phonon-assisted process [18-21], namely,
multistep excitation, which cures the polymer via activated
phonon levels. This process occurs only when heteroge-
neous QDs come close to each other. In this paper, we
focus on the QD-coupling process and experimentally
verified the size- and number-selectivity during the process
due to the optical near-field interactions between QDs,
which determines the uniformity of the optical properties

@ Springer
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of mass-produced nanophotonic droplets. First, we briefly
review the basics of the phonon-assisted photocuring
method, whose details have been published in [14]. Then,
we describe experiments conducted to reveal the charac-
teristic features of the coupling process by measuring the
optical properties of individual nanophotonic droplets.

2 Basics of producing a nanophotonic droplet

An optical near-field can be described with the concept of a
dressed photon (DP), which is a quasi-particle representing
the coupled state of a photon and an electron in a nano-
metric space [22]. A DP can excite a multi-mode phonon in
a nanometric material and can then couple with this phonon
[18-21]. The quasi-particle representing this coupled state
has been named a dressed-photon-phonon (DPP). In our
proposed method for producing nanophotonic droplets, we
utilize the DPP for coupling heterogeneous QDs in a
solution with a photocurable polymer and encapsulating
them in the photocured polymer. In order to induce the
photocuring process in a self-assembled manner, the mix-
ture in the solution, in which QDs freely float, exhibiting
Brownian motion, is irradiated with assisting light.

The principle of our proposed method is schematically
shown in Fig. 1. We assume a mixture containing two types
of QDs, QD4 and QDg, and a photocurable polymer, and the
mixture is irradiated with assisting light having photon
energy hv,gist. Lhe transition energies of QD4 and QDg are
Eabg and Ep g, respectively, and the activation energy of
the photocurable polymer is Epoy.ace. When the energies
satisfy the condition Ejpg </hVagsist <Epoly.act <Eabg, the
following process can be induced. If the numbers of QDs,
or in other words, their volume densities, in the mixture are
not sufficiently high and they rarely encounter each other,
only QD, spontaneously emits visible light by absorbing
the assisting light. In this case, no subsequent physical or
chemical reaction occurs. On the other hand, if the density
is sufficiently high that the QDs can frequently encounter
each other, multistep energy excitation of the photocurable
polymer occurs due to DPP interactions between neigh-
boring QDA and QDg, and the photocurable polymer is
subsequently cured, as shown in the upper diagram in
Fig. 1. Moreover, further irradiation with the assisting light
induces multistep excitation of QDg due to DPP interac-
tions with the neighboring QD,. Subsequently, QDg
spontaneously emits light with a higher photon energy than
the assisting light, and the photocurable polymer in the
surroundings is locally cured by absorption of the emitted
light. As a result, the cured polymer encapsulates the
coupled-QDs, preventing further combination or separation
of the encapsulated QDs.
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Fig. 1 Schematic diagram of process of fabricating a nanophotonic
droplet based on phonon-assisted photocuring

Since the spatial distribution of the DPP energy gener-
ated on the surface of the QDs is expressed by a Yukawa
function [23], the separation between the two QDs is the-
oretically defined by the Yukawa function. Moreover, the
encapsulated coupled-QDs are necessarily composed of
heterogeneous QDs, because the above sequence is induced
only when QD, and QDg encounter each other. Descrip-
tions of the electronic transitions via such a coupled state
induced by the assisting light have been previously
described in a recent report by the authors [14].

Here, we describe the size resonance effect of optical
near-field interactions [24]. Because induced optical near-
fields are localized around nanometric structures, and the
scale of their spatial distribution is comparable to the size
of the structure, as described by the Yukawa function [23],
the energy of the optical near-field interactions between
two nanometric structures is expected to be maximized
when the sizes of the two structures are similar. From the
theoretical formulation in [24], when two nanometric par-
ticles with diameters r, and rg come close to each other, as
shown in Fig. 2a, the intensity of the size resonance effect,
I(dap), between the two is given by
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Fig. 2 a Schematic diagram of
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where d,p is the distance between the two particles, and
A is a proportionality constant. Figure 2b plots the nor-
malized intensity of the optical near-field interactions in the
cases where r, = 10, 15, and 20 nm. As shown, other
particles with similar sizes, namely, rg = 11, 17, and
21 nm, respectively, are likely to produce more intense
interactions.

Because our phonon-assisted curing method is funda-
mentally induced by the optical near-field interactions
between two heterogeneous QDs, QDs with similar sizes
are assumed to be preferably coupled with each other due
to this size resonance effect, as schematically shown in
Fig. 2c. Moreover, encapsulation of the coupled-QDs
begins almost as soon as the QDs are coupled. This means
that each nanophotonic droplet is likely to contain only one
pair of coupled-QDs. Because actual QDs necessarily
exhibit a size distribution, and their size distribution causes
inhomogeneous emission properties, such size- and num-
ber-selectivity of the QDs during the nanophotonic droplet
fabrication process is expected to result in uniform
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Smaller coupled-QD
(c)

emission spectra and emission intensity of mass-produced
nanophotonic droplets.

3 Experimental demonstrations

In order to demonstrate the uniformity of nanophotonic
droplets, first we experimentally produced and extracted
nanophotonic droplets by our proposed method. Specifi-
cally, as QD4 and QDg in Fig. 1, we used solutions of
CdSe-QDs and ZnO-QDs, which emit visible and ultravi-
olet (UV) light, respectively. These QD solutions were
mixed with a UV-curable polymer and irradiated with
visible assisting light whose photon energy was high
enough to excite excitons in the CdSe-QDs but too low to
excite excitons in the ZnO-QDs and the UV-curable
polymer. Figure 3 shows the energy conditions for the
following experiment. We used commercially available
CdSe-QDs (Ocean Optics, Evidot) and ZnO-QDs prepared
by sol-gel synthesis using photo-induced desorption [25].
The QD solutions were then dispersed in a UV-curable
polymer (NORLAND, NOA 65) and irradiated with
assisting light emitted from a 120-mW laser diode with a
photon energy of 2.71 eV. These conditions fulfilled the
previously described energy conditions for inducing the
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Fig. 3 Energy diagram of the experimental conditions

200 nm

5 um a

Fig. 4 a SEM images and b microscope images of mass-produced
nanophotonic droplets

Fig. 5 a Obtained emission
image of aggregated
nanophotonic droplets.

b Emission spectra of multiple
nanophotonic droplets,
collectively observed emission
spectrum of CdSe-QDs, and a
Lorentzian fitted curve

(a)

@ Springer

sequential process of the phonon-assisted photocuring
method. The total amount of the mixed solution was lim-
ited to 50 pL to maintain spatially uniform illumination.
This volume contained about 10'* CdSe-QDs and about
10'? ZnO-QDs.

Under these experimental conditions, the QDs can be
assumed to encounter each other at a sufficiently high fre-
quency to induce the phonon-assisted photocuring. After
irradiation with the assisting light, the mixture was separated
into cured and uncured materials by centrifugation at
10,000 rpm for 5 min. The extracted cured material, which
was assumed to contain a large number of nanophotonic
droplets, was dispersed in a toluene solution and uniformly
spin-coated on a Si substrate. Figure 4a, b show SEM images
and microscope images of materials irradiated with assisting
light for 30 and 90 min, respectively. As shown, with the
shorter irradiation time, nanophotonic droplets with quite
similar sizes were successfully obtained. The diameter of
each nanophotonic droplet was about 500 nm. With the
longer irradiation time, the nanophotonic droplets increased
in size to micrometer level and were successfully observed in
the microscope images, as shown in Fig. 4b. The images on
the left- and right-hand sides show a sample under white-
light and UV-light illumination, respectively. As shown in
the image on the right-hand side, each nanophotonic droplet
exhibited emission from the contained CdSe-QDs.

In order to compare multiple emission spectra of
individual nanophotonic droplets, we constructed a
two-dimensional map of the emission spectra of samples
obtained with a micro-spectrophotometer (NFGP-740,
JASCO, Japan). Samples were irradiated by a laser diode
with a photon energy of 3.06 eV. The spatial resolution of
the experimental setup was expected to be less than
200 nm. Figure 5a shows a two-dimensional emission
image of aggregated nanophotonic droplets. The inset
represents a bright-field image under white-light illumina-
tion. The individual emission spectra of nanophotonic
droplets A, B, C, and D indicated in Fig. 5a are respec-
tively plotted in Fig. 5b.

1.0
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> — (CdSe-QDs
‘w 0.6 — Lorentzian
c
2
£ 04 Hf
s A
‘9 02 ad  hE L
n

0 L

1.88 1.98 2.08 218 2.28 2.38

Optical energy [eV]
(b)



Nanophotonic droplet: a nanometric optical device

297

As shown, the heights and widths of the emission
spectra are quite similar to each other. Because they can be
simply fitted by a single Lorentzian, which is generally
applied to approximate the emission spectrum of a single
illuminant, it is considered that the nanophotonic droplets
contain single CdSe-QDs of similar size and coupled ZnO-
QDs. This demonstrates the uniformity of the optical
properties of mass-produced nanophotonic droplets.

We also measured the collectively observed emission
spectrum of multiple CdSe-QDs, as shown in Fig. 5b. The
sample was prepared by mixing a solution of CdSe-QDs
and a UV-curable polymer, and was directly spin-coated on
a substrate without any irradiation with assisting light.
There was a 40 meV difference between the peak optical
energy in the spectra of the individual nanophotonic
droplets and the collective CdSe-QDs. Such a large dif-
ference is due to not only re-absorption of emission within
the collective CdSe-QDs, but also size-selectivity during
the coupling process between CdSe-QD and ZnO-QD. The
result indicates that ZnO-QDs preferably coupled with
smaller CdSe-QDs in the mixture and revealed such uni-
formity in their emission spectra.

4 Summary

In this paper, we described the uniformity of the optical
properties of mass-produced nanophotonic droplets, made
possible by a novel fabrication process based on optical
near-field interactions between nanometric components.
From the results of our experimental demonstrations, we
verified that such uniformity was physically ensured by the
size-selectivity during the QD-coupling process, and that
each nanophotonic droplet contained the same number of
QDs, exhibiting the expected homogeneity. These findings
show the fundamental features of our proposed method,
where we can obtain a large number of nanophotonic
droplets with homogeneous optical properties with an all-
autonomous fabrication process. Our method can be easily
applied to various applications where novel nanophotonics
and nanotechnologies are required for further practical
development.
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Dressed-photon—phonon (DPP) etching is a disruptive technology in planarizing material surfaces
because it completely eliminates mechanical contact processes. However, adequate metrics for
evaluating the surface roughness and the underlying physical mechanisms are still not well
understood. Here, we propose a two-dimensional hierarchical surface roughness measure, inspired
by the Allan variance, that represents the effectiveness of DPP etching while conserving the
original two-dimensional surface topology. Also, we build a simple physical model of DPP etching
that agrees well with the experimental observations, which clearly shows the involvement of the
intrinsic hierarchical properties of dressed photons, or optical near-fields, in the surface processing.
© 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4793233]

Nanophotonics, which exploits light—matter local inter-
actions on the nanometer scale, has been intensively investi-
gated from a variety of aspects, ranging from fundamental
science, such as atom/molecule and optical near-field inter-
actions' and spectroscopy,” to a number of practical applica-
tions, including information security,®> computing,* the
environment and energy,5 and healthcare,6 to name a few.
What we particularly address in this letter is nanofabrication
involving optical near-field processes.”®

The idea is to induce a nanofabrication process, either in
the form of material desorption or deposition, selectively in
aregion where optical near-fields are present. Nowadays, the
optical near-field is understood as a virtual photon coupled
with an excited electron, called a dressed photon (DP). DPs
can interact with phonons in the crystal lattice structure of
nanomaterials in a coherent manner.” The combined coupled
state of a DP and a coherent phonon, which is referred to as
dressed-photon—phonon (DPP), has a higher energy than
those of the DP and the incident photon.” Therefore, a DPP
can induce photochemical reactions even under irradiation
with a low photon energy at which photochemical reactions
are conventionally inactive.®® Such a process has been called
a phonon-assisted process and has been applied to numerous
demonstrations, including photochemical vapor deposition,'®
photolithography,'' the generation of smaller-scale struc-
tures using larger-scale templates via optical near-fields, '
and energy up-conversion devices,'? among others.

In particular, the DPP-based surface etching, or flatten-
ing, proposed by Yatsui et al., which planarizes the surfaces
of devices without any mechanical contact processes, is an
interesting and industrially important technique.®®'*' It
selectively induces photochemical reactions in regions on a
surface where DPPs are excited, namely, in the vicinity of
regions possessing fine-scale rough structures, leading to

“E-mail: naruse@nict.go.jp.

0003-6951/2013/102(7)/071603/5/$30.00

102, 071603-1

reduced surface roughness. Planarization of surfaces is im-
portant for various devices such optical elements,® solid-
state materials, such as silicon wafers, diamonds,” and so on.

There are, however, several unsolved, important issues
associated with DPP etching. The first concerns a suitable met-
ric for evaluating the surface roughness. Conventionally, the
roughness average, R,, defined as the average of the absolute
values of the deviation from the average height, has been
widely used. However, by definition, R, depends on the size of
the region-of-interest (ROI). Furthermore, with such a measure,
the effects provided by DPPs are concealed, and so it has been
difficult to obtain physical insights into the underlying mecha-
nisms which would serve to reveal the ultimate limitations of
the method and to improve/optimize fabrication processes.

In fact, with a view to resolving these issues, we have
previously proposed a parametric statistical spectrum
analysis method for evaluating surfaces flattened by DPP
etching.'> Furthermore, in Ref. 9, we developed another
measure, namely, the standard deviation of the height differ-
ences of two adjacent areas averaged over every [ pixels,
inspired by the Allan variance'® that is widely applied in
evaluating the stability of time-domain signals. Specifically,

letting z,(!> be the average height over every [ pixels, the mea-

. _\2
sure was defined as R(l) = \/< (zf?l —zf/)) /2> These

methods allowed us to see the reduction in surface roughness
correlated with spatially finer/coarser structures.”'
Nevertheless, important concerns still remain. One is
that both of the above-mentioned methods must convert the
original two-dimensional (2D) surface profile data to one-
dimensional (1D) data, on which the analysis is made.
Namely, the topology inherent in the experimental data is
destroyed, which is a large impediment to gaining an accu-
rate physical understanding of the mechanisms involved. By
overcoming these weaknesses, we will be able understand

© 2013 American Institute of Physics
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the fundamental mechanisms of DPP etching, as well as the
physical and technological limitations.

In this letter, we propose a metric for evaluating surface
roughness while preserving the original topology, what we
call the two-dimensional, hierarchical surface roughness
measure, or THM for short. Furthermore, taking into consid-
eration the intrinsic hierarchical properties of dressed pho-
tons, we propose a simple physical model representing the
principal attributes of DPP etching. The resultant data agree
well with experiments.

We first review the principles of DPP etching proposed by
Yatsui et al.® The surface of a device to be etched is irradiated
with a light beam. If the surface is rough, DPPs will be gener-
ated in the vicinity of the corresponding rough structures, and
photochemical reactions can be induced selectively in the
regions where the DPPs are generated.®” More specifically, in
the case of the experiments described below, chlorine gas (Cl,)
is filled in the space around the device to be processed, and
chlorine radicals (ClI") are selectively produced from the Cl,
gas in the regions where DPPs are generated. The CI° then
reacts with and etches the material, decreasing the local surface
roughness, or bumps. Once the rough structures are eliminated,
the DPPs will disappear, thus automatically terminating the
photochemical reaction process. This physical principle is sche-
matically shown in Fig. 1(a). In the experiment, the device
under study was a (001) GaN substrate, which was subjected to
30 min of irradiation with continuous-wave (CW) light having
a wavelength of 532 nm in a chlorine gas (Cl,) atmosphere at
200 Pa. Figures 1(b) and 1(c), respectively, show surface profile
images taken by an atomic force microscope (AFM) before and
after the etching process. The surface heights were measured at
256 x 256 equally spaced sampling points in a 5 umx 5 um
area. The value of R, decreased from 0.23 nm to 0.14 nm.

Now, assume that the height of a surface profile is given
by h(i,j), where the indexes (i, ) specify the position among
N x N sampling points. Both i and j are positive integers
ranging from 1 to N. The idea of the proposed measure,
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THM, is (1) to evaluate the average height over / x [ pixels
(denoted by hg)); (2) to see how hg) differs from the average
height of its four neighbors, namely, the north (hfé)), south

(hg)), east (h(El>), and west (hg,)) areas; and then (3) to calcu-
late the variance of such differences in the entire region of
the sample. A schematic illustration of hg) is shown in
Fig. 2(a). As a function of the scale parameter, or the size of

the local area (/), the THM is defined by

OO
G%D(z>—<<h5!)—< T et S

where ( ) means taking the average over all areas of a given
sample. For simplicity, we assume that N and / are both
powers of 2. When the size of a single local area is given by
I = 2F, there are in total N/2% x N/2* areas at the corre-
sponding scale, and the average height in an area specified
by (s, ), corresponding to hfp) in Eq. (1), is given by

WO(s, )= > 3" h(Ix(s=1)+mIx (t—1)+n)/P.
m=1- [l n=1-1
2

Here, h,(é), hg), hg), and hg} , respectively, correspond to
WO (st + 1), A (s, 6 — 1), h(s + 1,¢), and KO (s — 1,¢). The
indexes s and ¢ are natural numbers ranging from 1 to N /2%,
In an experimental demonstration using GaN as the sam-
ple, N was 256, and we used scale parameters / of 1, 2, 4, 8§,
32, and 64 pixels, corresponding to physical lengths of about
19.5, 39.0, 78.1, 156.2, 312.5, 625, and 1250 nm, respec-
tively. Figures 2(b) and 2(c) schematically represent the
scale and })osition -dependent metric Ew hp (h(l) + h(l)
)/4, which we call the hleral chtcal etching score
(HES) before and after the optical processing, respectively.
As demonstrated in Fig. 3(a), we can clearly see that the

FIG. 1. (a) Schematic illustration of the dressed-
photon—phonon etching. ((b) and (c)) Surface height
profiles of a (001) GaN substrate (b) before and (c)
after 30-min irradiation with CW light at a wave-
length of 532 nm in a Cl, atmosphere at 200 Pa. The
roughness average, R,, decreased from 0.23nm to
0.14nm.
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FIG. 2. (a) Schematic diagram of the proposed two-dimensional hierarchical surface roughness measure (THM). ((b) and (c)) The two-dimensional distribution

of the HES (E;,l)) (b) before and (c) after the DPP etching.
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dashed curve, which is the THM of the surface after DPP
etching, is reduced compared with the solid curve, which is
the THM of the surface before the etching.

As mentioned above, the surface etching is autono-
mously induced at locations where the DPPs are generated
by the roughness of the sample under study. We may envis-
age a physical picture in which etching is preferentially
induced in regions where a tiny bumps exist. Namely, the
etching may be dominated by the HES of the tiniest scale,
E;,l), concerning the surface roughness at the tiniest scale.
Based on such a picture, we can construct a physical model
of the DPP etching as follows:

(a) Calculate the HES at the tiniest scale, E,(f) = hfnl)
f(hg\,l) + hél) + hg) + h$>)/4, at each of the positions
of a given device.

(b) Find the position that gives the maximum E,(,U.
Decrease the height of that position by an amount Ay,.

(c) Repeat the process until all values calculated at step (a)

above are smaller than a certain threshold value.

I(rsp) = l J JV,.,,V(VP — rs|)drsd®rp

where the center positions of the two spheres are, respec-
tively, given by rg and rp, and the distance between rg and
rp is given by rSp.l8 We can consider that ag represents the
surface roughness, whereas ap indicates the size of the envi-
ronment, containing chlorine radicals that could interact with
the surface roughness. The effect of the interactions involv-
ing these two spheres is defined by the quantity given by
Eq. (4) divided by the square of the total volume of the two
spheres, so that the evaluation is made in the dimension of
per unit area. The solid, dotted, and dashed curves in
Fig. 4(a) indicate the normalized quantity given by Eq. (4)
divided by (@ + ag)z, which represents the strength of the
interaction between the two spheres, as a function of ap
when ag is given by 10, 20, and 40 nm, respectively. Notice
that the peak of the signal is obtained when the sizes of the
two spheres are comparable. It turns out that, by regarding ag
as the spatial fine/coarse surface roughness of the structure,
the interaction may be stronger at a coarser scale, rather than
at a finer scale, when the roughness of the sample dominates
on a large scale. Therefore, we should modify the DPP

o
2

(b)

2
3)ds
X |apq—cos
ap
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We applied the above surface etching strategy to the original,
unpolished surface profile of the GaN device. Through such
modeling, the resultant surface roughness indeed decreased
as compared with the original one, but the resulting THM,
G%D(l), was as shown in Fig. 3(b-1), which did not agree
with the experimental reality shown in Fig. 3(a).

We should consider that this is clear evidence that the
DPP etching does not depend only on the finer structures. In
fact, dressed photons, or optical near-fields, appear in a hier-
archical manner depending on the spatial fine/coarse struc-
tures.'”"'® Suppose that there are two spheres whose radii
are, respectively, given by ap and ag (Fig. 4(a)). The near-
field optical potential is given by'®

V(r) = ZM' 3)

=S r

The scattered signal obtained from the interaction between
these two spheres is given by

2
1
sinh (_nag> } (— + _a,; ) exp ( Lrs}))] , @
T ap rsp TU‘SP ap

etching model by taking into account the hierarchical attrib-
utes of dressed photons, so that the surface flatness is eval-
uated on multiple scales, and a reduction in surface
roughness may be induced in a region that gives the maxi-
mum HES. Specifically:

@) Calculate the HES, EY) =hl — ) + A" + nl)
+h$))/ 4, at each of the regions of a given device and
at multiple scales: / = 1,2,4,- -, [x. The maximum
scale considered is given by /jax.

(b") Find the area that gives the maximum Eg) among all of

the calculated positions and scales. Decrease the height

of the corresponding area by an amount A,.

Repeat the process until all values calculated at step

(a’) are smaller than a certain threshold value.

()

In this model, we modify the maximum scale to be consid-
ered, [yax, in step (2’) and investigate the physical scales that
affect the surface etching. The threshold at step (¢’) was
assumed to be sufficiently small and was set at 0.1. Figure
3(b) shows the THM, a3, (/), for different values of Iyax,

T T ™1
— as=10nm

¥ Experiment (BEFORE)

FIG. 4. (a) The hierarchical nature of
near-field interactions based on two-
sphere model where the radii are, respec-
tively, given by as and ap. (b) Simulated

1~ 19.5 nm

= 39.0 nm

-
) r
-8 JANARN 022
S c PN :
= g 08 Y o as=20 nm ar N
v b3 | \ _ —~ 02 \,,\
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- 04f i ~
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time evolution of the roughness average
(R,) with respect to the maximum physi-
cal scale in the DPP etching model.
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namely, 1, 2, 4, 8, 16, 32, and 64. We can see that the result-
ant 63, (1) is consistent with the experimental demonstrations
shown in Fig. 3(b-1) when I, is 4, corresponding to a phys-
ical length of 78.1 nm. Also, Fig. 4(b) shows the simulated
time evolution of R, depending on different /;;,,x values. The
resultant R, in the experiment was 0.14 nm, whereas the con-
verged R, obtained through the modeling was 0.13 nm when
lmax Was 78.1 nm. This is another indication of the consis-
tency between the proposed model and the experiment.
These results suggest that the hierarchical properties of
dressed photons inevitably affect the surface etching. With
this model, we can predict the converged surface characteris-
tics and the achievable flatness of given initial surfaces.

Finally, we remark on the converged surface character-
istics. Minimizing the HES to zero, in the best case, indi-
cates that the height at a particular area is equal to the
average of its surrounding areas. This is exactly the property
of the so-called harmonic functions, which are solutions of
Laplace’s equations.'” What is particularly different from
the conventional harmonic functions is that the solutions
should minimize the HES at multiple scales (not just at a
single scale). Nevertheless, such considerations inspired by
harmonic functions support the fact that completely flat
surfaces may not be the only converged pattern of DPP
etching.

In conclusion, we proposed a two-dimensional hierarch-
ical surface roughness measure (THM) for evaluating the
surface roughness of a surface planarized by DPP etching.
Taking into account the intrinsic hierarchical properties of
dressed photons, we built a simplified physical model of the
DPP etching, which agreed well with the experimental dem-
onstration. It clearly demonstrates that the DPP etching
involves multi-scale structures of the rough surface being
processed. This study has unveiled one fundamental mecha-
nism of nanofabrication, and we consider that the method
described here will help to predict the achievable perform-
ance of nanofabrication and to optimize fabrication
processes.
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Abstract We propose a novel method of coupling het-
erogeneous quantum dots at fixed distances and capsu-
lating the coupled quantum dots by utilizing nanometric
local curing of a photo-curable polymer caused by mul-
tistep electronic transitions based on a phonon-assisted
optical near-field process between quantum dots. Because
the coupling and the capsulating processes are triggered
only when heterogeneous quantum dots floating in a
solution closely approach each other to induce optical
near-field interactions between them, the distances
between the coupled quantum dots are physically guar-
anteed to be equal to the scale of the optical near fields.
To experimentally verify our idea, we fabricated coupled
quantum dots, consisting of CdSe and ZnO quantum dots
and a UV-curable polymer. We also measured the pho-
toluminescence properties due to the quantum-dot cou-
pling and showed that the individual photoluminescences
from the CdSe and ZnO quantum dots exhibited a trade-
off relationship.

1 Introduction

The field of nanophotonics has seen rapid progress in
recent years. Nanophotonics exploits the local interactions
between nanometer-scale particles via optical near fields in
order to meet the requirements of future optical
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technologies [1]. An optical near field can also be descri-
bed as a dressed photon (DP), which is a quasi-particle
representing the coupled state of a photon and an electron
in a nanometric space [2]. By using the energy transfer
between semiconductor quantum dots (QDs) via DPs,
novel nanophotonic devices and systems have been real-
ized. Useful features such as compactness and low-energy
consumption have been experimentally demonstrated
[3-7].

A fundamental issue in implementing practicable
nanophotonic devices and systems that consist of coupled
QDs is the design and assembly of an appropriate nano-
metric setup using QDs to induce the intended optical near-
field interactions and corresponding optical far-field
responses [8]. Although there have been several reports of
self-assembled QD systems based on crystal growth [9—
12], coupling of heterogeneous QDs is not straightforward
due to their physical incompatibilities. Achieving more
diverse types of coupling and the corresponding optical
properties requires self-assembling methods for coupled-
QD devices consisting of heterogeneous QDs. Moreover, in
recent work by the authors, self-assembling techniques for
implementing nanophotonic devices and systems utilizing
optical near-field interactions have been studied with the
aim of producing an assembled structure that is the optimal
nanometric structure for each application [13-16].

Our proposed method utilizes nanometric local curing of
a photo-curable polymer solution via an induced phonon-
assisted process caused by optical near-field interactions
between heterogeneous QDs in order to fix their separation
and to capsulate coupled QDs in individual grains of cured
polymer. We present the principle of our novel photo-
curing method for coupling heterogeneous QDs and report
the photo response characteristics of coupled QDs obtained
in an experiment for verifying the proposed idea.
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2 Principle of phonon-assisted photo-curing

We have demonstrated that a DP can excite a multi-mode
phonon in a nanometric material, and excited phonon states
can couple with each other [14, 16—18]. The quasi-particle
representing this coupled state has been named a dressed-
photon-phonon (DPP). In our proposed photo-curing
method, we use the DPP for fixing heterogeneous QDs in a
solution of a photo-curable polymer. In order to induce
photo-curing in a self-assembled manner, the mixture in the
solution, in which the QDs freely float due to Brownian
motion, is irradiated with assisting light. Specifically, we
used CdSe- and ZnO-QDs dispersed in toluene and ethanol,
respectively. These QDs emit visible and ultraviolet (UV)
light, respectively. These solutions were mixed with a
UV-curable polymer, and the mixture was irradiated with
visible assisting light whose photon energy was sufficiently
high to excite excitons in the CdSe-QDs but too low to do
so in the ZnO-QDs and the photo-curable polymer.

An overview of our proposed method is given here. If
the number of QDs, or in the other words, their volume
density, is sufficiently high for the QDs to frequently
encounter each other, multistep excitation of the ZnO-
QDs occurs due to DPP interactions with neighboring
CdSe-QDs. Subsequently, the ZnO-QDs spontaneously
emit UV light, and the UV-curable polymer in their sur-
roundings is locally cured by absorbing the emitted UV
light. As a result, the separation between the CdSe-QDs
and ZnO-QDs is fixed, and the cured polymer capsulates
the QDs. This completes the phonon-assisted photo-cur-
ing. The spatial distribution of the DPP energy generated
on the surface of the QDs governs the volume of the
capsulated QDs, which is expressed by a Yukawa func-
tion [19]. Moreover, the coupled QDs to be capsulated
must be composed of heterogeneous QDs, CdSe and ZnO-
QDs in this case, because the above sequence is induced
only when the CdSe and ZnO-QDs encounter each other.
On the other hand, if the density is not sufficiently high in
the mixture and they rarely encounter each other, only the
CdSe-QDs spontaneously emit visible light by absorbing
the assisting light. In this case, no physical or chemical
reactions occur subsequently. The electronic transitions
related to the phonon-assisted photo-curing are explained
in the following:

When a solution containing a mixture of QD, (CdSe-
QDs of size aa), QDp (ZnO-QDs of size ag), and a
photocurable polymer is irradiated with assisting light, the
two types of QDs form a coupled state due to interactions
mediated by dressed-photon-phonons (DPPs) when the
distance between them, rp, is equal to a, or ag or less. In
general, the state of the nanomaterial related to the DPP-
mediated interaction can be described by the direct product
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of the electron state and the phonon state, |E;el) ®
|E; phonon) ® . Here, |E;el) and |E; phonon), respectively,
represent the states of an electron and a phonon having
energy E. When the distance between the QDs and the
polymer molecules, rqp, becomes sufficiently smaller than
rap, in other words, when rqp < rag, the polymer mole-
cules exist in the DPP field at the surfaces of both QDs.
Therefore, the polymer molecules also form a coupled state
with both QDs. On the other hand, when rgp > rag, the
polymer molecules exist outside the DPP field. In this case,
the polymer molecules do not form a coupled state with
both QDs via the DPP-mediated interaction. In these two
cases, transition processes Process 1 and Process 2 shown
in Figs. 1 and 2 occur. Fixing of the distance between the
two QDs via Process 1, and capsulation of the coupled QDs
by curing of the polymer molecules in the vicinity via
Process 2 proceed in a self-organized manner. These
transition processes will be described below.

2.1 Process 1

First, the case where rop < rap Will be described. In this
case, it is not just the two QDs but also the polymer mol-
ecules that interact via the DPP to form a coupled state.
The photocuring process in this case is composed of two
steps, as shown in Fig. 1.

2.1.1 Step 1

The initial ground state is the ground state of the coupled
QDs and polymer molecule, |Eag,Egg,Epoly.g;el)®
|EAAthermalaEB,thermahEpoly4thermal§ph0n0n>~ Here, EpolyAg and
Epoly thermal Tepresent the intrinsic energy of the electronic
ground state of the polymer molecules, and the intrinsic
energy taking into account the phonon distribution in
the thermal equilibrium state. This coupling is brought
about by the DPPs, and the initial coupled state transi-
tions to the intermediate state C ‘Ej\AeX,EB,g,Epoly,g;eD@
|E,/g_ex7 EB thermal s Epolylhermal? +Cé ‘EA.ga EB.g7
Epoly.g; el) ® |EA.1hermalaE;3Aexa Epoly.lhermal;ph0n0n>+cé |EA.g7

EB.ga Epoly.g§ el> 0y

phonon)

/ .
EA thermal s EB thermal s Epolyﬁx’ ph0n0n>

(where ] ]2+|C§]2+|C§]2: 1) which is a superposition
of the individual states in cases where an exciton exists in
QD,, QDg, or the polymer molecule. Here, Ejoly.ex rep-
resents the intrinsic energy of the excited state of the
phonons in the polymer molecules, which have an energy
equal to the photon energy of the assisting light, hv ;.
Because this intermediate state is electronic-dipole for-

bidden, the contribution of the DPPs is indispensable in this
transition.
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Fig. 1 Process 1 of the phonon-assisted QD-coupling method at the case of rqp < rap

2.1.2 Step 2

In the intermediate state, from the state where an exciton
exists in QD4, a photon having a photon energy equal to
the transition energy in QDa, EA trans (= Eaex — Eayg) 1S
generated by spontaneous emission. Here, the transition
energies of the two QDS, EA yans and Eg yans, have the
relationship EA.Lrans < hvassist < EB.Lrans (=EB.ex - EB.g)'
Because the energy Ea yans 1S smaller than the activation
energy of the polymer molecule, E,y aci, in other words,
the energy difference between the excited state and the
ground state, Epglyex — Epolygs this light does not con-
tribute to the photocuring process. Therefore, the case
where an exciton exists in QDg or the polymer molecule
will be considered below. In other words, in Step 2, the

79

coupling of the two QDs and the polymer in the interme-
diate state is further excited by the assisting light and they
transition to the final state CJ ‘EA_g, Ef o> Epoly.a; el>®

. " .
|EA.lhermz117 Eﬁ,ex» Epoly.thermalyph0n0n>+c3 |EA.g7 EB.g; Epoly.ex”»
2
. 1"
€l> ®|EA.thermalvEBAthermal7EpolyAex”vph0n0n> (where |C1| +

|C’2”2+|Cg’|2: 1), in which an exciton exists in either the
QDg or the polymer molecule. Here, because the energy
Eyo1y.ex» Which represents the intrinsic energy of the exited
state in the polymer molecule, is larger than the activation
energy Epoly.ac the polymer is cured. Because this final
state is electronic-dipole allowed, the transition from the
intermediate state to the final state can be brought about by
propagating light, not just the DPP. This curing fixes the
distance between the two QDs.
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Fig. 2 Process 2 of the phonon-assisted QD-coupling method at the case of rqp > rap
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2.2 Process 2

Next, the case where rgp > rag will be described. The state
in which the two QDs are coupled via the DPP-mediated
interaction is represented by |Ea,Eg;el) ® |Ea, Ep;
phonon). Here, E5 and Eg represent the intrinsic energies
of QD, and QDg, respectively. The photocuring process in
this case is composed of the following three steps, as
shown in Fig. 2.

2.2.1 Step 1

The initial state is the ground state of the coupled QD4 and
QDg, |EA.g7EB.g§ el> (Y |EA.lhermal7EB.thermal§ph0n0n>- Here,
Ea, and Eg, are the intrinsic energies of the electronic
ground states of QD and QDg, and EA thermal @a1d EB thermal
represent the intrinsic energies taking account of the thermal
equilibrium distribution. The two QDs are excited by DPPs
and transition to the intermediate state Ci|Ea ex', EB.g; el) ®
|EA.ex’7 EB4therma1;ph0n0n> + C2’EA.g> EB4g; EZ> & |EA4lherma1>
Eg.cyv;phonon) (where ICyI* 4 ICo1* = 1). Here, |Epcx,
Egg;el) ® |Eaex, EB.thermal; phonon) is the state where an
exciton exists in QD, and ’EAAg, Egg; el> ® |EA thermal s
Ep ex'; phonon) is the state where an exciton exists in QDg.
The energies E x> and Eg ¢, represent the intrinsic energies
of the excited states of the electron or phonon in QD, and
QDg, respectively, which have energies equal to the photon
energy of the assisting light, hv,;, as shown in Fig. 2.
Because this intermediate state is electronic-dipole forbid-
den, the contribution of the DPP is essential in this transition.
After the transition described above, the exciton in
QD, relaxes from the state |EA,ex/, Eg.g; el> ® |EAex's
EB thermal; Phonon) to the lowest excited state |Eaex,
Egg;el) ® |Ea ex, EB thermal; phonon) within a short time.
Then, light having a photon energy corresponding to the
transition energy of QDpa, Ea gans, 18 generated by a
spontaneous emission process; however, as with Process 1,
this light does not contribute to the photocuring process.

2.2.2 Step 2

Similar to above, because the spontaneous emission from
the state in which the exciton exists in QD4 does not
contribute to the photocuring process, only the transition
from the state |Eag,Epg; el> ® |EA thermal s EB ex'; phonon)
in which an exciton exists in QDg will be described here.
In other words, in Step 2, the two QDs in the intermediate
state are excited by the assisting light and transition to the
final EA.ga EB4ex”; 31> & |EA4thermal, ERB.ex ; phOl’l()}’l>.
Here, the energy Ep.x’ (>Ep.cx) represents the intrinsic
energy possessed by the excited state in QDg. Because this

state
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final state is electronic-dipole allowed, this transition can
be induced by propagating light, not just the DPP.

2.2.3 Step 3

After being excited to the final state described above, the
exciton in QDg relaxes to the lowest excited state
|EA.g, EBex; €l) @ |En thermals EB.ex; phonon) within a short
time. Then, propagating light having a photon energy
corresponding to the transition energy Eg yans 0f QDg is
generated by a spontaneous emission process. Because
Eg irans 18 sufficiently larger than the activation energy of
the polymer molecules, E,oy.aci; the polymer molecules
absorb the propagating light generated in this way,
becoming excited. The generated propagating light is a
spherical wavefront, and therefore, the probability of
absorption by the polymer molecules in the vicinity of the
two QDs is higher than the probability of absorption at a
distance. Therefore, the polymer is cured close to the two
QDs, and capsulation of the two QDs thus proceeds.

3 Experimental results

Figure 3 shows the energy conditions for an experiment
conducted to verify the proposed method. These conditions
fulfill the previously described energy conditions for
inducing the sequential process of the phonon-assisted
photo-curing. We used commercially available CdSe-QDs
(Ocean Optics; Evidot) and ZnO-QDs prepared by sol-gel
synthesis using photo-induced desorption [15]. The QD
solutions were then dispersed in a UV-curable polymer
(NORLAND; NOA 65) and irradiated with assisting light
emitted from a 120 mW laser diode with a photon energy
of 2.71 eV. The total amount of the mixed solution was
limited to 50 pL to maintain spatially uniform illumina-
tion. This volume contained about 10'* CdSe-QDs and
about 10'? ZnO-QDs. Under these experimental condi-
tions, the QDs can be assumed to encounter each other at a

QDa: QDs: UV-curable
A CdSe-QD Zn0O-QD polymer molecule
>
2
> —_—
o) B.trans —
g =3.40 [eV]
=] oo o R e Laoo
o
=}
S | MVasia E s s E e
S | =2.71[eV] =2.03 [eV] =3.26 [eV]
© \ 4 vy vy

Fig. 3 Practical energy conditions of the materials used for the
experimental verification: two heterogeneous QDs, CdSe-QDs and
Zn0-QDs, and a UV-curable polymer (Norland, NOA 65)
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Fig. 4 a AFM images of the
sample dispersed on a Si
substrate and irradiated for

30 min. b Growth of the grain
structures depended on the
irradiation time of the assisting
light. The solid line represents
theoretically predicted values

sufficiently high frequency to induce the phonon-assisted
photo-curing.

First, we verified the effect of the phonon-assisted
process by direct observation of the locally cured poly-
mer material. During irradiation of the assisting light, the
polymer material in the mixture continued to be cured in
a self-organized manner, as we previously described, and
the volume of the cured polymer in which coupled QDs
were capsulated increased. Figure 4a shows observed
AFM images of a sample on a Si substrate after irradi-
ation with the assisting light for 0-30 min. As shown, a
number of spherical grains, which were formed of
locally cured polymer capsulating coupled QDs, were
observed. As summarized in Fig. 4b, the average diam-
eter of the grains increased as the irradiation time of the
assisting light increased, and then saturated, as repre-
sented by the solid line. The saturated diameter was
determined by both the rate of occurrence of the phonon-
assisted process and the energy absorption rate of the
polymer material.

Second, photoluminescence (PL) spectral properties of
the coupled QDs capsulated in the photo-cured grains were
investigated. By irradiating the grains with 3.82 eV exci-
tation light from a He-Cd laser, whose photon energy was
sufficiently high to excite both CdSe and ZnO-QDs, as
shown in Fig. 5, the preferred DP energy transfer from
Zn0-QDs to CdSe-QDs is expected to occur only in the
case where these two are coupled. As a result of this
transfer, the decreases and increases in the PL intensities
from these QDs are expected to vary in an anti-correlated
manner. That is, the PL intensity from the CdSe-QDs
increases while that from the ZnO-QDs decreases. We
measured the relation between irradiation time of the
assisting light used for capsulation and the PL intensities
from both QDs. Because the surrounding polymer mostly
absorbs the PL light emitted from the excited state of an
exciton in the ZnO-QDs, we measured the emission
intensities from the defect levels in the ZnO-QDs, which
are proportional to that from the excited state.
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Fig. 5 Preferred optical energy transfer from ZnO-QD to CdSe-QD
by irradiation with excitation light. The trade-off of the emission
intensity, where the intensity of the CdSe-QDs increases and that of
the ZnO-QDs decreases, can be induced only when the QDs are
coupled to each other

Figure 6a shows the obtained emission spectra of the
coupled QDs capsulated using various irradiation times of
the assisting light. The left- and right-hand spectra, whose
peak energies were lower and higher than 2.34 eV, repre-
sent PL from the lowest excitation level of the CdSe-QDs
and the defect levels in the ZnO-QDs, respectively. The
peak energies of the two spectra were 2.21 and 2.61 eV,
respectively. As summarized in Fig. 6b, the expected
decrease and increase in emission intensities from the
CdSe- and ZnO-QDs in an anti-correlated manner were
successfully observed. These results indicate that coupled
QDs selectively consisted of both CdSe and ZnO-QDs, and
that the number of coupled QDs gradually increased during
irradiation with the assisting light.

4 Summary
We have described the principle of a phonon-assisted self-

organized photo-curing method for fixing the separation
between heterogeneous QDs and capsulating them. The
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proposed method utilizes a phonon-assisted excitation
process between QDs and a photo-curable polymer. We
verified the effectiveness of our technique via an experi-
ment using sample solutions containing CdSe-QDs, ZnO-
QDs, and a UV-curable polymer. Moreover, we observed
the expected characteristic optical responses of the sample,
demonstrating the validity of our idea.

Under the conditions used in our experiment, the cou-
pling processes, Processes 1 and 2 described above, con-
tributed to fixing the separation between the QDs and
capsulating them, respectively. Further experiments con-
ducted under various conditions will be required to reveal
the differences in the characteristics of the coupled QDs
fabricated by each process. Moreover, it is expected that
further studies will confirm the discussion in our recent
research work [6], namely, that the most appropriate
combination ratio of multiple heterogeneous QDs for
inducing optical near-field interactions is not necessarily
one-to-one, but one-to-many.
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We investigate the effects of laser irradiation on the self-assembly of MnAs nanoparticles during
solid-phase decomposition in a GaAs matrix. It is found that laser irradiation suppresses the growth
of MnAs nanoparticles from small to large size, and that the median diameter D; in the size
distribution of small MnAs nanoparticles depends on the incident photon energy E following
D, ~E . We explain this behavior by the desorption of Mn atoms on the MnAs nanoparticle
surface due to resonant optical absorption, in which incident photons excite intersubband electronic
transitions between the quantized energy levels in the MnAs nanoparticles. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4765355]

Ferromagnetic metallic nanoparticles embedded in a
semiconductor matrix are attractive because of their possible
applications in nano-scale spintronic devices, such as nano-
scale magnetic memory and single-electron spin transistor.'
Besides, ferromagnetic metallic nanoparticles can exhibit
rich quantum phenomena, such as spin-dependent transport,
Coulomb blockade, and quantum-size effects. A model sys-
tem of ferromagnetic granular materials is MnAs nanopar-
ticles embedded in a GaAs matrix (here referred to as
GaAs:MnAs). This system can be obtained by thermal
annealing of (Ga,Mn)As alloy at high temperature (500—
600°C).> When annealing (Ga,Mn)As at around 500 °C,
zinc-blende (ZB) MnAs nanoparticles are formed in a GaAs
matrix due to solid-phase decomposition.’ Subsequent
annealing at higher temperature (>550°C) results in more
chemically stable MnAs nanoparticles of hexagonal (Hex)
NiAs-type phase.* The ZB MnAs nanoparticles have been
shown to exhibit spin-induced electromotive force and huge
magnetoresistance,” while the Hex MnAs nanoparticles have
been shown to be good spin injectors/detectors®™® and to
have quite long spin-relaxation time.’ Controlling the size of
MnAs nanoparticles during solid-phase decomposition is
very important for realistic applications. In a previous study,
we have shown that the size and the distance between MnAs
nanoparticles can be controlled to some extent by utilizing
the thermodynamic spinodal decomposition technique.'®
However, statistical fluctuation of the particle size still
remains. A more effective technique to actively control the
particle size is highly required.

It is known that laser irradiation can induce desorption
of atoms on the surfaces of nanoparticles or thin films due to
optical resonant absorption.'"'> In such a process, a nano-
particle is electronically excited by, for example, surface
plasmon absorption. The absorbed energy is transferred from
the electronic system to the atomic system on the surface,
which is then spent for atomic desorption. Since the resonant
photon energy depends on the particle size, laser-induced
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101, 193102-1

desorption can be used to fabricate very homogeneous nano-
particles during gas-phase deposition,'* and to control the
particle size during liquid-phase self-assembly of nanopar-
ticles."*'> However, such phenomena in solid-phase self-as-
sembly of nanoparticles have not been investigated so far. In
this letter, we report on the effects of laser irradiation on the
self-assembly of MnAs nanoparticles during solid-phase
decomposition in a GaAs matrix. We show that laser irradia-
tion can suppress the growth of MnAs nanoparticles from
small to large size, and that the median diameter D in the
size distribution of very small nanoparticles depends on the
incident photon energy E as D;~E . We explain this
relationship by resonant optical absorption, in which incident
photons excite intersubband electronic transitions between
the quantized energy levels in the MnAs nanoparticles. Our
result shows that laser-irradiation can be used for active con-
trol of the size of nanoparticles during solid-phase self-
assembly.

Our experimental procedure is as follows. A 6 nm-thick
(Gag g,Mng »)As layer was grown by low-temperature molec-
ular beam epitaxy on a 0.5 mm-thick GaAs semiconductor
wafer at 234°C. Then, a 2.1 nm-thick AlAs layer and a
3 nm-thick GaAs cap layer were successively grown on the
top of the (Gayg,Mng,)As thin film. These layers prevent
diffusion of Mn atoms to the surface during subsequent high
temperature thermal annealing (HTTA). Next, a 10 nm-thick
SiO; cap layer was deposited on the top by sputtering to pre-
vent As evaporation during HTTA. Then, the wafer was
cleaved into small samples with size of about 1cm x 1 cm.
These small samples were mounted on a 5Scm X 5cm
stainless-steel holder by indium solder and loaded into a vac-
uum chamber equipped with a heater (~1200 W) and glass
windows for laser irradiation, as illustrated in Fig. 1(a). Two
thermocouples, one is in contact with the stainless-steel
holder and the other is in contact with the heater, were used
to monitor the temperature of the samples and the heater. In
the following, temperature means the sample temperature if
not explicitly stated. The samples were thermally annealed
and irradiated by lasers following the sequence shown in

© 2012 American Institute of Physics
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FIG. 1. (a) Schematic illustration of our experiment setup. (b) Experimental
sequence of thermal annealing and laser irradiation for solid-phase formation
of MnAs nanoparticles in a GaAs matrix. (c) Representative transmission
electron microscopy image of a sample which was annealed under laser irra-

diation with a wavelength of 671 nm and a photon flux of 4 x 10" cm ™2 s,

Fig. 1(b). The samples were first heated up to 480°C and
then kept at 480°C for 10 min. A feedback control loop of
the heater power is used to keep the temperatures of the
heater and the holder constant. During this annealing, solid-
phase spinodal decomposition occurred and very small ZB
MnAs nanoparticles (2-3nm) were formed.’ After that, the
samples were heated up to 580 °C. During this final heating,
the ZB MnAs nanoparticles continue to grow and reach their
final sizes. Finally, the samples were kept at 580°C for
10 min. At this final stage, the ZB MnAs nanoclusters are
transformed to more chemically stable Hex MnAs nanoclus-
ters, which can be easily observed by transmission electron
microscopy (TEM). During this thermal annealing, we irradi-
ated the samples with solid-state lasers with wavelength
A=1500, 850, 671, and 532 nm. Figure 2(a) shows the sam-
ple number, the corresponding laser wavelength A, and the
incident photon flux F. Figure 1(c) shows a representative
TEM image of sample 4, which was annealed under irradia-
tion of a laser with A=671nm and F=4x 10"®cm 2 s~ .
The size distributions of MnAs nanoparticles were investi-
gated by TEM images with areas of 0.36 x 0.36 um?.

Figure 2(b) shows the distribution of particle diameter D
of sample 1, which was annealed without laser irradiation.
There is a large peak (noted as peak II) at 7.65 nm, corre-
sponding to the mean diameter due to spinodal decomposi-
tion.'® During spinodal decomposition process, the driving
force of particle formation is the reduction of thermody-

Appl. Phys. Lett. 101, 193102 (2012)
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FIG. 2. (a) Sample number, and corresponding laser wavelength and photon
flux. (b) Particle diameter (D) distribution of sample 1 (annealed without
laser irradiation.) (c)-(f) Particle diameter distributions of samples 2-5 (irra-
diated by laser light with wavelength 2=1500, 850, 671, and 532nm,
respectively.) Solid curves are Gaussian fittings.

namic free energy. There is also a very small peak (noted as
peak I) at 2.90 nm, on which we will discuss later. Next, we
investigate the particle diameter distributions of samples 2-5
(Figs. 2(c)-2(f)), which are irradiated by laser light with
4 =1500, 850, 671, and 532 nm, respectively. A striking fea-
ture in the distributions of the irradiated samples is that peak
I is strongly enhanced. This enhancement of peak I can be
more clearly seen in Fig. 3(a), in which the normalized peak
heights (peak count/total count) of peak I and II of samples
2-5 are shown (filled rectangles and circles, respectively).
With increasing the photon energy, the height of peak I is
gradually increased, while that of peak II is gradually
decreased. That is, the number of very small nanoparticles
increases while the number of larger nanoparticles decreases
due to laser irradiation. For A =532 nm, peak I is even higher
than peak II. This result clearly indicates that laser irradia-
tion suppresses the growth of MnAs nanoparticles from
small to large size, which is consistent with the laser-induced
desorption of atoms on the surfaces of nanoparticles.' "'

Let us discuss on the possibility of heating effect on the
particle growth due to laser irradiation. To estimate the tem-
perature increase at the sample surface due to laser irradia-
tion, we solved the thermal diffusion equation assuming that
the thermal conductivity of GaAs substrates at 480-580 °C is
~0.1 WK ' cm™! (Ref. 16), and the stainless-steel holder is
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FIG. 3. Photon energy (E) dependence of (a) the normalized peak height and
(b) the median diameters D; and D, of peak I (D ~2-3nm) and peak II
(D ~7nm), respectively. Filled circles and rectangles are data of peak I and
peak II for samples 2-5, respectively. Blank circles and rectangles are the
data of sample 1 with a defined “background” photon energy of 0.45eV cor-
responding to the peak of the black-body radiation spectrum of the heater
(1050K). Dashed lines in (a) are guides for the eyes. Solid line in (b) shows
the relationship Dy ~ E~'7,

a heat sink due to the feedback control of the heater power.
We estimated that the sample surface temperature is
increased by only 2°C even for the largest incident optical
power density of 3.5W cm 2 for sample 5. Furthermore, in
the case of solid-phase decomposition, the increase of tem-
perature should enhance the growth of particles with larger
size, rather than suppress it. This is because the thermody-
namic free energy gain (loss) due to absorption (desorption)
of Mn atoms from (to) the GaAs matrix increases with
increasing temperature.'® As a result, if heating due to laser
irradiation is dominant, the absorption rate of Mn atoms
should increase, while the desorption rate should decrease
with increasing temperature, resulting in larger nanoparticles.
This was indeed experimentally observed in previous
reports.!” Therefore, the suppression of particle growth
observed in our experiment cannot be explained by the heating
effect. (Note that the temperature-dependence of solid-phase
decomposition is significantly different from that of gas-phase
formation of nanoparticles. In gas-phase formation of nano-
particles, the energy loss due to desorption is temperature-

Appl. Phys. Lett. 101, 193102 (2012)

independent. Thus, the desorption rate can increase with
increasing temperature due to larger thermal excitation.)

Figure 3(b) shows the median diameters D; and D, of
peak I and II as a function of photon energy E, where D and
D, were estimated by fitting the size distributions to Gaus-
sian functions. Data of samples 2-5 are shown by filled rec-
tangles (peak II) and circles (peak I). One can see that peak I
can be fitted by the relation D, ~E1P (solid line). This
result shows that we can control the size of small nanopar-
ticles by changing the laser photon energy. Interestingly, by
defining a “background” photon energy of 0.45eV corre-
sponding to the peak of the black-body radiation spectrum of
the heater (1050 K) for sample 1, we found that the median
diameter of peak I of sample 1 also agrees with the above
relation (blank circle). We suggest that peak I of sample 1
may occur due to optical absorption of the black-body radia-
tion from the heater.

The E-dependence of D, can be understood by the reso-
nant optical absorption process; for each E, there is an opti-
mum resonant size D, of nanoparticles at which photon
energy is strongly absorbed. The rate equation for nanopar-
ticle growth in this process is given by dV/dt = aS — VF,
where V = énD3 is the particle volume, § = 7D? is the parti-
cle surface area, and o, f are proportional coefficients. Note
that o is a constant as long as D is small, and f is a strong
function of D which reflects the resonant absorption process.
At equilibrium, dV/dt =0, the particle size is a solution of

_ b

BD) =+ )

We can see that as long as (D) is close to a delta-function
of D at the resonant size D,, i.e., (D) ~ (D — D,), solutions
of Eq. (1) are always very close to D, and do not depend
much on F, which is good for robust control of the nanopar-
ticle size. This resonant optical absorption effect explains the
systematic E-dependence of D;. In contrast, D, shows no
systematic E-dependence. However, the change of D, is
indeed related to that of D, because Mn atoms that dissolved
back to the matrix from the surface of small particles due to
the laser-induced desorption effect can participate in the
growth of large particles.'®

The blue shift of optical resonant energy of absorption
in very small nanoparticles (D ~3nm) with decreasing the
particle size has been observed for Ag nanoparticles, and is
usually explained by the size-dependence of plasmon reso-
nance energy due to the quantum-size effect of nanopar-
ticles.'” Using a simple model of free electrons in a cubic
box with sides L and infinite surface potential, Genzel et al.
have shown that the plasmon frequency wp for a small nano-
particle is modified as'’

VE VE

2 2
2 2 [ VE _F
@p =M +2<2L/7r> <y+2L/7t> G

Here, wy is the surface plasmon frequency without damping,
vr is the Fermi velocity, and y is the damping frequency. The
size-dependent plasmon resonant absorption effect, however,
cannot describe our results due to the following reasons.
First, Eq. (2) predicts that E = /iwp depends on L at most by
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Density of States

FIG. 4. DOS of a cubic-shaped nanoparticle with size of L (inset) and large
surface potential (see Ref. 21). DOS shows periodic delta-function-like
peaks. The intersubband electronic transition energy between these peaks
AEpq can explain our experimental results.

~1/L rather than 1/L°. Lushnikov and Simonov also calcu-
lated Eq. (2) by taking into account the electron-electron
interactions and reached a more complicated relation, but the
L-dependence of E is not much different from that of Eq.
(2).%° Second, the change of the plasmon resonant energy is
of the order of 0.1eV (Refs. 19 and 20), while our results
show the change in photon energy of the order of 1eV.
Third, wp decays not to zero but to the classical surface plas-
mon frequency /wy? — 7?2 for large L.

Beside the resonant surface plasmon excitation, it has
been predicted that there are also resonant intersubband elec-
tronic excitations due the quantized electron energies in very
small nanoparticles.'” Bachelet e al. have calculated the
density of states (DOS) for a very small cubic nanoparticle
with sides L, which is shown in the inset of Fig. 4.' They
have shown that DOS in very small nanoparticles with high
surface potential can have many periodic delta-function-like
peaks, as illustrated in Fig. 4. In such a cube, electronic ener-
gies are quantized due to the quantum size effect. A DOS
peak occurs at an energy level Ep., with a high degree of
degeneracy. Resonant optical absorptions corresponding to
the intersubband electronic transition between those DOS
peaks can occur below or above the surface plasmon fre-
quency.'” Unlike the plasmon energy 7wp, the intersubband
electronic transition energy AEp.y rapidly decays to zero as
the particle size increases, which can explain our result.
Next, we estimate the order of AEp.,. In Ref. 21, a value of
AFEpeq ~ 1.5¢ is predicted for a particle with size of 125
atoms, where ¢ is the overlap integral energy between elec-
tron wavefunctions of adjacent atoms. Taking a reasonable
value of &~ 1eV for metallic nanoparticles, AEpc, is about
1.5eV for a particle of 125 atoms. In fact, sample 4 with
very small MnAs nanoparticles with a mean size of 139 Mn
atoms has resonant photon energy of 1.85eV, which is in
good agreement with the above expected value. Last but not

Appl. Phys. Lett. 101, 193102 (2012)

least, it is shown that DOS peaks come mostly from the elec-
tronic states near the particle surface. This suggests that the
intersubband electronic excitation would occur near the sur-
face, and the energy transfer process from the electronic sys-
tem to the atomic system at the surface may be effective.

In conclusion, we have shown that laser irradiation can
suppress the growth of MnAs nanoparticles from small to
large size, and that the median diameter D; of very small
nanoparticles depends on the incident photon energy E as
D, ~E~'". We explain this behavior by the desorption of
Mn atoms on the MnAs nanoparticle surface due to resonant
optical absorption, in which incident photons excite intersub-
band electronic transitions between the quantized energy lev-
els in MnAs nanoparticles. Our result gives hints to the
control of the self-assembly process of very small metallic
nanoparticles during solid-phase decomposition.
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Abstract

We obtained an atomically flat diamond surface following dressed photon—phonon (DPP)
etching using 3.81 eV light and O, gas. We obtained a surface roughness (R,) of 0.154 nm for
Ib-type (1 1 1) diamond and 0.096 nm for Ib-type (1 00) diamond. To evaluate the surface
roughness, we grouped the surface into bins of width / and introduced the standard deviation
of the height difference function for a given separation /, which allowed us to determine the
height variation of the surface. Based on the calculation of standard deviation, the
conventional adiabatic photochemical reaction did not remove the small surface features,
while DPP etching decreased the surface roughness for all length scales.

(Some figures may appear in colour only in the online journal)

Realization of ultra-flat diamond substrate surfaces is required
for a variety of future applications, including light-emitting
devices [1], power devices [2] and quantum communication
[3]. Although mechanical polishing has been used to flatten the
surfaces, there are difficulties due to the hardness of diamond.
We have developed a non-contact self-organized near-field
etching [4] capable of producing atomically flat diamond.
The optical near-field is a virtual photon coupled with an
excited electron. The quasiparticle representing this coupled
state has been called a dressed photon (DP) with a greater
amount of energy than a free photon due to the contribution
from the energy of the coupled electron. The DP has been
theoretically described by assuming a multipolar quantum
electrodynamic Hamiltonian in a Coulomb gauge and single-
particle states in a finite nano-system [5]. After a unitary
transformation and some simple calculations, the creation and
annihilation operators of the DP are expressed as the sum of the
operators of the free photon and an electron—hole pair. The DP
also interacts with the crystal lattice structure of nanomaterials
by coupling with the multimodes of the phonons. As a

0022-3727/12/475302+04$33.00

result, the DP can couple with the phonons in a coherent
state [6], and the combined coupled state of DP and coherent
phonon quasiparticle, referred to as a dressed photon and
phonon (DPP), has a higher energy than the DP or the incident
free photon. Numerous experiments have been reported, in
which the results were explained by DPP theory, including
photochemical vapour deposition [7], photolithography [8],
visible-light water splitting [9], photovoltaic devices [10]
and energy up-conversion devices [11]. Based on these
theoretical studies and experiments, we succeeded in realizing
an Angstrom-scale flattened glass substrate [4]. Here, we apply
this method to a diamond substrate.

When non-focused propagating light is irradiated on the
substrate, a DPP is generated at the protrusions of the substrate
(figure 1(a)). If the dissociation energy, Eq4, of the etching gas
is higher than the photon energy, E, of the propagating light,
the conventional adiabatic photochemical reaction of the gas
is avoided. However, due to the higher energy of the DPP,
the etching gas is selectively dissociated at the protrusions
on the surface (figure 1(b)). The dissociated etching gas

© 2012 IOP Publishing Ltd  Printed in the UK & the USA
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Figure 1. Schematic of DPP etching. (a) Etching gas (absorption
edge energy Eyp) is selectively photodissociated at the protrusions
and the activated etching gas atoms etch away the protrusions.

(b) Magnified schematic of (a). (c) DPP etching automatically stops
when the substrate becomes sufficiently flat.

then etches away the surface features, and the etching process
automatically stops when the surface becomes flat (figure 1(c)).
We used O, gas to perform DPP etching on a diamond
substrate, which has a dissociation energy of 5.12 eV (Ey) [12].
A continuum wave He—Cd laser with a wavelength of 325 nm
(3.81eV) and an excitation power of 0.8 W cm 2 was used
to dissociate the O, gas through a DPP reaction, inducing
the oxygen radical O* to produce an ultra-flat surface. This
photon energy is lower than Eq4, so that the conventional O,
adiabatic photochemical reaction is avoided. Note that a laser
power density of the order of W cm~2 is 10 times smaller than
that of multiple photon processing using an ultra-short pulse
laser [13]. Therefore, the DPP etching process did not originate
from a conventional multiple photon excitation process [14].
We used a single-crystalline diamond substrate grown
under high pressure and high temperature [15]. We performed
the DPP etching under atmosphere conditions using a Ib-type
(absorption band edge of 3.02eV) diamond (1 1 1) substrate
prepared by cleaving. The surface roughness, R,, was
evaluated using an atomic force microscope (AFM), in which
all images were obtained using tapping mode and a cantilever
with a 15nm tip diameter. Figures 2(a)—(c) show typical
AFM images with a 10 um x 10 um of scanning area before
DPP etching, after 30 min of etching and after 60 min of
etching, respectively. The scanned area was 256 x 256
pixels with a spatial resolution of 40nm. The R, value
before etching was 0.660nm (figure 2(a)), comparable to
the reported value of the ultra-flat substrate [16]. We
confirmed that the standard deviation of R, for figure 2(a)
was small (0.0022) through 20 times repeated measurements.

R,=0.660nm

R,=0.242nm R,=0.236nm

10pm

10um

43

[=2]
o

L
o

Height (nm)
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0 2000 4000
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6000 8000 10000

Figure 2. Typical AFM images of the Ib-type diamond (11 1)
substrate with a 10 um x 10 um scanning area. Etching time 7':

(a) O min (before etching), (») 30 min and (¢) 60 min with a surface
roughness R, of (a) 0.660 nm, (b) 0.242 nm and (c¢) 0.236 nm,
respectively. (d) Cross-sectional profile along the white dashed lines

in (a)—(c).

Hence, we considered that the change in the R, value due
to the change in the shape of the cantilever apex could be
excluded. By comparing figures 2(a)—(c), we found that the
R, value decreased to 0.236 nm after 60 min of DPP etching.
The cross-sectional profiles along the white dashed lines in
figures 2(a)—(c) show that a large step (4.3 nm) was observed
in figure 2(a) (before DPP etching); however, as shown inside
the dashed white ellipse, flat surfaces without a large step were
obtained after DPP etching (figures 2(b) and (c)). We also
obtained AFM images with a 5 um X 5 um scanning area.
Figures 3(a), (b) and (c) correspond to figures 2(a), (b) and
(c), respectively. The scanned area was 256 x 256 pixels with
a spatial resolution of 20 nm, which was comparable to the
tip diameter of the cantilever. These smaller scanning area
images were confirmed to have similar R, decreases (from
0.457 to 0.154nm). In addition, we compared the cross-
sectional profile of the bump indicated as A—A’ in figure 3(a)
and C—C"in figure 3(c) (see figure 3(d)). Thisrevealed a drastic
reduction in height (from 11.32 to 5.82 nm) and a full-width
at half-maximum (FWHM) from 103 to 83 nm. These results
support the DPP etching and show flattening of the surface, as
described above.

Figure 3(e) shows the cross-sectional profiles of
figures 3(a)-(c), showing the decrease in the surface
roughness. Additionally, 60 min DPP etching resulted in an
ultra-flat surface with atomic steps. Based onthe (1 1 1) crystal
plane of the substrate, we calculated the size of each step
in units of the lattice spaces, a, as 0.206 nm. The dashed
horizontal lines in figure 3( f) show the average height of each
terrace. The average heights were not exactly the same but
close to integer multiples of a, because the height was an
average value along each step as long as 200 nm, indicating
that the observed flat terraces were atomic steps of the diamond
(111) plane.
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Figure 3. Typical AFM images of the Ib-type diamond (11 1)
substrate with 5 um x 5 yum scanning area. Etching time 7':

(a) Omin (before etching), (») 30 min and (c) 60 min with a surface
roughness, R,, of (a) 0.457 nm, (b) 0.181 nm and (c) 0.154 nm,
respectively. (d) Cross-sectional profile along A—A’ in

figure (@) and C—C’ in (c). (e) Cross-sectional profiles of (a)—(c).
(f) Magnified profile of (e).

The parameter R, is an arithmetic average of the absolute
values of the surface height deviations measured from the best-
fitting plane (as shown in the blue dashed line in figures 4(a)
and (b)), which was used to produce AMF images with tilt
compensation using the third-order least-squares method. The
R, value is given by

1 L
/ |z(x)|dx =
0

L

R, = % Dozl
where |z(x;)| are the absolute values measured from the best-
fitting plane and L is the evaluation length. Physically, dx
corresponds to the spatial resolution in the measurement of
f(x) and n is the number of pixels in the measurement; n =
L/dx. This gives information about the surface roughness,
but it is the average value of the roughness for an entire
region. Consequently, we calculated the standard deviation
of the height difference function R(I) (=v/ (@1 — 22)%/2)),
figure 4(b)) [17], where [ is the bin size and separation, z is
the height and 7z is the average z value of the bin. Using
R(l), we found contributions of different length scales to the
overall surface roughness. The scanned area of all images was
256 x 256 pixels with a spatial resolution of 20 nm.

Curves Ty_3.31 and Tg_3 g1 in figure 4(c) represent the R(/)
at etching times of 0 and 60 min, respectively. These results

[2Cx)] Best fitting plane - Zim

L1 i T

v X =
L [
(@) (b)
Ru_o_s.sz 1
=0.949 nm —>f=="" :
To_s.sz
E
(©) =
=
(1
Ro 6o 381 ] Tso_3.31
=0.154 /‘—\
0.1 .
L 100

[ [nm]

Propagating light Etching molecules

Radical E>E. (Absorption edge energy £,,)
I
(d)

Figure 4. Schematic of (a) surface roughness R, and () standard
deviation R(/). (c¢) Calculated values of R(l). Ty_3p5 (0 min), T3¢
(30min) and Ty (60 min). (d), (¢) Schematic of the conventional
adiabatic photochemical etching.

indicated that the value of R(/) decreased for all values of /.
The order of magnitude of the R(/) values was comparable to
the R, values, and R(/) decreased as the R, value decreased.
We also performed conventional photochemical etching using
5.82eV light (A 213nm, 20Hz, pulse width 5ns),
with a photon energy higher than E4 of 5.12 eV. This induced
an adiabatic photochemical reaction in the gas. Etching for
60 min with 5.82eV light resulted in a drastic decrease in
the surface roughness from 0.949 nm (R, _0-5.82) to 0.461 nm
(R,-60.5.82). However, by comparing the R(I) curves for
5.82 eV etch, Ty_s.g» (O min) and T4p_s.3» (60 min) in figure 4(c),
we found that R(I) remained unchanged for / = 20nm.
Because the tip of the protrusion on the substrate had a larger
surface area and a higher etching rate, we expected a reduction
in surface roughness. However, 5.82eV light induced the
adiabatic photochemical reaction of the gas (figure 4(d)),
which did not selectively etch the protrusions. Thus, etching
with 5.82 eV light did not change the profiles of the nano-scale
surface roughness (figure 4(e)).

We performed DPP etching using Ila-type (absorption
band edge of below 5.50eV [18]) diamond (111) with a

91



J. Phys. D: Appl. Phys. 45 (2012) 475302

T Yatsui et al

4 -f=3-11a (100) —-1b (111)
[ |~ b (100) --l1a (111)
2
E e
E 05} |
©
0
5 0 5 10 15 20 25 30 35
Etching time T [min.]
(a)
----- Ib{111), T=0 ====Ib (100). T=0
——Ib{111), T=30 —— b (100), T=30
----- lla(111), T=0 —e-=-1l2 (100), T=0
la(111), T=30
lla (100), T=30
1F 4 1L 1
by gt ==tmme o e
e \N---__‘,.J“‘:.;: T lagf— *
Eillag [T .7 v =
= o i =
&by € |
- YHPSS e
- i
| b —_—\IR-“\
10 00 1000 10 700 7000
[ [nm] 1[nm]

(b) (c)

Figure 5. (a) Dependence of R, values on the etching time 7' with
3.81eV light. (b) Calculated values of R(/) for the (11 1) substrate.
(c¢) Calculated values of R(!) for the (1 00) substrate.

continuum wave He—Cd laser with a wavelength of 325 nm
(3.81eV) and an excitation power of 0.8 W cm~2. Figure 5(a)
shows the decrease in R, from 0.294 to 0.166 nm. In addition,
DPP etching was performed on a diamond (1 00) substrate.
The (100) substrate was also grown under high-pressure
and high-temperature conditions. The (100) substrate was
mechanically polished by a conventional method before DPP
etching, so that it had a flat surface with R, less than 1.0 nm.
This value was comparable to the ultra-flat surface prepared by
ion implantation after mechanical polishing [19]. Using those
(100) substrates, we found the decrease in the R, value after a
30 min DPP etch (see figure 5(a)). Although the initial R, for
ITa-type (1 00) was as high as 0.813 nm, the rate of decrease in
the R, value for Ila-type (100) (10.4 x 10~ nmmin~', open
squares in figure 5(a)) was comparable to the rate for Ib-type
(111) (9.2 x 107> nmmin~!, solid diamonds in figure 5(a)).
The minimum R, value of 0.096 nm was obtained for Ib-type
(100) following a 30 min DPP etching. Figures 5(b) and (c)
show the calculated R(/) values, indicating that the DPP etch
decreased R(/) for all value of [.

In conclusion, we performed DPP etching on a diamond
substrate. Using 3.81eV light and O, gas, we obtained an
atomically flat surface with a surface roughness R, of 0.154 nm
(Ib-type (11 1)) and 0.096 nm (Ib-type (1 00)). By introducing
the standard deviation, R(/), we found that the conventional
adiabatic photochemical reaction did not remove the smallest
surface features, while DPP etching decreased the surface
roughness for all length scales. Because DPP etching is a non-
contact method and does not cause damage due to polishing, it
will improve the electrical and optical performance in a variety
of applications. DPP etching can be applied not only to flat but
also to three-dimensional surfaces including convex, concave
and periodic profiles [20].
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Abstract We developed a sol-gel method using the
dressed photon—phonon (DPP) process. DPPs are selec-
tively exited in nanoscale structures at photon energies that
are lower than the bandgap energy, which allows one to
increase the growth rate of smaller ZnO quantum dots
(QDs). Thus, we obtained a smaller size variance of ZnO
QDs. The growth rate was proportional to the power of the
light used for DPP excitation. The results were confirmed
using a rate equation that accounted for the concentration
of the sol-gel solution.

Recently, techniques involving ZnO quantum dots (QDs)
have been used to produce nanoscale optical devices
known as nanophotonic devices [1, 2]. By using nano-
photonic devices, one can decrease the device size beyond
the diffraction limit of light and achieve novel functionality
unattainable using conventional photonic devices. Fur-
thermore, nanophotonic devices reduce power consump-
tion and achieve energy savings. We have demonstrated
AND gate [3-5], NOT gate [6], nanoscale optical energy
transfer devices [7], and nanoscale light-harvesting nano-
fountains [8] as nanophotonic devices.

Several semiconductor materials, including CuCl [1, 3,
8], InAs [5, 6], and CdCe [7, 9], have been used for na-
nophotonic devices. In particular, ZnO is a promising
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candidate because of its large exciton binding energy and
good optical properties at room temperature [10, 11]. To
achieve high-performance nanophotonic devices, the size
of ZnO QDs must be accurately controlled to decrease the
size variance and resonate the discrete exciton energy level
of QDs. A sol-gel method that synthesizes ZnO QDs in
liquid solution is advantageous because it allows high
productivity and size control. However, when using con-
ventional sol-gel synthesis, the size variance of ZnO QDs
exceeds 20 % [12].

Previous studies have proposed the photoetching-assis-
ted sol-gel method to decrease the size variance via He—Cd
laser light irradiation (4 = 325 nm, photon
gy = 3.81 eV), in which the photon energy is higher than
the bandgap of ZnO QDs (/ = 380 nm, photon ener-
gy = 3.26 eV) to selectively etch large ZnO QDs [13].
Here, we propose the dressed photon—phonon (DPP)-
assisted sol-gel method for realizing further size control
and decreasing the size variance. Although the irradiating
light was not absorbed by the nano-structures, the irradi-
ated photon can couple with the material excitations
including the electrons in the nano structures. The coupled
state of photon and material excitation is considered as a
dressed photon (DP) [2]. Because DPs exist in nanostruc-
tures, they can couple with multiple modes of phonons in
ZnO precursors to generate a DPP state [14, 15]. The DPP
state can activate phonon energy levels that are optically
forbidden using conventional propagating light. Thus,
chemical reactions can occur via multistep excitation using
light irradiation in which the phonon energy is lower than
the reaction energy [16, 17]. Figure 1a, b shows schematic
diagrams of the growth processes for the conventional sol—
gel process and the DPP-assisted sol-gel method, respec-
tively. In the sol-gel method, particle growth proceeds by
the dehydration reaction between ZnOH™ in solution and

ener-
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OH™ on the ZnO QD surface (Zn-OH 4 ZnOH™ — Z-
nO + H,0). Figure le shows that for conventional sol-gel
synthesis, the solution must be heated until the energy of
the molecules is higher than the potential energy barrier of
the dehydration reaction. However, for DPP-assisted sol—
gel synthesis, one can induce growth via multistep exci-
tation of the DPP generated in the vicinity of ZnO QDs. In
other words, the required potential energy is reduced by the
DPP process, resulting in an increase in the size of the ZnO
QDs (Fig. 1b). Figure 1d shows that the size distribution of
the ZnO QDs is Gaussian owing to the thermal equilibrium
of the chemical reaction. For the conventional sol-gel
method, one can increase the growth rate by increasing the
temperature of the growth solution. However, the size
distribution is not affected because the heat is applied
equally to all ZnO QDs. In contrast to the conventional
process, the DPP-assisted process excites the DPP state in
smaller QDs selectively; thus, the size variance is expected

(a) (d)

x
%,

‘e

QD number

(1)
L

Z:
d o
QD number

QD diameter

(c) Heat/ DPP T

Phonon
mode

Zn-OH + ZnOH

Energy of molecule

v

Reaction coordinate

Fig. 1 a Mechanism of ZnO QD growth for the conventional sol-gel
method. b Time transition of the size distribution for QDs synthesized
by the conventional sol-gel method. Dashed curve size distribution of
ZnO QDs in the early phase of growth. W1 is the half-bandwidth of
the distribution. Solid line size distribution of ZnO QDs at growth
saturation. W2 is the half-bandwidth of the distribution. W; = W,.
¢ Mechanism of ZnO QD growth for the DPP-assisted sol-gel
method. d Time transition of the size distribution for QDs synthesized
by the DPP-assisted sol-gel method. Dashed curve size distribution of
ZnO QDs in the early phase of growth. W3 is the half-bandwidth of
the distribution. Solid line size distribution of ZnO QDs at growth
saturation. W4 is the half-bandwidth of the distribution. W; = W,
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to decrease, resulting in an asymmetric size distribution
(Fig. le). Based on the DPP-assisted sol-gel method, we
successfully controlled the size and decreased the size
variance of ZnO QDs.

For the sol-gel synthesis of ZnO QDs, 1.1 g of zinc ace-
tate dehydrate and 0.29 g of lithium hydroxide monohydrate
were dissolved in ethanol (50 mL) separately, and the two
solutions were mixed at 273 K [12]. In conventional sol-gel
synthesis, ZnO QDs grow due to the dehydration reaction
between the precursors (ZnOH) and hydroxyl groups on the
ZnO QD surface as heat energy is absorbed from the growth
solution [12, 18]. The growth rate of ZnO QDs is propor-
tional to the concentration of ZnOH™ ([ZnOH]) because
higher [ZnOH] increases the probability of dehydration. In
addition, desorption also occurs during particle growth.
Desorption is induced by the hydrolysis reaction between Zn
deposited on the ZnO QD core and H,O in the growth
solution. The probability of hydrolysis is proportional to the
H,O concentration in the growth solution. The H,O mole-
cules are generated when ZnOH is deposited on the ZnO QD
core; therefore, the H,O concentration is inversely propor-
tional to [ZnOH]. Thus, the desorption rate is also inversely
proportional to [ZnOH] [12, 19, 20]. For these reasons, the
particle growth rate can be determined by the deposition rate
(o [ZnOH]) and desorption rate (x [ZnOH] ), and QD
growth can be controlled by the trade-off between deposition
and desorption. In contrast, the DPP-assisted sol-gel method
has a higher ZnO QD growth rate than the conventional
method because the dehydration reaction is accelerated by
the DPP state. To verify this principle, we synthesized ZnO
QDs by semiconductor laser light irradiation (4 = 671 nm,
1.85 eV < 3.26 eV), which induced DPPs during ZnO QD
growth. Also, the DPP intensity was proportional to the
power of the irradiating light; therefore, an increase in size
can be expected for light of higher intensity.

To analyze the growth rate, we measured the absorption
edge wavelength of the ZnO QDs and calculated the
diameter using the relationship between diameter and
absorption edge wavelength [13, 21]. The circles in Fig. 2
show the relationship between growth time and QD
diameter. The growth rate depended on the power of the
irradiating light, and the saturation diameter of the ZnO
QDs was proportional to the irradiation power. We suc-
cessfully controlled the growth rate and size of the ZnO
QDs using the DPP-assisted sol-gel method. Based on
these results, we analyzed the growth rate quantitatively
using a rate equation that accounts for the rates of depo-
sition and desorption. The growth rate was determined by
deposition via heat energy, desorption, and DPP-assisted
deposition:

1. Deposition by heat energy: The rate of deposition by
heat energy is proportional to the amount of ZnOH to
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Fig. 2 Relationship between irradiation power and growth rate.
Without irradiation: ZnO QDs synthesized without irradiation; with
125 mW irradiation: ZnO QDs synthesized with irradiation
(4 =671 nm, I = 125 mW); with 250 mW irradiation: ZnO QDs
synthesized with irradiation (4 = 671 nm, I = 250 mW); with 500
mW irradiation: ZnO QDs synthesized with irradiation (1 = 671 nm,
1 =500 mW). [ is the power of the irradiating light

be deposited on the QD surface. Therefore, the rate is
proportional to the surface area of the ZnO QDs (ar”:
r is the radius of the QD) and [ZnOH].

2. Desorption: The desorption rate is also proportional to
the surface area of the ZnO QDs. However, desorption
occurs readily as [ZnOH] decreases; therefore, the
desorption rate is inversely proportional to [ZnOH].

3. DPP-assisted deposition: The rate of deposition
induced by the DPP state is proportional to the power
of the irradiating light that induces the DPP process.
DPP-assisted deposition occurs via a two-step transi-
tion from the phonon energy level. The second step of
the transition, from the phonon energy level to the
deposition energy level, is a conventional adiabatic
transition, and the probability of the second step is
more than 10° times higher than that of the first step,
from ground level to the phonon energy level [22, 23].

Considering (1)—(3), the rate equation was determined as

ar _ [ZOH]Z_;;#%W (1)
ar R T Pzon” T

where r is the radius of the QD and [ is the power of the
irradiating light. The first to third terms on the right side
represent (1)—(3) described above. [ZnOH] can be repre-
sented as [ZnOH] = 1 — k73, where [ZnOH] decreases in
proportion to the volume of the ZnO QDs. a, f, y, and Kk are
proportionality constants.

We fitted Eq. (1) to the experimental values. In the case
of conventional particle growth without light irradiation
(I =0 mW), the third term representing DPP-assisted
deposition could be ignored. Furthermore, [ZnOH] could
be considered equal to zero for particle growth saturation
when the QD diameter was 4.65 nm. Thus, the values of k,

«, and f§ were found to be 9.95 x 10**, 1.95 x 10~°, and
1.50 x 1077, respectively, by fitting Eq. (1) to the exper-
imental values for the case without light irradiation. Next,
by fitting to the experimental values for I = 125 mW
(green curve in Fig. 2), y1s mW was 1.38 x 107°, Y250
mW was 1.41 x 10~ for I = 250 mW, and V500 MW was
1.32 x 1072 for I = 500 mW. Thus, the values agreed
well, validating the model and indicating that particle size
can be controlled by light intensity.

To observe the effect of the DPP state, one must decrease
the probability of deposition by heat energy and increase the
probability of desorption. Therefore, we synthesized ZnO
QDs by diluting [ZnOH ™| in the growth solution. As a result,
the growth rate became slower and the saturation size
became smaller compared with the conventional method.
DPP-assisted deposition, however, was not affected by
[ZnOH™]. Therefore, the probability of DPP-assisted depo-
sition became dominant, and the increase in the growth rate
was observed clearly. Figure 3 shows the growth rate for
500 mW light irradiation using solutions of the conventional
[ZnOH™] and an eightfold-diluted concentration. The
growth rate, AD, can be defined as

AD = (Dwithirradiation - Dwithoutirradiation)/Dwilhoutirradiation
x 100,

(2)

where Dyithout irradiation 18 the diameter of the ZnO QDs
synthesized without irradiation and Dym irradiation 1S the
diameter of the ZnO QDs synthesized with irradiation. We
confirmed that the growth rate using the eightfold-diluted
concentration (red solid curve) was larger than that using
the conventional concentration (black solid curve). For
ZnO QDs grown for 7 days, the growth rate was 3.7 %
with the conventional concentration and 10.6 % using the

12, —l— Without dilution

= ~@— x8 dilution
o 104

=1

2 8

©

(1]

L 6

O

£

o 44

N

W

G 2

5

r O

1 2 3 4 5 6 7

Growth time (nm)

Fig. 3 Relationship between the growth rate and the concentration of
the growth solution. Without dilution: increasing growth rate with the
conventional concentration; 8x dilution: increasing growth rate with
the eightfold-diluted concentration
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eightfold-diluted concentration. This suggests that DPP-
assisted deposition was dominant, causing the growth
acceleration to be more pronounced.

We observed ZnO QDs by transmission electron
microscopy (TEM) to analyze the size distribution. Fig-
ure 4a, b shows TEM images of ZnO QDs grown for
7 days with and without light irradiation using the con-
ventional and the eightfold-diluted solutions, respectively.
The lattice fringes of ZnO QDs can be identified very
clearly in the magnified images. The lattice spacings were
estimated to be 0.252 nm (without irradiation) and
0.250 nm (with irradiation), which agreed well with the
lattice spacing of ZnO QDs along the c-axis, confirming
high-quality single-crystal growth. Figure 4c, d shows the
size distributions measured using binarized TEM images in
Fig. 4a, b, respectively. Table 1 summarizes the average
size and size distribution of the ZnO QDs. The average
diameter for QDs grown without irradiation was 3.1 nm
and increased to 3.6 nm with light irradiation. Table 1 also
shows that the full-width at half-maximum (FWHM) of the
size distribution was 0.88 nm for ZnO QDs grown without
irradiation and 0.79 nm for ZnO QDs grown with irradia-
tion. This result indicates that the size variance decreased
from 28 to 21 % by introducing DPP-assisted deposition,
confirming highly accurate particle size control. For strong,
local DPPs the accelerated growth affects smaller ZnO
QDs, more so than larger ZnO QDs. To confirm this

Fig. 4 a TEM image of ZnO
QDs deposited without light
irradiation. b TEM image of
ZnO QDs deposited with

325 nm laser irradiation. The
insets show the respective
magnified images. The scale
bars in the magnified images are
5 nm. c¢ Size distribution of ZnO
QDs grown without light
irradiation. d Size distribution
of ZnO QDs grown with

325 nm laser irradiation

—_
(1)
S

Frequency
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phenomenon, we compared the size distributions of ZnO
QDs synthesized by each method. The blue curve in
Fig. 4c is a Gaussian fit to the size distribution of ZnO QDs
synthesized without irradiation. The fitting agreed well
(97 %) with the size distribution of ZnO QDs with diam-
eters smaller than the average experimental diameter. We
confirmed that the size distribution of ZnO QDs synthe-
sized by the conventional sol-gel method is a Gaussian
curve, as shown in Fig. 1d, while the red dashed curve in
Fig. 4d is a Gaussian fit to the size distribution of ZnO QDs
synthesized with irradiation, indicating diameters larger
than the average experimental diameter, with an agreement
of only 77 %. We confirmed that the growth rate of smaller
ZnO QDs synthesized by the DPP-assisted sol-gel method
was accelerated selectively, as indicated by the asymmetric
size distribution shown in Fig. le).

We developed a sol-gel method using DPP-induced
deposition for size-controlled ZnO QDs and successfully
controlled the QD size and size variance. Growth via DPP-
assisted deposition was induced by irradiation with light in
which the photon energy was lower than the bandgap of
ZnO QDs during growth. Thus, the ZnO QDs synthesized
by DPP-induced deposition were larger than those syn-
thesized by the conventional sol-gel method. We analyzed
changes in the deposition rate based on light irradiation
power using a theoretical model and a rate equation that
accounted for the concentration of the growth solution. The
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Table 1 Average size and size variance of ZnO QDs for respective
growth conditions FWHM: full-width at half-maximum

QD FWHM of Variance
diameter(nm) distribution (nm) (%)
Without 3.1 0.88 28
irradiation
With 3.6 0.79 21

irradiation

results agreed well with the experimental data. The size of
the ZnO QDs was successfully controlled by the power of
the irradiating light; therefore, accelerated growth can be
expected using irradiating light of higher intensity. In
addition to DPP-assisted deposition, a further decrease in
the size variance can be achieved using the photoetching-
assisted sol-gel method to selectively etch larger ZnO
QDs.
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Nature-inspired devices and architectures are attracting considerable attention for various purposes, including
developing novel computing based on spatiotemporal dynamics, exploiting stochastic processes for computing,
and reducing energy dissipation. This paper demonstrates that the optical energy transfer between quantum
nanostructures mediated by optical near-field interactions occurring at scales far below the wavelength of light
could be utilized for solving constraint satisfaction problems (CSPs). The optical energy transfer from smaller
quantum dots to larger ones, which is a quantum stochastic process, depends on the existence of resonant energy
levels between the quantum dots or a state-filling effect occurring at the larger quantum dots. Such a spatiotemporal
mechanism yields different evolutions of energy transfer patterns in multi-quantum-dot systems. We numerically
demonstrate that optical energy transfer processes can be used to solve a CSP. The work described in this paper
is a first step in showing the applicability and potential of nanometer-scale optical near-field processes toward

solving computationally demanding problems.

DOI: 10.1103/PhysRevB.86.125407

I. INTRODUCTION

There is great demand for novel computing devices and
architectures that can overcome the limitations of conventional
technologies based solely on electron transfer, in terms of
reducing power dissipation, solving computationally demand-
ing problems, and so on.! Also, nature-inspired architectures
are attracting significant attention from various research
arenas, such as brainlike computing and computational
neurosciences,’ stochastic-based computing and noise-based
logic,® and spatiotemporal computation dynamics.*

Among these research topics, Nakagaki et al. showed that a
single-celled amoebalike organism, a plasmodium of the true
slime mold Physarum polycephalum, is capable of finding the
minimum-length solutions between two food sources.’ Also,
Aono et al. demonstrated “amoeba-based computing,” such
as solving a constraint satisfaction problem (CSP) (Ref. 4)
and the traveling salesman problem (TSP),® by utilizing the
spatiotemporal oscillatory dynamics of the photoresponsive
amoeboid organism Physarum combined with external optical
feedback control. Aside from such experimental demonstra-
tions, Leibtnitz et al. showed an algorithm for selecting the
most suitable and robust network by utilizing fluctuations
inspired by biological experiments where the speed of flu-
orescence evolution of proteins in bacteria is observed to
have a positive correlation with the phenotypic fluctuation of
fluorescence over clone bacteria.’

These demonstrations indicate that we can utilize the
inherent spatial and temporal dynamics appearing in physical
processes in nature for novel computing architectures and
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applications. Such arguments should also be applicable to
nanometer-scale light-matter interactions. In fact, Naruse et al.
demonstrated nanophotonic computing based on optical near-
field processes at scales below the wavelength of light.® In
particular, energy transfer between quantum nanostructures
mediated by optical near-field interactions, detailed in Sec. II,
plays a crucial role. Optical near-field interactions, which are
described by a Yukawa-type potential, have realized energy
transfer that involves conventionally dipole-forbidden energy
levels. Its theoretical foundation has been explained by the
dressed photon model,’ and the process has been experimen-
tally demonstrated in various quantum nanostructures such
as InGaAs,' ZnO,'! CdSe,'? etc. In particular, Kawazoe
et al. recently demonstrated room-temperature optical energy
transfer using two-layer InGaAs quantum dots (QDs)."* In
addition, the optical energy transfer has been shown to be 10*
times more energy efficient than that of the bit-flip energy
required in conventional electrically wired devices.'*

This article theoretically demonstrates that optical energy
transfer between quantum dots mediated by optical near-field
interactions can be utilized for solving a CSP. The optical
energy transfer from smaller quantum dots to larger ones
depends on the existence of resonant energy levels between
the quantum dots or a state-filling effect occurring at the
destination quantum dots. Also, as indicated by the quantum
master equations, the energy transfer process is fundamen-
tally probabilistic. Such a spatiotemporal mechanism yields
different evolutions of energy transfer patterns combined
with certain feedback mechanisms, similarly to the evolution
of the shape of Physarum demonstrated by Aono et al. in

©2012 American Physical Society
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Ref. 4. At the same time, in contrast to biological organisms,
optical energy transfer is implemented by highly controlled
engineering means for designated structures, such as semi-
conductor quantum nanostructures based on, for instance,
molecular beam epitaxy'> or DNA-based self-assembly.'® The
operating speed of such optical-near-field-mediated quantum-
dot systems, which is on the order of nanoseconds when
radiative relaxation processes are involved, is significantly
faster than those based on biological organisms, which is on
the order of seconds or minutes.*® The energy efficiency,'*
as indicated already above, and the possibility of room-
temperature operation' are also strong motivations behind the
investigations described in this paper. Other interesting nano-
materials, such as nanodiamonds,!”!® could be considered in
the implementation aside from semiconductor quantum dots.
In addition, we should emphasize that the concept and the
principles discussed in this paper are fundamentally different
from those of conventional optical computing or optical signal
processing, which are limited by the properties of propagating
light.!” The concept and principles are also different from
the quantum computing paradigm where a superposition of
all possible states is exploited so as to lead to a correct
solution.’’ The optical-near-field-mediated energy transfer
is a coherent process, suggesting that an optical excitation
could be transferred to all possible destination QDs via a
resonant energy level, but such coherent interaction between
QDs results in a unidirectional energy transfer by an energy
dissipation process occurring in the larger dot, as described in
Sec. II. Thus, our approach opens up the possibility of another
computing paradigm where both coherent and dissipative
processes are exploited.

This paper is organized as follows. Section II characterizes
state-dependent optical energy transfer via optical near-field
interactions. Section III formulates the satisfiability problem
studied in this paper, followed by an example demonstration.
Section IV concludes the paper.

II. STATE-DEPENDENT OPTICAL ENERGY TRANSFER
VIA OPTICAL NEAR-FIELD INTERACTIONS FOR
SOLVING A CONSTRAINT SATISFACTION
PROBLEM (CSP)

A. Energy transfer between quantum dots mediated by
optical near-field interactions

First, we briefly review the fundamental principles of opti-
cal energy transfer involving optical near-field interactions.”>!
We begin with the interaction Hamiltonian between an
electron-hole pair and an electric field, which is given by

Au== [ 3 dlwer-E0dio. @

i,j=eh

where e represents the electron charge, @if(r) and 1} ;(r) are,
respectively, creation and annihilation operators of either an
electron (i,j = e) or a hole (i,j = h) at position r, and E(r)
is the electric field.?? In usual light-matter interactions, E(r)
is a constant since the electric field of diffraction-limited
propagating light is homogeneous on the nanometer scale.
Therefore, we can derive optical selection rules by calculating
the dipole transition matrix elements. As a consequence, in the
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(b)

Optical near-field
interaction

Optical near-field
interaction

QD

FIG. 1. (Color online) (a) Optical energy transfer between quan-
tum dots mediated by optical near-field interactions. (b) State filling
induced at the lower energy level in the larger dot by control light.

case of spherical quantum dots, for instance, only transitions
to states specified by [ =m = 0 are allowed, where / and
m are the orbital angular momentum quantum number and
magnetic quantum number, respectively. In the case of optical
near-field interactions, on the other hand, due to the large
spatial inhomogeneity of the localized optical near fields at the
surface of nanoscale material, an optical transition that violates
conventional optical selection rules is allowed. Detailed theory
and experimental details can be found in Ref. 23.

Here, we assume two spherical quantum dots whose radii
are Rg and Ry, which we call QDg and QD , respectively, as
shown in Fig. 1(a). The energy eigenvalues of states specified
by quantum numbers (n,l) are given by

2 2
h o,

2MR?

Ey=E;+ E; + n=123,..), 2)
where E, is the band-gap energy of the bulk semiconductor,
E., is the exciton binding energy in the bulk system, M is the
effective mass of the exciton, and «,,; are determined from the
boundary conditions, for example, as «,o = nw, a;; = 4.49.
According to Eq. (2), there exists a resonance between the
level with quantum number (1,0) in QDg, denoted by S in
Fig. 1(a), and that with quantum number (1,1) in QD , denoted
by L\, if R./Rs = 4.49/7 ~ 1.43. Note that the (1,1) level
in QDy, is a dipole-forbidden energy level. However, optical
near fields allow this level to be populated by excitation.?
Therefore, an exciton in the (1,0) level in QDg could be
transferred to the (1,1) level in QD . In QD , due to the
sublevel energy relaxation with a relaxation constant I', which
is faster than the near-field interaction, the exciton relaxes
to the (1,0) level, denoted by L(IL), from where it radiatively
decays. Also, because the radiation lifetime of quantum dots
is inversely proportional to their volume,?* finally we find
unidirectional optical excitation transfer from QDg to QDy,.
In the optical excitation transfer discussed above, the
energy dissipation occurring in the destination quantum dot
determines the unidirectionality of energy transfer. Therefore,
when the lower energy level of the destination quantum dot
is filled with another excitation (called “state filling”), an
optical excitation occurring in a smaller QD can not move
to a larger one. As a result, the optical excitation will go
back and forth between these dots (optical nutation) and will
finally decay from the smaller QD, as schematically shown in
Fig. 1(b). This suggests two different patterns of optical energy
transfer, which appear depending on the occupation of the
destination quantum dots. Another mechanism for realizing
two different states is to induce resonance or nonresonance
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between QDg and QD;, due to many-body effects; details of
this are discussed in Ref. 13.

B. Architecture for solving a constraint satisfaction problem:
State-dependent energy transfer

To solve a constraint satisfaction problem (CSP) by using
the optical energy transfer introduced in Sec. IT A, we design
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an architecture where a smaller QD is surrounded by multiple
larger QDs. In this paper, we assume four larger QDs,
labeled QDy,,QDy,,QDy ;, and QDy, as indicated in Fig. 2(a).
Figure 2(c) shows representative parametrizations associated
with the system. The (1,0) level in QDyg is denoted by S, and the
(1,1) Ievel in QDy,, is denoted by Ll(-U). These levels are resonant
with each other and are connected by interdot interactions
denoted by Usp, (i =1,...,4). It should also be noted that

(b) C,

2

)
10k L(]L> ______ ]
L
c o8} Ly ——— ]
ke NN
-‘(E 0.6 | L) (E)
S L Ly —
3 04} R
o) . / 25y
Qo2 p A LW
0.0 frmmmm-m s

0 1000 2000 3000 4000 5000 6000
Time (ps)

FIG. 2. (Color online) Architecture of the optical-energy-transfer—based satisfiability solver studied in this paper and energy diagram of a
system composed of a smaller quantum dot and four larger quantum dots. (a) Radiation from the larger quantum dots is detected. (b) Control
light for inducing state filling in the larger quantum dots. (c) Energy diagram and parametrization of the system. (d) A schematic diagram
showing state filling induced at the lower energy level in QD . (e), (f) The effect of state filling induced in the lower energy level in QDy .

(e) Population evolutions for the upper energy levels in QD , (i = 1, .

..,4) with two initial excitons: one exciton sits in S and the other sits in

the lower energy level in QDy, . (f) Population evolutions for the lower energy levels in QDy, (i = 1, ... ,4) with one initial exciton in S while

inducing a 100-times increase in the sublevel relaxation lifetime lel.
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FIG. 3. (Color online) (a) Population evolutions for the lower energy levels in QDy, (i = 1, ... ,4) depending on the state filling induced at
the larger dots. (b) Estimated energy transfer probabilities calculated as time integrals of the populations shown in (a).

optical near-field interactions between the (1,1) levels in QDy,
and QDL!, (i # j)areindicatedby Uy, inFig. 3(c), which will
be described in detail later below. Note that the interactions
UL, are not shown in Figs. 2(a) and 2(b), nor are other
illustrations regarding the architecture of the QD system in this
paper, in order to avoid too much complexity in the figures. The
lower level in QDy , namely, the (1,0) level, is denoted by LEL),
which could be filled via the sublevel relaxation from L{” (i =
1,...,4), denoted by I'y,. The radiations from the S and L;
levels are, respectively, represented by the relaxation constants
ysand y, (i =1, ...,4). In the following discussion, we call
the inverse of the relaxation constant the radiation lifetime.

We also assume that the photons radiated from the lower
levels of QDy, can be separately captured by photodetectors,
as schematically shown in Fig. 2(a). In addition, as introduced
in Sec. I, we assume control light, denoted by Cy, in Fig. 2(b),
so as to induce the state-filling effect at LﬁL). Summing up,
Figs. 2(a) and 2(b) schematically represent the architecture
of the system studied in this paper for solving a CSP. In this
section, we characterize the basic behavior of optical energy
transfer in the system shown in Figs. 2(a) and 2(b).

First, we suppose that the system initially has one exciton in
S. From the initial state, through the interdot interactions Us,,,

the exciton in S could be transferred to LﬁU) i=1,...,4.
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Also, interactions exist between LEU), which are represented by
UL, Accordingly, we can derive quantum master equations in
the density matrix formalism.?*?> The interaction Hamiltonian
is given by

0 Ust, Us,, Us,, Usy,
USLI 0 ULILz UL|L3 UL]L4
Hiyy=| UsL, ULy, 0 UL, Uy, (3)
Ust, Ui, UL, 0 UL,
Us., UL, Ui, ULy, 0

The interdot near-field interactions are given by a Yukawa-
type potential

U— Aew(—m)y
r

“4)

where r denotes the distance between the QDs, and A and u
are constants.”??
The relaxation regarding these five states is described by

E 0 0 0 0
0 & 0 0 0
Ne=|0 0 & 0 o0 (5)
0o 0 0o S99
0 0 0 0 =
The Liouville equation for the system is then
dp(t) i
7 _ﬁ[Him»P(t)] — Nrp(t) — p(t)Nr, (6)

where p(t) is the density matrix with respect to the five
energy levels and % is Planck’s constant divided by 2.
Similarly, we can derive differential equations with respect
to the lower level of the larger dot LEL), which is populated
by the relaxations from the upper energy levels with constants
I'L,, which radiatively decay with relaxation constants yi,. In
the numerical calculation, we assume UsiLl,» =100 ps, I'/ -
10 ps, y{il =1 ns, and yg' = (R./Rs)* x VLT»I A 2.92 ns
as a typical parameter set. For instance, in the experimental
demonstrations based on a CdSe/ZnS core-shell QD shown
in Ref. 26, the radiation lifetime of a CdSe/ZnS quantum dot
with a diameter of 2.8 nm (larger QD) was measured to be
2.1 ns, which is close to the radiation lifetimes in the above
parameter set. Also, the interaction time between smaller and
larger quantum dots via optical near fields was estimated to
be 135 ps in Ref. 26, which is also close to the above interdot
interaction time.

The interactions between larger QDs, UL’_L’_, could be
obtained by referring to the geometry of the system, which is
schematically shown in Figs. 2(a) and 2(b), and the Yukawa-
type potential given by Eq. (4). For simplicity, we assume
that these interaction times are the same as those between
smaller and larger QDs, namely, Uy, ILZ =Uy, 1L3 =Up, 1L4 =
UL*] 1L4 = 100 ps. On the other hand, the interactions between
nonadjacent QDs, for example, the interaction between QDy
and QD ,, are considered to be weaker with regard to the
geometry and the distance dependence given by Eq. (4). In
this study, we assume that Uy 1L3 = Uy, 1L4 = 1000 ps. Based
on the above modeling and parametrizations, the calculated
populations are represented in Fig. 3(a,0), where short-dashed
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(magenta), long-dashed (brown), dashed-dotted (green), and
solid (red) curves, respectively, correspond to populations
involving L(IL), L(ZL), L(3L), and Lf‘L), which are relevant to the
radiation from the larger QDs. The population with respect to
S is also indicated by a thin solid curve (blue) in Fig. 3(a,0).
Since the interdot optical near-field interactions between QDg
and QD are uniform, and the relaxation constants are also
uniform for QD ,, the population evolutions exhibit the same
patterns for QDy, (i =1, ...,4), as shown in Fig. 3(a,0).

Second, we consider situations where one or more of
the larger QDs are subjected to state filling by the control
light C, (i =1, ...,4). Suppose, for example, that the control
light Cp, induces state filling at the energy level L(IL) , as
schematically shown in Fig. 2(d). In order to take account
of such state filling, we calculate the population evolutions
with an initial state in which one exciton sits at S and another
one is located at L(lL). Based on a similar formalism to that
described in Eqgs. (3)—(6), we derive master equations for the
two-exciton system, and combine them with those for the
one-exciton system.?! In order to characterize the differences
of excitation transfer from QDg to QD (i =1,....,4), we
evaluate the populations for the upper energy levels in QD ,
that is L(IU) (i=1,...,4). As shown in the solid curves in
Fig. 2(e), the populations for LY, L(3U), and LiU) mostly exhibit
larger values compared with that for L(IU), which is shown by
the dashed curve. This is a clear indication that optical energy
is more likely to be transferred to QDy,, QDy,,and QDy, than
to QDy,.

Another way of describing such an effect in the quantum
master equations introduced above is by inducing a significant
increase in the sublevel relaxation lifetime that corresponds
to the QDy, subjected to state filling by the control light;
more specifically, we assume that I' !increases by a factor
of 1000 due to the control light Cy,. Figure 2(f) characterizes
the population evolutions associated with the energy levels
in the system when the control light C;, is switched on. The
population for L(IL), shown by the dashed curve, stays at a lower

level, whereas the populations for L(L), L;D, and LiL) increase.
That is, Fig. 2(f) also shows that optical energy is more likely
be transferred to QDy,, QDy,,and QD¢ than to QDy,, which
is consistent with the tendency shown in Fig. 2(e).

Looking at Figs. 2(e) and 2(f) in more detail, the populations
for L(zU) and LZU) exhibit different evolutions compared with

that of LgU); this is because QDy, is located at the opposite
side of QDy, where the control light is induced. Furthermore,
LY LW
2 4
compared with that for L(U); such behavior is also consistent
in Figs. 2(e) and 2(f). Therefore, in the rest of this paper, we
take the approach of inducing increases in I'f_ ! by using the
control light Cy,.

Figure 3(a) summarizes the population evolutions with
respect to different numbers of control light beams.
Figure 3(a,l) is the same as Fig. 2(f), as already explained,
corresponding to the situation where L(IL) is subjected to state
filling. Figures 3(a,2a) and 3(a,2b) show the populations when
two levels among LEL) are subjected to state filling. The relative
position of the two QDs subjected to control light are different
between Figs. 3(a,2a) and 3(a,2b). Figure 3(a,3) shows the

the populations for and initially exhibit larger values
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populations when three levels among LEL) are subjected to
state filling. The energy transfer preferentially flows into the
larger dots that are not subjected to state filling with the
control light. When all of the larger dots are subjected to state
filling, the exciton sitting in the level S initially goes back
and forth among the levels S and Ll(-U) and decays from the
level S, as observed by the solid thin curve in Fig. 3(a,4). The
differences in the population evolutions shown in Fig. 3(a)
depending on the control light C;, suggest differences in
energy transfer probabilities from the smaller source dot to the
larger destination dots. Taking account of such differences,
we assume that the energy transfer probability to QDy, is

correlated with the integrals of the populations for LEL), as
summarized in Fig. 3(b). More specifically, the transition
probabilities shown in Fig. 3(b) are the numerical integrations
of the populations between 0 and 20 ns divided by a factor of
1000. Note that such population integrals are indeed figures-of-
merit (FoM) indicating the trend of optical energy transfer from
the smaller quantum dot to the four larger dots. That is, they
do not satisfy the law of conservation of probability, namely,
the sum of the transition probabilities to QDy, i = 1,...,4)
is not unity. Instead, we see that the energy transfer to QDy,
occurs if a uniformly generated random number between 0
and 1 is less than the transition probability to QDy shown in
Fig. 3(b); for example, in the case of Fig. 3(b,3), the energy
transfer to QD is induced with high likelihood, whereas the
transfers to QDy , QDy,, and QD;, are induced with lower
probability.

The idea for problem solving is to control the optical
energy transfer by controlling the destination quantum dot
with control light in an adequate feedback mechanism. We
assume that a photon radiated, or observed, from the energy
level LEU is equivalent to a binary value x; having a logical
level 1, whereas the absence of an observed photon means
X = 0.

To end this section, we make one remark about “nonlocal”
properties of the system. The interaction Hamiltonian includes
distant interactions U; ; and Uy , not just interactions
between adjacent dots. In that sense, a “nonlocal” nature has
been treated in this study. Furthermore, we consider that the
state-filling-dependent population differences summarized in
Fig. 3 also manifest a nonlocal property. The initial exciton
sitting in QDg can be transferred to the upper energy levels of
the larger QD via optical near-field interactions. Seemingly,
the exciton immediately senses the vacancy in the destination,
or larger, QD, and exhibits different energy transfer patterns.
For instance, in the case of Fig. 3(a,3), the probability of energy
transfer to QDy, is significantly higher than in the other cases.
This can be viewed as a “nonlocal” property in the sense
that it is a consequence of the character of the system as a
whole.

III. APPLICATION TO SOLVING A CONSTRAINT
SATISFACTION PROBLEM

A. Problem formation

We consider the following constraint satisfaction problem
as an example regarding an array of N binary-valued vari-
ables x; € {0,1}(i = 1,...,N). The constraint is that x; =
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® .
.
®

8{
FIG. 4. (Color online) A schematic representation of the feedback
mechanism. When the radiation from QD,, is detected in cycle ¢,

control light beams Cy, and C,,, which are in channels adjacent to
QD,,, are switched on.

NOR(x;_1,x;11) should be satisfied for all i. That is, variable
x; should be consistent with a logical NOR operation of the two
neighbors. For i = 1 and N, the constraints are respectively
given by x; = NOR(xy,x;) and xy = NOR(xy_1,x1). We
call this problem the “NOR problem” hereafter in this paper.
Taking account of the nature of an individual NOR operation,
one important inherent character is that, if x; = 1 then its two
neighbors should be both zero (x;—; = x;4+1 = 0). Recall that
a photon radiated, or observed, from the energy level LI(.L)
corresponds to a binary value x; = 1, whereas the absence of
an observed photon means x; = 0. Therefore, x; = 1 should
mean that the optical energy transfer to both Lff)l and Ll(.i)l
is prohibited so that x;_; = x;4; = O is satisfied. Therefore,
the feedback or control mechanism is as follows: Control
mechanism. If x; = 1 at cycle ¢, then the control light beams
C;,_, and C,_, are turned on at cycle t =t + 1. An example
scheme is illustrated in Fig. 4.

In the case of N = 4, variables satisfying the constraints
do exist, and they are given by {x;,x2,x3,x4} = {0,1,0,1} and
{1,0,1,0}, which we call “correct solutions.” There are a few
remarks that should be made regarding the NOR problem.
One is about the potential deadlock, analogous to Dijkstra’s
“dining philosophers problem,” as already argued by Aono
et al. in Ref. 4. Starting with an initial state x; = 0 for all i, and
assuming a situation where optical energy is transferred to all
larger QDs, we observe photon radiation from all energy levels
Ll(.L) i=1,...,N), namely, x; = 1 for all i. Then, based on
the feedback mechanism shown above, all control light beams
are turned on. If such a feedback mechanism perfectly inhibits
the optical energy transfer from the smaller QD to the larger
ones at the next step ¢ + 1, the variables then go to x; =0
for all i. This leads to all control light beams being turned
off at r 4+ 2. In this manner, all variables constantly repeat
periodic switching between x; = 0 and 1 in a synchronized
manner. Consequently, the system can never reach the correct
solutions. However, as indicated in Fig. 3(b), the probability
of optical energy transfer to larger dots is in fact not zero
even when all larger QDs are illuminated by control light,
as shown in Fig. 3(b,4). Also, even for a nonilluminated
destination QD, the energy transfer probability may not be
exactly unity. Such a stochastic behavior of the optical energy
transfer is a key role in solving the NOR problem. This
nature is similar to the demonstrations in the amoeba-based
computer,* where fluctuations of chaotic oscillatory behavior
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FIG. 5. (Color online) Schematic representation of all possible states of the system. States (7) and (10) correspond to the correct solutions.

involving spontaneous symmetry breaking in the amoeboid
organism guarantees such a critical property. In fact, Aono
et al. experimentally demonstrated solving the NOR problem
when N = 8 using amoeba and the feedback mechanism shown
above.*

B. Demonstration

In the case of N = 4, there are in total 2* = 16 optical
energy transfer patterns from the smaller dot to the larger
ones, as schematically summarized in Fig. 5. The numbers
shown in the lower-right corner of each inset indicate the
corresponding variables {x;,x»,x3,x4}. The correct solutions
correspond to states (7) and (10) in Fig. 5, marked by dashed

boxes. The operating dynamics cause one pattern to change to
another one in every iteration cycle. Thanks to the stochastic
nature discussed in Secs. IIB and III A, each trial could
exhibit a different evolution of the energy transfer patterns. In
particular, the transition probability, shown in Fig. 3(b), affects
the behavior of the transitions. Therefore, we introduce a gain
factor (G) to be multiplied by the energy transfer probability
summarized in Fig. 3(b).

Figure 6 summarizes the incidences of states for
1000 trials evaluated at t = 1, 2, 3, 50, and 100 when G =
2.5. The initial state is {x1,x2,x3,x4} = {0,0,0,0}, meaning that
there is no energy transfer to larger dots [state (1) in Fig. 5].
The incidences of states (7) and (10), which are the correct
solutions, grow as the iteration cycle increases. The detailed

1000 500
t=0 t=2
o 800 120 400
3]
§ 600 80 300
‘c 400 200
£ 40 . . .
200 100 FIG. 6. (Color online) The evolution of inci-
0 0 0 dence patterns of the states among 1000 trials
0 5 10 15 0 0 5 10 15 when the gain factor is 2.5. The incidences
State number 400 400 corresponding to the correct solutions increase
1=50 t=100 as the iteration cycle increases.
300 300
200 200
100 100
0 0
0 5 10 15 0 5 10 15
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FIG. 7. (Color online) (a) The evolution of the ratio of the output appearance from QDy , or x; = 1, and (b) the ratio of the state corresponding
to the correct solutions with the initial state (1) in Fig. 5. (c), (d) Time-averaged traces of (b) and (c), respectively. (e) The evolution of the ratio
of the output appearance from QD,, or x; = 1, and (f) the ratio of the state corresponding to correct solutions with the initial state of (7) in

Fig. 5.

behavior of the system is characterized in Figs. 7(a) to 7(d).
The curves in Fig. 7(a) represent the evolution of the output
appearance from QDy , namely, the ratio of the incidence when
x; = 1 among 1000 trials evaluated at each cycle. Similarly,
the solid and dotted curves in Fig. 7(b) characterize the ratio
of the appearance of states (7) and (10), respectively. When
we closely examine the evolutions of x; in Fig. 7(a), we can
see that the pair x| and x3 exhibit similar behavior, as do the
pair x, and x4. Also, the former pair exhibits larger values
when the latter pair shows smaller values, and vice versa. This
corresponds to the fact that correct solutions, that is, {0,1,0,1}
[state (7)] and {1,0,1,0} [state (10)], are likely to be induced as
the iteration cycle increases, as shown in Fig. 6.

Such a tendency is more clearly represented when we
evaluate the time averages of the characteristics in Figs. 7(a)
and 7(b). Figure 7(c) shows the evolution of the ratio of the
incidences when x; = 1, and Fig. 7(d) shows the ratios of

states (7) and (10) averaged over every five cycles. We can
clearly observe a similar tendency to the one described above.
Also, we should emphasize that, thanks to the probabilistic
nature of the system, the states of correct solutions appear in an
interchangeable, or in an anticorrelated, manner. This is a clear
indication of the fact that the probabilistic nature of the system
autonomously seeks the solutions that satisfy the constraints of
the NOR problem; the state-dependent probability of energy
transfer plays a critical role in this. In other words, it should
be emphasized that a nonlocal correlation is manifested in the
evolution of x; (i =1, ...,4); for instance, when the system
is in state (7), i.e., {0,1,0,1}, the probabilities of energy
transfer to QDp, and QD are equally comparably low (due
to state filling), whereas those to QD;, and QD are equally
comparably high, indicating that the probability of energy
transfer to an individual QD;, has inherent spatial patterns
or nonlocal correlations. At the same time, the energy transfer
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FIG. 8. (Color online) (a) The incidence patterns of the states for different gain factors at the cycle + = 100. (b) Calculated accuracy rate,
or the ratio of the number of correct states among all trials. The accuracy rate is maximized when the gain factor is 2.5.

to each QDy, is indeed probabilistic; therefore, the energy
transfer probability to, for instance, QDy, is not zero even in
state (7), and thus, the state could transition from state (7)
to state (10), and vice versa. In fact, starting with the initial
condition of state (7), the ratio of the output appearance from
QD and the ratio of the correct solutions evolve as shown in
Figs. 7(e) and 7(f), where states (7) and (10) occur equally in
the steady state around time cycles after 20.

Figure 8(a) summarizes the incidence patterns at ¢t = 100
for 1000 trials as a function of the gain factor ranging from 1
to 10. As shown in the upper-left corner of Fig. 8(a), too high
a gain always results in incorrect solutions; this is because
energy transfers to larger dots are always induced even when
state filling is induced. On the other hand, as shown in the
lower-right corner of Fig. 8(a), too low a gain also results
in a high incidence of incorrect solutions, indicating that the
energy transfer is too strictly inhibited by the control light.
Figure 8(c) evaluates the accuracy rate, which is the number
of correct solutions among 1000 different trials at + = 100,
as a function of the gain factor. We can see that a gain of 2.5
provides the highest accuracy rate.

Finally, we make two remarks relevant to this study. The
first remark is about the relevance to a satisfiability (SAT)
problem. In the case of N = 4, solving the NOR problem
demonstrated above is equivalent to solving the following
satisfiability problem instance given in a conjunctive normal
form:

S(x1,x2,x3,%4) = (—x1 V —x2) A (X1 V Txg)
X A (mx2 VvV —x3) A (—x3 V)
X A(xX1 VxaVx3) A ViV ixg)
X A(x1Vx3Vxg) AoV xzVxg).

(N

Since the maximum number of literals in clauses in Eq. (7)
is three, this is an instance of a so-called 3SAT problem.27
We presume that such a SAT problem could be dealt with
by variants of our optical-near-field-mediated systems devel-
oped in the future.”® SAT is an important nondeterministic
polynomial-time complete (NP-complete) problem, indicating
that no fast algorithm has been found yet.”” We consider that
nanophotonic principles could potentially provide a new way
to solve such computationally demanding problems.

125407-9

107



MAKOTO NARUSE et al.

The second remark is about implementation of optical
energy transfer for such stochastic computing applications.
As mentioned in the Introduction, the latest notable features
are the rapid advancements in nanomaterials for optical en-
ergy transfer.'%'® Among various technologies, for example,
Akahane et al. successfully demonstrated energy transfer
in multistacked InAs QDs,> where layer-by-layer QD size
control has been accomplished.'> Adequate QD size control
also allows optical coupling between optical far fields and
optically allowed energy levels in a quantum-dot mixture,*
which could help to solve the interfacing issues of the system.
Research in the field of nanodiamonds may also be of promise
in implementing the architecture of this study;'”'® near-field
applications of nanodiamonds have already been demonstrated
by Cuche et al. in Ref. 31.

IV. SUMMARY

In summary, we have demonstrated that energy transfer
between quantum nanostructures based on optical near-field
interactions occurring at scales far below the wavelength
of light has the potential to solve a constraint satisfaction
problem. The optical energy transfer from smaller quantum
dots to larger ones, which is a quantum stochastic process,

PHYSICAL REVIEW B 86, 125407 (2012)

depends on the existence of resonant energy levels between
the quantum dots or a state-filling effect occurring at the desti-
nation quantum dots. We exploit these unique spatiotemporal
mechanisms in optical energy transfer to solve a constraint
satisfaction problem, and numerically demonstrated that the
NOR problem is successfully solved. As indicated in the
Introduction, the concept and the principles demonstrated in
this paper are based on both coherent and dissipative processes
on the nanoscale, which is not the case with conventional
optical, electrical, and quantum computing paradigms. The
inherently nonlocal nature is also a unique attribute provided
by the optical-near-field—-mediated optical energy transfer.
This paper paves the way for applying nanometer-scale optical
near-field processes to solving computationally demanding
applications and suggests a new computing paradigm.
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Dressed photon science and technology for novel devices, fabrications,
and energy conversion systems

M. OHTSU

Department of Electrical Eng. and Information Systems, Graduate School of Eng.,
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ohtsu@ee.t.u-tokyo.ac.jp

Abstract: This presentation reviews the theoretical picture of dressed photons used to describe the
electromagnetic interactions between nanometric particles located in close proximity to each other. The
coupling between a dressed photon and multi-mode coherent phonons is also presented. Applications
of this novel process to innovative optical devices, fabrication technologies, and energy conversion are
demonstrated.

1. Introduction

Dressed photon (DP) science and technology utilize the electromagnetic fields localized in nanometric
space. These fields have been named optical near-fields due to their non-propagating features. The
principles and concepts of DP science and technology are quite different from those of conventional
wave-optical technology encompassing photonic crystals, plasmonics, metamaterials, silicon photonics,
and quantum-dot photonic devices. This is because these devices use propagating light even though the
materials or particles used may be nanometer-sized. The theoretical picture of DP has been proposed to
describe the electromagnetic interactions between nanometric particles located in close proximity to
each other. The optical near-field is a virtual cloud of photons that always exists around an illuminated
nanometric particle. A real photon (, i.e., conventional propagating scattered light) can be emitted from
an electron in an illuminated nanometric particle. Independently of the real photon, another photon is
emitted from the electron, and this photon can be reabsorbed within a short duration. This photon, i.e.,
a virtual photon, is nothing more than the optical near-field, and its energy is localized at the surface of
the nanometric particle. Since the virtual photon remains in the proximity of the electron, it can couple
with the electron in a unique manner. This coupled state (DP) is a quasiparticle from the standpoint of
photon energy transfer. It is the DP that carries the material excitation energy.

2. Principles

The DP has been theoretically described by assuming a multipolar quantum electrodynamic Hamiltonian
in a Coulomb gauge in a finite nano-system [1]. After a unitary transformation, the creation and
annihilation operators of the DP are expressed as the sum of the operators of the real photon and an
electron—hole pair. A real nanometric material is composed not only of electrons but also of a crystal
lattice. In this case, after a DP is generated on an illuminated nanometric particle, its energy can be
exchanged with the crystal lattice. By this exchange, the crystal lattice can excite the vibration mode
coherently, creating a multi-mode coherent phonon state. As a result, the DP and the coherent phonon
can form a coupled state (dressed-photon — phonon: DPP). The creation operator of the DPP is
expressed as the product of the creation operator of the DP and a displacement operator of the phonon,
which represents the creation of the coherent phonon state [2]. This coupled state is a quasi-particle
and is generated only when the particle size is small enough to excite the crystal lattice vibration
coherently.
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3. Application

Three examples for application to energy conversion are reviewed in this presentation: (1) Up-
conversion from optical to optical energy by using organic dye particles[3]. (2) Conversion from optical
to electrical energy by taking an organic thin film photovoltaic device as an example[4]. (3) Conversion
from electrical to optical energy by taking a LED as an example. Novel LED[5], a laser[6], an optical-
electrical relaxation oscillator[7], and a photo-detector with optical gains[8] will be demonstrated by
using indirect transition-type semiconductors (Si, SiC, and GaP), which are fabricated and operated by
DPP. It should also be noted that Si has low toxicity and no concerns about depletion of resources. These
notable features, realized by using DP science and technology, are advantageous for energy saving and
environmental protection for future society.
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1. Background: An optical energy transfer based on optical near-field interactions can be suppressed by exciting
the destination quantum dot (QD). Based on this principle, the nanophotonic device which acts as all optical switch
was developed [1]. Recently, the concept of a novel computing by utilizing fluctuation of optical near-field energy
transfer was proposed [2]. On the other hand, we have developed long range optical energy transfer using
randomly distributed QD system [3]. Here, we successfully demonstrated a spatiotemporal control of optical
energy transfer with suppression of optical near-field energy transfer in randomly distributed QD system.

2. Experiment: We prepared two types of CdSe/ZnS core-shell QDs, designated as QDS and QDL. The ground state
of the exciton in QDS was resonant with the first excited state in QDL. Using e-beam lithography and lift-off
technique, these QDs were deposited in structures as shown in Fig.1 on a silica substrate. The QDSs and QDLs were
randomly and closely dispersed in green and orange regions in Fig. 1, respectively. We measured the emission
intensity 1A of QDS from an edge of QDS structure named A, during exciting QDS by irradiating the center of QDS
structure (shown as white dotted circle in Fig. 1) with UV laser light. We evaluated the variation of IA, with
irradiating the other edge of QDS structure, B or C with =589 nm laser to excite QDL.

3. Result: Figure 2 shows the obtained variation of IA with irradiation of B or C. IA increased in 2.8 % with
irradiating B due to suppression of optical energy transfer by exciting QDL in B. However, IA shows no significant
variation with irradiating C because there were no QDL in region C. This result indicated the spatiotemporal control
of optical energy transfer can be realized by suppression of optical near-field energy transfer.

2 um
—

w

%]

Variation of I, (%)

0
i E—
Fig. 1 Schematic image of an experimental sample. o
Green and orange regions show QDS and QDL Irradiation
structure, respectively. Fig. 2 The variation of I, with irradiating B or C.

Acknowledgement This work has been partly supported by The New Energy and Industrial Technology
Development Organization(NEDO) Project “Development of Next-generation High-performance Technology for
Photovoltaic Power Generation System”.

Reference

[1] M. Ohtsu, T. Kawazoe, T. Yatsui, and M. Naruse, “Nanophotonics: Application of Dressed Photons to Novel Photonic Devices, andSystems,” IEEE J. of Selected
Topics in Quantum Electronics, 14, 1404 (2008)

[2] Makoto Naruse, Masashi Aono, Song-Ju Kim, Tadashi Kawazoe, Wataru Nomura, Hirokazu Hori, Masahiko Hara, and Motoichi Ohtsu,*Spatiotemporal dynamics
in optical energy transfer on the nanoscale and its application to constraint satisfaction problems,” Phys. Rev. B,86, 125407 (2012)

[3] W. Nomura, T. Yatsui, T. Kawazoe, M. Naruse, and M. Ohtsu, “Structural dependency of optical excitation transfer via optical nearfieldinteractions between
semiconductor quantum dots, ”” Appl. Phys. B, 100, 181 (2010)

33

113



Thursday, July 4, 2013
Oral Presentation

Parallel Session 4, Camellia Room at Level 4
15:00 — 15:20

Phonon-assisted photo-curing method for autonomous formation of
Nanophotonic Droplets

Naoya TATE', Yang LIU*, Tadashi KAWAZOE", Makoto NARUSE?,

Takashi YATSUI', and Motoichi OHTSU?

! The University of Tokyo

2 National Institute of Information and Communications Technology
tate@nanophotonics.t.u-tokyo.ac.jp

Abstract: We have demonstrated a novel technique for autonomously coupling heterogeneous
quantum dots to induce particular optical responses based on a simple phonon-assisted photocuring
method in which a mixture of quantum dots and photocurable polymer is irradiated with light. The
cured polymer sequentially encapsulates coupled quantum dots, forming what we call a Nanophotonic
Droplet. The Nanophotonic Droplets exhibited quite homogeneous sizes, shapes, and optical properties
due to their characteristic formation process.

Various fabrication technologies have been actively developed for realizing novel devices and systems
that operate on the nanometric scale. Among these technologies, self-assembly is one promising
method of achieving mass-production of nanometric devices. Previously, we reported an all-
autonomous technique for producing Nanophotonic Droplets [1], which are coupled heterogeneous
guantum dots (QDs) encapsulated by locally cured photocurable polymer. In this technique, a mixture of
QDs and photocurable polymer is irradiated with incident light having a lower photon energy than the
curing energy of the polymer, inducing a phonon-assisted process [2], namely, multistep excitation,
which cures the polymer via excited phonon levels. The important point is that this process occurs only
when heterogeneous QDs of similar size come close to each other. In this paper, we describe the basic
mechanisms of autonomously fabricating Nanophotonic Droplets, and we discuss their optical
properties using the results of experimental demonstrations.

In order to experimentally demonstrate the formation of Nanophotonic Droplets, first we produced
nanophotonic droplets by our proposed method and extracted them. Specifically, we used solutions of
CdSe-QDs and Zn0O-QDs, which emit visible and ultraviolet (UV) light, respectively. Figure 1(a) shows
SEM images and microscope emission images of Nanophotonic Droplets formed by irradiating the
solutions with assisting light having a wavelength of 532 nm for 30 minutes. The individual emission
spectra of four Nanophotonic Droplets A, B, C, and D indicated in Fig. 1(a) are respectively plotted in Fig.
1(b). As shown, similar-sized spherical regions of cured polymer were successfully obtained, and the
microspectroscopy results demonstrate the uniformity of the optical properties of the produced
Nanophotonic Droplets.
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Fig. 1. (a) SEM image and microscope emission image of a single (left) and aggregated (right)
Nanophotonic Droplets. (b) Emission spectra of multiple Nanophotonic Droplets, due to emission
from the contained CdSe-QDs.

These findings show the fundamental features of our proposed method, where we can obtain a large
number of Nanophotonic Droplets with homogeneous optical properties by using an all-autonomous
fabrication process. Our method can be easily used in various applications where the further
development of novel nanophotonic devices and nanotechnologies will be required.

A part of this work was supported by the Research and Development Program for Innovative Energy
Efficiency Technology funded by the New Energy and Industrial Technology Development Organization
(NEDO), Japan.
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Abstract: A novel Si-LED was fabricated based on dressed photons. Signals of several THz were
observed, originating from sidebands in the emission spectra. The contribution of dressed-photon—
phonons to the THz-signal generation was analyzed by pump—probe spectroscopy using femtosecond
light pulses.

Infrared and visible LEDs have been realized by using indirect-transition-type Si bulk crystals based on
the principles of dressed-photon—phonons [1,2]. A novel optical and electrical relaxation oscillator has
also been developed by using these LEDs [3]. Their EL emission spectral peaks originate from the photon
energy irradiated during the process of annealing. Furthermore, they have several sidebands which are
due to the contribution of coherent phonons, as shown in Fig. 1 [2]. In the present study, we succeeded
in generating a THz signal from a Si-LED and confirmed that LO phonons contributed to the signal
generation. The mechanisms of light emission from the Si-LED were analyzed for application to novel
monochromatic or broadband Si-LEDs.

In order to observe a THz coherent phonon signal [3] from our homo pn-junction Si-LED, we
measured the temporal evolution of the reflectivity, induced by coherent phonon excitation, by pump—
probe spectroscopy using 15 fs optical pulses at a wavelength of 800 nm. Figure 2 shows the spectral
profile derived from Fourier transformation of the acquired signals. The transformed signals had
frequency components at 20 THz, 40 THz, and 60 THz (83 meV, 165 meV, and 248 meV), originating from
the coherent phonons. Among them, the signal at 60 THz corresponds to the separation between the
sidebands of the Si-LED fabricated by using the same Si substrate, as is shown in Fig. 1 [2], from which
we confirmed the generation of coherent phonons of higher sidebands and the correspondence with
the EL spectrum of the Si-LED.

By referring to conventional pump—probe spectroscopic studies of phonons [4], the experimental
results obtained here demonstrate that the sidebands of the EL emission originated from optical
phonons and, furthermore, suggest that the intensities of the sidebands can be controlled by controlling
the spectral properties of coherent phonons. Since the present Si-LED was fabricated by phonon-
assisted annealing by injecting current while irradiating the device with laser light [1], it is expected that
the emission sidebands due to phonons will be suppressed or enhanced by irradiating the Si crystal with
a pair of optical pulses having a time difference that is inversely proportional to the phonon frequency
[5]. With this method, it should be possible not only to realize highly efficient monochromatic emission
but also white-light emission.
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Abstract: A novel infrared Si photodetector was fabricated by annealing using current injection and
infrared light irradiation. A drastic increase in detection sensitivity was found for incident light whose
photon energy was lower than the bandgap energy of Si. This was attributed to optical gain due to
stimulated emission via phonon energy levels.

Infrared photodetectors (PDs) are used in a wide range of applications, including optical fiber
communication systems. Composite semiconductors (e.g., InSb and InGaAs) with low bandgap energy,
Eg, are typically used for PDs. However, a serious problem is the difficulty of integrating them with Si
electronic devices due to lattice mis-matching [1]. In order to solve this problem, we realized a novel Si-
PD that exhibits high detection sensitivity to incident light with a photon energy lower than Eg of Si [2].

After impurities (boron) were doped into the Si crystal to form a homo pn-junction, the crystal was
annealed with Joule heat caused by current injection. During this process, the Si crystal surface was
irradiated with laser light, inducing stimulated emission which controlled the diffusion of the boron. A
diode laser with a wavelength of 1.32 um was used as a light source for the irradiation. Curve A in Fig. 1
shows the wavelength dependence of the detection sensitivity of a Si-PD fabricated by annealing with
an injected current density of 1.3 A/cm? and irradiation with laser light power of 120 mW. This curve
shows that the fabricated Si-PD was sensitive even in the wavelength range longer than the cut-off
wavelength Ac (= 1.11 um), which is inversely proportional to Eg. Furthermore, its sensitivity was higher
than that of a commercially available Si-PD used for comparison (Hamamatsu, S3590; curve B).

By injecting a forward bias current, much higher sensitivity was obtained in the wavelength region
longer than Ac. Closed circles, squares, and triangles in Fig. 1 represent the measured sensitivity with
forward bias current densities of 10 A/cm?, 3.5 A/cm?, and 1 A/cm?, respectively. The closed circle at
1.32 um shows that the sensitivity was as high as 0.04 A/W. This was achieved due to a unique spatial
distribution of impurities (boron) autonomously formed at the pn-junction by the annealing.
Furthermore, at 1.16 um, the sensitivity and the quantum efficiency were as high as 3.1 A/W and 336 %,
respectively, due to the optical gain caused by stimulated emission via dressed-photon—phonons.

Curve A in Fig. 2 shows the relation between the incident photon energy and the detection sensitivity of
the Si-PD at a forward bias current density of 10 A/cm?, normalized by that at 1 A/cm?. For comparison,
curve B is the EL spectrum of a Si-LED fabricated using the same annealing method by irradiating 1.32
pm-wavelength light [3]. In curve B, the peak at 0.94 eV originates from the photon energy of the light
irradiated in the annealing process. The two peaks at the left are LO phonon sidebands, whose
separation is 53 meV. By comparing with curve B, it was found that curve A contains two LO phonon
sidebands at higher photon energy. From these sidebands, it is concluded that the optical gain giving a
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Abstract: A novel Si-LED was fabricated by using a dressed photon-assisted annealing. It emits the light
of the photon energy larger than the bandgap energy. By the successful observation of the phonon
sidebands in the emission spectrum, magnitude of the exciton-phonon interaction was estimated.

Slicon, an indirect transition-type semiconductor, has never been used for active optical devices such as
LED because of its extremely low emission efficiency. Since Si is high in its crystal quality and low price, a
lot of methods have been proposed for realizing LEDs in order for integration with electronic ICs.
However, the fatal problems have never been solved, which originated from the indirect transition. In
order to solve these problems, the authors have invented the novel annealing which is assisted by
dressed photons (the quasi-particle representing the coupled state of a photon and an electron-hole
pair) and succeeded in realizing the high efficiency LED with a homo pn-junction bulk crystal of Si [1].

Since the dressed photons create novel phonon energy levels by combining phonons in the crystal [2],
the probability of recombination of electron and hole increased via these energy levels even though the
semiconductor is indirect transition-type. In order to form a unique distribution of the impurities
(borons) in the Si crystal for efficient generation of the dressed photons, the crystal was annealed by
injecting the current while the surface was irradiated by the light. The LED fabricated by this annealing
emits the light efficiently, and moreover, the emitted photon energy is determined not by the bandgap
energy E;(=1.12 eV) of Si but by the photon energy of the light irradiated in the process of annealing. It
means that the emission wavelength can be controlled by the wavelength of the irradiated light.
Although the previous study has realized the Si LED with the emission photon energy lower than E; [1],
the present study obtained the higher emission photon energy than E; by modifying the method of

annealing.
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crystal to form the homo pn-junction, the 65 mA-current 3001
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LO phonon energy.

The intensity of the phonon sideband can be expressed by a Poisson-distribution function with the
Huang-Phys factor S and the intensity of the zero-phonon line. Here, the Huang-Phys factor S in the
Poisson-distribution function represents the magnitude of interaction between excitons and phonons. By
fitting this function to the measured EL spectral profile, the value of S was found to be 1.82. This value is
about 100 times larger than that in the conventional bulk Si crystal, by which the strong interaction
between the excitons hole and phonons induced by the dressed photon was confirmed.

In summary, we succeeded in fabricating a Si LED with the emitted photon energy higher than E,. The
origin of the sidebands in the EL spectra was confirmed to be the contribution of the dressed photon-
phonons.
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Abstract: We fabricated highly efficient white- and UV-LEDs using Silicon carbide (SiC) driven by dressed photons
created at the inhomogeneous domain boundary in a homojunction bulk SiC crystal.

1. Introduction

Recently, Silicon carbide (SiC) has attracted attention as a material for high power electric devices. However, SiC is
unsuitable for electroluminescence material. Because, SiC is an indirect-transition type semiconductor and
therefore, it has been difficult to develop an efficient light emitting diode(LED) for the practical use[1]. On the
other hand, according to recent research by the authors, the emission efficiency of SiC has been increased by
employing annealing using dressed photons, a technique known as dressed-photon—assisted annealing. This
annealing method has already been applied to silicon (Si), an indirect-transition type semiconductor, to realize
high-efficiency p—n homojunction-structured LEDs, lasers, and IR photodetectors using bulk Si crystal [2-4].

In this study, we have fabricated and operated a p-n homojunction-structured SiC LED that emits at room
temperature by applying dressed-photon—assisted annealing. The principle of the annealing technique, the device
fabrication method, and the characteristics of the fabricated devices are described in the presentation.

2. Fabrication

The followings are the fabrication processes: 1. A p-n homojunction was formed by the ion implanting method to a n-type bulk SiC
wafer. 2. The electrodes on the SiC wafer with a p-n himojunction were fabricated by the sputtering method. 3. The devices were
singulated from the SiC wafer with the electrodes. 4. The devices were annealed by Joule heating brought by a forward bias
current under the laser irradiation condition (dressed photon—assisted annealing). Here, we used 532-nm (hv=2.33eV) laser with
the power of 10 mW for the annealing.

3. Device Characters

Figure 1 shows the EL spectra from the SiC LED driven by the constant (0.4mA,8.6V) and pulse (duration;
50us,100Hz) currents, respectively. At the pulse current operation, The emission peak appeared at photon energy
was 3.13 eV in UV region. Figure 2 shows the injection current dependence of the EL power. The quantum
efficiency of the LED was about 1% at the pulse current operation.
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Fig.1. EL spectra from the fabricated Fig.2. EL power vs. injection currents.
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Abstract: Enhanced emission intensity from a dipole-forbidden state in a GaAs quantum ring was observed,
using the near-field interaction induced by the close proximity of an aperture fiber probe tip to quantum ring.
A significant decrease in the decay time of the emission was confirmed using time-resolved
photoluminescence spectroscopy.

To reduce the size of photonic devices below the diffraction limit, we have proposed nanophotonic devices®
that consist of semiconductor quantum structures. In a nanophotonic device, the dipole-forbidden
energytransition can reduce the size of the device beyond the diffraction limit of light and achieve
unidirectional energy transfer, which is unattainable in conventional photonic devices. The dipole-forbidden
energy transition originates from an exchange of virtual photons between resonant energy states. The use of
virtual photons activates dipole-forbidden energy states. Although emission from the dipole-forbidden
energy state cannot be detected in the far field (FF), it can be utilized when the nanoparticle and detector are
in close proximity. Here, we report direct observation of emission from an optically forbidden level in GaAs
quantum ring using the nearfield (NF) interaction induced by a fiber probe.

The GaAs quantum ring structure was fabricated using the droplet epitaxy Table 1. Decay time 7

technique’ (see Figs. 1(a) and 1(b)). We performed time-resolved NF NF1 (d—5am) Z%J;)
photoluminescence (PL) spectroscopy using an apertured fiber probe. Figure NF2 (d »-1_011111) :%023
1(c) shows the time-resolved PL spectra obtained at a 725-nm wavelength for FF (d > 1pm) 330
the ground state of the GaAs quantum ring; the curves correspond to spectra FE 580

obtained with probe-to-sample
distances of d > 1 m (FF), d ~ 5nm
(NF1), d ~ 10nm (NF2), and the
conventional FF (FF’). Table 1
shows the respective decay times,
T. Although the emission peak at
725 nm originated from the dipole-
forbidden state, the results Fig. 1 (a) Schematic diagram of the GaAs ring structure. (b) Atomic force microscopy (AFM) image of the
indicated that the decay time fabricated GaAs ring. (c) Time-resolved photoluminescence (PL) intensity. NF1 and NF 2: near-field PL
decreased to almost half that of FF Z};]e]c‘:iﬁE!]sll;l]gm:clir;fce;:?scopy. FF: Far-field spectra using NF spectroscopy. FF’: FF spectra using
spectrum, due to the close

proximity of the fiber probe to the quantum ring. These results were attributed to NF interaction between
the probe tip and the quantum ring to activate the dipole-forbidden energy state’.
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Abstract: We succeeded in fabrication of a novel S1 visible light enutting diode (LED) by
using dressed photon phonon annealing. By studying emission intensity-voltage characteristic
of the device, the dressed photon phonon assisted electrolumunescence mechanism was
clarified.

Our research group has achieved the first homojunction structured Si light emitting diode (LED) in the world
which showed electroluminescent in the visible region at room temperature by using the dressed photon
annealing process [1, 2]. In visible wavelength region. whose photon energy is sigmficantly higher than band
gap energy, the emussion spectrum of this novel S1 LED features of three peaks: One peak at photon energy of
3.1 eV (3=400 nm_ corresponding to blue color) and two other peaks at 2.1 eV and 2.0 eV (A= 590 nm and )=
620 nm, corresponding to red color) as shown in Fig. 1. In this paper. we studied the relationship between
emission mtensity and forward bias voltage to clanify the light emitting mechanism.

The enussion intensity-voltage relationships at the blue region (peak 3.1 €V) and red region (2.0 eV) are
plotted as blue curve and red curve respectively in Fig. 2. When the voltage of 2.5 V the red curve starts rising
up and results as a change in slope of the curve. This corresponds to the emission of the light in red color
wavelength Furthermore, at a voltage of about 4 V, there exists a kink in the red curve while the blue curve also
changes its slope. This changing point corresponds to the start of blue light emission.

This relationship confirms the electroluminescence mechanism that we have proposed in [2] and illustrated
in Fig. 3. Since a dressed photon strongly coupled with coherent phonons, the transition between the phonon
coupled electronic levels (horizontal lines) appears if the existence probability of the dressed photon resonant to
the transition energy is sufficiently high. Now let the voltage loss due to Schottky and parasite circuit resistance
be about 1~1.5 V. Therefore, when a voltage of 3 V applied, the lughest energy injected electrons is about 2 V.
Thus of density of electrons relaxed at L-point in the conduction band started rising. Via the interaction with
phonon (demonstrated as arrow a). the emission at transition with the photon energy of 2.0 €V appears. This
transition corresponds to the change in slope of the red curve in Fig 2.

After the dressed photon annealing process. almost all the domains of B in S1 become suitable to generate
dressed photon whose photon energy cotresponds to the irradiating light at the annealing (A=400nm. photon
energy 3.1 €V) [2]. Therefore, when an adequate forward bias was applied. the energy of mjected electrons
became larger than 3.1 €V, thus the emission at transition with phonon energy of 3.1 eV appeared This
transition 1s indicated by arrow b in Fig. 3, comresponding to the change in slope of the blue curve in Fig. 2.
Especially, a kink in red curve 1s observed at the start of blue emission. It 1s because a part of injected electrons
have been caught to the radiative recombination, thus the density of electrons down to L-point becomes fewer
and results as a decrease of emission mtensity in red region.

In summary, our proposed dressed photon phonon assisted electroluminescence mechanism has explained
thoroughly the emission intensity-voltage characteristic of the novel 51 homojunction visible LED.
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To miniaturize the photonic device below the diffraction limit of light, we have proposed
nanophotonic devices [1], which consists of quantum dots (QDs) and it can be realized by
controlling energy levels in QDs. One representative device studied is a nanophotonic switch using
CuCl [2], in which switching dynamics are controlled by a dipole-forbidden optical near field
energy transfer among resonant energy levels in QDs. ZnO is a promising material for realizing
room-temperature nanophotonic devices, due to the large exciton binding energy [3]. The progress
of ZnO studies were supported by the recent achievements in the fabrication of nanorod
heterostructures [4]. This paper reviews recent progress of nanophotonic device using one-
dimensionally aligned ZnO nanorod multiple-quantum-well structures (MQWSs). We demonstrated
switching dynamics by a dipole-forbidden optical energy transfer among resonant exciton states [5].
We also observed a superradiance, i.e., a cooperative spontaneous emission [6]. Our findings

provide criteria for designing nanoscale synergetic devices without the use of an external cavity.
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Abstract Nanophotonics has been extensively studied with the aim of unveiling and exploiting light-matter interactions
that occur at a scale below the diffraction limit of light. From the viewpoint of information, novel architectures, design and
analysis principles, and even novel computing paradigms should be considered so that we can fully benefit from the potential
of nanophotonics for various applications. In this paper, we first present some fundamental and emergent attributes associated
with optical excitation transfer mediated by optical near-field interactions. Toward achieving a computing paradigm that
surpasses the elassical von Neumann architecture, we describe stochastic solution searching, which exploits the spatiotemporal
dynamics of optical excitation {ransfer. Second, we show information security applications based on near-field processes
together with their theoretical and experimental foundations. We consider that a common feature across all of these
demonstrations is the extraction of “intelligent” firnctions and behaviors from an information-based standpoint while exploiting
unique properties offered by light and matter interactions in the nanometer-scale.

Keyword Nanophotonics, optical near-field, nanostructure, nanotechnology, information and communications technology,
solution search, optical security. ;

1. Introduction hierarchical properties inherent in optical near-fields.
Nanophotonics has been extensively studied with the First, toward achieving a computing paradigm that
aim of unveiling and exploiting light-matter interactions surpasses the classical von Neumann architecture, we
that occur at a‘scale below the diffraction limit of light, des