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Coupling of Er light emissions to plasmon modes on In2O3: Sn nanoparticle
sheets in the near-infrared range
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Near-infrared Er photoluminescence (PL) is markedly modified using a plasmonic In2O3: Sn

nanoparticle (NP) sheet. Modeling and optical measurements reveal the presence of different

electric fields (E-field) in the NP sheet. The local E-field excited at the interface between the NP

sheet and Er-emitting layer of ZnO contributes significantly towards the spectral modifications of

Er PL due to matching with the photon energy of Er PL. We also determine the critical temperature

for Er PL modifications, which is related to the energy transfer efficiency between Er transition

dipoles in ZnO and the plasmon modes on the NP sheet. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4892004]

Local surface plasmon resonances (LSPRs) in doped ox-

ide semiconductor nanoparticles (NPs) such as In2O3: Sn

(ITO) and ZnO: Al have received interest for plasmonic

materials in the near-infrared (NIR) range.1–3 Recent

research has focused on the fundamental properties of

LSPRs, such as the tuning of LSPR energy based on the

static and dynamic control of free carriers.4,5 Our group has

reported sensing platforms using ITO-based surface plas-

mons.6 It is important to study LSPRs in doped oxide semi-

conductor NPs from a practical point of view. Furube et al.
found that ITO NP sheets enhanced two-photon absorptions

of dye molecules.7 Moreover, theoretical contributions that

explain the properties of ITO NP sheets have progressed.8,9

For the investigation of metal NPs, the use of NP

sheets provides powerful methods in surface-enhanced

Raman and fluorescence spectroscopies.10,11 When metal

NPs are placed in close proximity to one another, coupling

LSPR occurs in the gap between NPs. The magnitude of

LSPR increases with the strength due to interparticle cou-

pling, which is related to collective plasmonic excitations.12

This mode is expected for a luminescent enhancement, as

confirmed using hybrid structures consisting of Ag NPs and

InGaN/GaN quantum wells (QWs).13 However, LSPR ener-

gies on metal NP sheets are mainly limited to the visible

region. The use of doped oxide semiconductor NPs extends

to longer wavelengths in the NIR range. In particular, plas-

mon coupling to light emissions at 1.54 lm from Er ions is

important for the development of optical telecommunica-

tions.14 Studies concerning the coupling of Er emissions to

plasmon modes on doped oxide semiconductors have yet to

be reported.

In this Letter, we report on the coupling of optically

active Er ions with the plasmon modes of ITO NP sheets in

the NIR range. The structural and optical properties of NPs

and respective NP sheets are investigated in addition to theo-

retical aspects. Er-doped ZnO (ZnO: Er) was chosen for the

emitting layers given its expected behavior as an optical am-

plifier in the waveguides.15,16 A remarkable change of lumi-

nescence from Er ions positioned close to the NP sheets is

observed. The plasmonic coupling of Er emission to the NP

sheet is discussed in terms of temperature-dependent Er pho-

toluminescence (PL).

X-ray diffraction (XRD) patterns of NPs show broad

peaks characteristic of colloidal ITO NPs with a crystalline

nature [Fig. 1(a)].17 Fabrications of the NPs are described in

Sec. 1 of the supplementary material.18 The a-axis length

increased from 10.087 Å to 10.152 Å following doping with

Sn atoms. Local structures of NPs were obtained by transmit-

tance electron microscopy (TEM) [inset of Fig. 1(a)]. The

electron diffraction patterns revealed that the lattice interval

(d222) of the (222) plane at the center region (0.301 nm) was

similar to that at the edge region in the NP (0.302 nm) [inset

of Fig. 1(b)]. The results of energy-dispersive X-ray micros-

copy showed that the Sn content [Sn] at the center region

(5.4%) was similar to that at the edge region (5.2%), indicat-

ing that Sn impurities in the NP were spatially homogeneous

[Fig. 1(b)]. The diameter of NPs obtained from TEM was

about 20 nm, as also confirmed by dynamic light scattering

[Fig. 1(c)]. However, crystallite sizes based on Scherrer’s

equation from the (222) peak of XRD patterns were esti-

mated as 1.58 and 2.20 nm for un-doped and doped NPs,

respectively [Sec. 2 of the supplementary material].18–20

Broadening of the line-width of the XRD pattern is related to

structural imperfections such as defects and strains. The dif-

ference between crystalline and particle sizes is due to the

presence of structural defects in the NPs. Additionally, the

optical properties of NPs were measured using a near-

infrared spectrometer. The extinction spectrum of NPs

showed an asymmetric shape with a LSPR peak at 0.680 eV,

which was fitted by Mie absorption with a frequency-

dependent damping factor with ionized impurity scattering.

a)Author to whom correspondence should be addressed: Electronic mail:

hiroaki@ee.t.u-tokyo.ac.jp
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This is used as index of the optical characteristic of an iso-

lated ITO NP [inset of Fig. 1(c) and Sec. 3 of the supplemen-

tary material].18,21

Plasmon coupling to Er light emission was achieved

using a hybrid structure comprising an ITO NP sheet and

ZnO: Er layer (Er content: 1%). A ZnO: Er layer (80-nm

thickness) was grown on a c-face sapphire by pulsed laser

ablation. ArF excimer laser pulses were focused on ZnO: Er

targets located 3.5 cm from the substrate in an O2 flow of

10�3 Pa. The NP sheet (300-nm thickness) was deposited on

the ZnO: Er layer with a SiO2 spacer by spin-coating, and

then heat-treated at 250 �C in an Ar atmosphere. The spacer

provided spatial separation of the NP sheet from the ZnO: Er

layer. Scanning electron microscopy (SEM) revealed that the

surface morphology of the NP sheet comprised a closed-

packed structure with a slight size distribution [Fig. 2(b)].

Examination of a cross-section TEM image revealed that the

gap length between NPs was about 2 nm, and the separation

distance between the NP sheet and ZnO: Er layer was 10 nm

[Fig. 2(c)]. The plasmon-enhanced PL is related to the sepa-

ration distance between the emitting layers and metal nano-

structures. PL is damped by energy transfer at the smaller

distances when the emitting layers and metal nanostructures

are in close contact, which is suppressed with increasing sep-

aration distance. It is reported that plasmon-enhanced PL on

metal-emitter systems, such as Ag-InGaN/GaN QWs,

Au-CdSe QDs, and Ag-Eu3þ emitters, has been obtained

with separation distances of around 10 nm.22–24 A spacer

thickness of 10 nm between the NP sheet and ZnO: Er layer

was chosen for experiments.

NIR PL was dispersed using a 30-cm single monochro-

mator with a liquid-nitrogen-cooled InGaAs detector. A He-

Cd laser was used as the excitation source. PL excitation and

luminescence collection were performed from the substrate

side. A ZnO: Er layer without the NP sheet (uncoated ZnO:

Er) showed a maximum peak of 0.811 eV at 10 K [black line

in Fig. 2(d)], corresponding to energy transitions from the

excited 4I13/2 to ground 4I15/2 states of Er ions [inset of Fig.

2(d)]. Furthermore, a shoulder structure at 0.798 eV is

ascribed to Stark splittings with the several sub-bands

because Er ions in ZnO are located in six-fold configurations

with bonding to neighboring oxygen atoms.25 In contrast, the

PL peak of the ZnO: Er layer with the NP sheet (coated

ZnO: Er) showed a redshift of 13 meV compared to that of

the uncoated ZnO: Er layer [red line in Fig. 2(d)], and is

close to an energy interval of a Stark sub-band. The PL in-

tensity of the coated ZnO layer was four-fold higher than

that of the uncoated ZnO layer. Above all, a strongly

increased spectral composition compared to that of the

uncoated ZnO: Er layer was found in the low photon energy

region of the spectrum. This indicated that the proximal NP

sheet modulated the luminescent transitions in the Stark sub-

bands of Er ions. A similar behavior has also been observed

for Er PL from SiO2: Er layers with Ag nanogratings related

to surface plasmons at Ag-SiO2: Er interfaces.26

In an effort to clarify plasmon-related Er PL, the optical

response of the NP sheets deposited on glass substrates was

examined in preliminary experiments [inset of Fig. 3(a)]. No

peak structure in extinction spectra was observed in the NIR

FIG. 1. (a) XRD patterns of ITO NPs with Sn contents of 0% and 5%. Inset

shows low-resolution (left) and high-resolution (right) TEM images of an

ITO NP with a Sn content of 5%. (b) EDX spectra at the center and edge

regions in the NP. Inset represents ED patterns of the (222) plane at the cen-

ter and edge. (c) Distribution of particle size estimated by dynamic light

scattering. Inset represents the extinction spectrum of NPs dispersed in tolu-

ene. A red line shows the parameter fitting using Mie absorption with ion-

ized impurity scattering.

FIG. 2. (a) Cross-section TEM image of a hybrid structure consisting of an

NP sheet and ZnO: Er layer. (b) Surface SEM morphology of the NP sheet.

(c) Cross-section TEM image of the hybrid structure focused on the interface

between the NP sheet and ZnO: Er layer. (d) Er PL spectra at 10 K of coated

(red line) and uncoated (black line) ZnO: Er layers. Inset indicates an

energy-level diagram of the Stark levels of Er emission.

041903-2 Matsui et al. Appl. Phys. Lett. 105, 041903 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:

157.82.193.22 On: Wed, 30 Jul 2014 21:45:43

2



range at thicknesses of 21 and 98 nm, while NP sheets with a

thickness of 260 nm provided a clear peak at around 0.58 eV.

A shoulder structure appeared simultaneously at around

0.80 eV. The extinction spectra of the NP sheets comprised

two optical components, which were also found in the NP

sheet on the ZnO: Er layer [black line in Fig. 3(a)]. The

extinction spectra of NP sheets revealed an asymmetric fea-

ture of high photon energy, which differed from those of

NPs [inset of Fig. 1(c)]. The difference in extinction spec-

trum between NPs and NP sheets is related to the excitation

mechanism of plasmon resonance, which was clarified using

a finite-difference time-domain (FDTD) simulation.

The modeled NP sheet has a hexagonally packed struc-

ture with an interparticle distance of 2 nm, which was posi-

tioned on the ZnO: Er layer with a spacer of 10 nm. The

dielectric constants of NPs were taken from ellipsometric

data of an ITO layer.6 The refractive index (n¼ 1.437) of

capric acid was applied to the medium between the NPs

since capric acid was used for the organic ligands on the NP

surfaces.27 The modeled structure was illuminated with light

directed in the Z-direction from the ZnO: Er layer side. The

direction of the electric field was perpendicular to the light

and parallel to the X direction. Furthermore, the hybrid struc-

ture was simulated using periodic boundary conditions along

the X and Y axes. The electric field distribution was simu-

lated at the XZ plane. The calculated extinction spectrum of

the NP sheet was dependent on the number of NP layers.

The extinction spectra enhanced with increasing number of

NP layers [Figure S2(a) of supplementary material].18 No

peak structure in extinction spectra was observed for NP

sheets with 1 or 5 NP layers, while NP sheets with 7, 10, or

22 NP layers showed a peak structure in the NIR range. The

dependence of the change in extinction spectrum on the

number of NP layers may be related to inter-coupling

between NPs along the Z-direction. In particular, for a model

of a NP sheet with 22 NP layers, the calculated extinction

spectrum was similar to the experimental extinction spec-

trum [red line in Fig. 3(a)].18

The spatial distribution of the electric field (E-field) was

dependent on the excitation photon energy. The E-field (I) at

0.58 eV was strongly localized in the gap between the NPs

[Fig. 3(c)]. This was due to plasmon coupling between the

NPs, as characterized by the redshift observed for the LSPR

energy of the isolated NPs. In contrast, the E-field (II) at

0.80 eV appeared at an interface between the NP sheet and

ZnO: Er layer [Fig. 3(d)]. Figure 3(b) shows E-field inten-

sities at the gap and interface as a function of photon energy.

The maximum E-field at the gap was obtained at 0.58 eV,

while the E-field at the interface showed a maximum peak at

0.80 eV. The NP sheet exhibited different E-fields at both the

gap and interface in the NIR range, which could account for

the two optical components in the extinction spectrum.

Besides, the penetration depth of the E-field into the ZnO: Er

layer acts as an important factor to change Er PL. The Ez in-

tensity along the z-direction of E-field (II) at the interface

exponentially decayed into the ZnO: Er layers by passing

through the spacer layer [inset of Fig. 3(b)], which allows

coupling of plasmons with Er emission. The magnitude of E-

field (II) at the interface was dependent on the number of NP

layers in the NP sheet. The highest E-field (II) was obtained

in a NP sheet with 22 NP layers, which simultaneously pro-

vided a large penetration depth for Ez intensity [Figures 2(b)

and 2(c) of supplementary material]. Accordingly, the FDTD

calculations revealed that a thick NP sheet with a thickness

of 300 nm was effective in enhancing Er PL.

The coupling of Er emission to the NP sheet will be dis-

cussed in relation to the temperature-dependent Er PL spec-

tra [Figs. 4(a) and 4(b)]. The PL peak positions of the coated

ZnO: Er layer moved to low photon energies with increasing

temperature, which was close to that observed for the

uncoated ZnO: Er layer at 50 K [Fig. 4(c)]. Moreover, the

enhanced PL intensity at 10 K of the coated ZnO: Er layer

gradually weakened with increasing temperature, and then

returned to the PL intensity of the uncoated ZnO: Er layer at

50 K [Fig. 4(d)]. The spectral modifications of Er PL were

simultaneously induced with PL enhancement.

An Arrhenius plot of the PL intensity (IEr) for the

uncoated ZnO: Er layer could be fitted with two nonradiative

recombination channels [Fig. 5]28

FIG. 3. (a) Extinction spectra of the NP sheet with a thickness (t) of 300 nm.

Experimental data (black) are compared with theoretical data (red) calcu-

lated using the FDTD simulation. Inset indicates extinction spectra of the

NP sheet with different thicknesses on glass substrates. (b) E intensities at

the gap (black) and interface (red) as a function of photon energy. Inset indi-

cates a decay length of Ez intensity along the z direction at 0.80 eV. Electric

field distributions at photon energies of 0.58 eV and 0.80 eV are shown in (c)

and (d), respectively.
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IEr Tð Þ
I0

¼ 1

1þ A exp � EA

kBT

� �
þ B exp � EB

kBT

� � ; (1)

where I0 is the PL intensity at 10 K, and A and B represent

rate constants. EA and EB values were 7.6 and 48 meV,

respectively. Er PL is due to energy transfer processes as fol-

lows. Electron-hole pairs formed in ZnO after the UV excita-

tion result in nonradiative energy transfer to Er ions,

producing Er PL in place of excitonic luminescence. The

small EA should be related to the thermal dissociation energy

of electron-hole pairs. This dominates energy transfer effi-

ciency from the ZnO host to Er ions that determines a quan-

tum yield of Er PL at the low temperatures.29,30 The first

nonradiative channel with the small EA is related to the

enhanced Er PL at low temperatures below 50 K [green line

in Fig. 5]. In contrast, the large EB at the high temperatures

corresponds to thermally activated PL quenching [blue line

in Fig. 5], contributing to no plasmon coupling to Er PL.

Energy coupling between transition dipoles of emitters

and plasmons of metal NPs is dependent on the quantum

yield of the emitter, which has been reported for metal NPs

combined with light emissions from dyes, QDs and

QWs.31–33 In the Persson model, the energy coupling effi-

ciency (/ET) can be written by the separation distance (d)

between the ZnO: Er layer and the NP sheet as follows:34

/ET ¼
1

1þ d

do

� �4
; (2)

d0 ¼
0:225c3U
x2xFkF

� �
; (3)

where c is the speed of light. U and x (4.1� 106 s�1) are the

quantum yield and emission frequency of the Er PL, respec-

tively. xF (8.3� 1015 s�1) and kF (3� 109 m�1) are the Fermi

frequency and Fermi wave vector of the ITO NP, respec-

tively. /ET is only dependent on the U value of the Er PL

because the d value was set to 10 nm in the hybrid structure.

It was thought that the coupling of Er PL to the NP sheet was

only observed at low temperatures below 50 K where Er PL

with high U values could be realized, while a low U weak-

ened plasmon coupling to Er PL at high temperatures.

In summary, we found a remarkable change of Er PL by

coupling with the ITO NP sheets. Experimental and theoreti-

cal aspects revealed that the extinction spectra of NP sheets

comprised two optical components with different E-fields in

the NIR range. The spectral modifications of Er PL were

related to the E-field at the interface that matched the lumi-

nescent energy of the Er ions, and was further explained by

considering the temperature dependence of Er PL. This study

demonstrated the possibility of alternative plasmonic materi-

als on doped oxide semiconductor NPs.
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We fabricated a high-efficiency infrared light emitting diode (LED) via dressed-photon-phonon (DPP) assisted annealing of a p-n
homojunctioned bulk Si crystal. The center wavelength in the electroluminescence (EL) spectrum of this LED was determined by
the wavelength of a CW laser used in the DPP-assisted annealing. We have proposed a novel method of controlling the EL spectral
shape by additionally using a pulsed light source in order to control the number of phonons for the DPP-assisted annealing. In this
method, the Si crystal is irradiated with a pair of pulses having an arrival time difference between them. The number of coherent
phonons created is increased (reduced) by tuning (detuning) this time difference. A Si-LEDwas subjected toDPP-assisted annealing
using a 1.3𝜇m (ℎ] = 0.94 eV) CW laser and a mode-locked pulsed laser with a pulse width of 17 fs. When the number of phonons
was increased, the EL emission spectrum broadened toward the high-energy side by 200meV or more. The broadening towards
the low-energy side was reduced to 120meV.

1. Introduction

Direct transition type semiconductors are mainly used in
semiconductor light emitting diodes (LEDs) [1, 2].The reason
for this is that the probability of electric dipole transitions,
in other words, the radiative recombination probability, is
high. Also, the emission wavelength is determined by the
bandgap energy, 𝐸𝑔, of the material used. Therefore, for
example, InGaAsP epitaxially grown on an InP substrate is
mainly used as the active layer for near-infrared LEDs with
emission wavelengths of 1.00–1.70 𝜇m (0.73–1.24 eV), which
includes the optical fiber communication wavelength band.
Shortcomings with this approach are that InP is highly toxic
[3], and In is a rare resource. Silicon (Si), on the other hand, is
a semiconductor having low toxicity and no concerns about
depletion of resources; however, its emission efficiency is
low since it is an indirect transition type semiconductor.

Therefore, Si is usually not suitable as a material for use in
LEDs. Nevertheless, there is a great demand for the use of
Si in light emitting devices, and there has been extensive
research into improving its emission efficiency. For example,
there has been research into making Si emit light in the
visible region by utilizing the quantum size effect of Si and
by using porous Si [4], a Si/SiO2 superlattice structure [5, 6],
and Si nanoprecipitates in SiO2 [7], as well as research into
making Si emit light in the near-infrared region by doping
it with light-emitting materials, such as erbium (Er)-doped
Si [8] and silicon-germanium (Si-Ge) [9]. However, the
reported external quantum efficiencies and power conversion
efficiencies of LEDs using these materials have been low, at
0.5% and 0.8%, respectively [10].

On the other hand, using a homojunction-structured Si
bulk crystal, we realized a high-efficiency, wideband LED
in which the spatial distribution of the dopant density in
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the Si was modified via a novel process of dressed-photon-
phonon assisted annealing (DPP-assisted annealing) [11], and
we achieved an external quantum efficiency of 40% and a
power conversion efficiency of 50% [12]. A dressed photon
(DP) is a quasi-particle created when a photon couples with
an electron-hole pair in a nanometric region. Similarly, a
dressed-photon-phonon (DPP) is a quasi-particle created
when aDP couples with a phonon in a nanometric region.We
have also succeeded in developing a Si laser [13], an infrared
Si photodetector [14], and a Si relaxation oscillator [15], by
using DPP-assisted annealing. These devices operate based
on transitions mediated by DPPs, and the center wavelength
of the electroluminescence (EL) spectrum is determined by
the wavelength of the light source used for creating the
DPPs. Since a DPP is a state in which a DP is coupled
with a phonon in the material, the EL spectrum of the Si-
LED described above has a large number of sidebands that
are regularly arranged with a spacing corresponding to the
optical phonon energy, centered on the photon energy of the
light used in the DPP-assisted annealing. These sidebands
are caused by coherent phonons (CPs) contributing to light
emission. In typical light emitting devices, such sidebands
originating from phonons (phonon sidebands) are observed
in the photoluminescence spectrum, but are not observed in
the EL spectrum. The observation of such sidebands in the
EL spectrum, as described above, is a phenomenon unique to
LEDs fabricated using DPPs. By using this phenomenon, it
is possible to control the shape of the EL spectrum of a Si-
LED by controlling the number of CPs created during the
DPP-assisted annealing. In this paper, we report the results
of our experiments in which we succeeded in controlling the
generation of CPs by using a pair of pulses during the DPP-
assisted annealing, allowing us to control the shape of the
emission spectrum of a Si-LED.

2. Si-LED Fabrication and Principle of
Sideband Creation

First, for fabricating a Si-LED, ion implantation is used to
form an inhomogeneous spatial distribution of the dopant
(boron: B) in a Si p-n homojunction substrate. Although
the inhomogeneously concentrated B serves as the origin
of the created DPPs, the created DPPs are not converted to
propagating light that is detected outside the LED. However,
if DPP-assisted annealing is used, it is possible to modify
the spatial distribution of the B concentration so that the
DPPs are converted to propagating light with high efficiency
[12]. In the DPP-assisted annealing, a Si p-n homojunction
substrate is irradiated with CW laser light while applying a
forward-bias current, to control the thermal diffusion rate of
the B. With this method, it has been demonstrated that the
emission wavelength of a Si-LED does not depend on the
bandgap energy, 𝐸𝑔, of the material used, but is determined
by the photon energy, ℎ]anneal, of the radiated light [16]. In
the present work, we performed DPP-assisted annealing by
radiating CW laser light having a photon energy (ℎ]anneal =
0.94 eV) lower than 𝐸𝑔 of silicon (= 1.14 eV). The principle
will be described below. For more details, refer to [12].

During DPP-assisted annealing, the radiated light is not
absorbed by the Si crystal at positions in the B distribution
where DPPs are not created under irradiation. Thus, the
energy of the electrons injected from the forward bias current
is converted to thermal energy and is subsequently dissi-
pated via intraband relaxation or nonradiative relaxation.
Therefore, the B distribution randomly varies due to thermal
diffusion. On the other hand, at positions where DPPs are
readily created, the radiated light interacts with electron-hole
pairs and phonons, whereby DPPs are created. In this case,
the injected electrons emit propagating light via stimulated
emission driven by localized DPPs. In other words, since
part of the energy of the injected electrons is dissipated not
in the form of thermal energy but in the form of optical
energy, thermal diffusion becomes more difficult. In the two
processes described above, the B concentration distribution
in the Si crystal is modified, in a self-organized manner,
to a structure suitable for the creation of DPPs and their
subsequent conversion to propagating light, and then reaches
an equilibrium state.TheB distribution in this state is suitable
for stimulated emission with the photon energy of the light
irradiation, ℎ]anneal, and since the spontaneous emission
probability is proportional to the stimulated emission proba-
bility, this p-n homojunction functions as a Si-LED that emits
propagating light.

Next, the mechanism of sideband creation will be
explained. Figure 1(a) is an energy level diagram showing
electronic states in a Si-LED fabricated by DPP-assisted
annealing, and Figure 1(b) is a diagram in which an inter-
mediate DPP level has been added to the band structure.
The state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ in the figure is a state
represented by the direct product of the ground state |𝐸𝑔; el⟩
of the electron and the excited phonon state |𝐸ex; phonon⟩.
Transitions to this state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ have been
shown to occur only due to absorption or emission of
photons via DPPs [11]. When this is illustrated in the
electronic band structure, it is a localized state in which
DPP-mediated excitation can take place and, therefore, it
is indicated by a constant-energy straight line (horizontal
solid or broken line), as shown in Figure 1(b), due to
wavenumber uncertainty. Although an adequate explanation
of the conventional light emission process in Si-LEDs has
been possible until now with only Figure 1(a), Figure 1(b)
is also presented in the present paper to emphasize the
significance of phonons. In the light emission process of
Si-LEDs, since electrons are excited to the state |𝐸ex; el⟩ by
current injection, the initial state |𝐸ex; el⟩⊗ |𝐸exthermal

; phonon⟩
in the light emission process exists close to the X point in the
conduction band in Figure 1(b). Here, |𝐸exthermal

; phonon⟩ is
the thermally excited state of the phonon. Similarly, since the
final state |𝐸𝑔; el⟩ ⊗ |𝐸exthermal

; phonon⟩, reached after the light
emission, corresponds to the energy state of holes created
by the injected current, the state |𝐸𝑔; el⟩ concentrates in the
vicinity of the Γ point at the top of the valence band. The
state |𝐸exthermal

; phonon⟩ is limited to phonons that can exist
at room temperature, according to Bose statistics. In other
words, the states |𝐸ex; el⟩ ⊗ |𝐸exthermal

; phonon⟩ and |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩ are the initial state and the final state in the

usual indirect transition.
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Figure 1: Diagram for explaining DPP-mediated transitions, showing (a) energy levels and (b) levels that can be reached via DPP-mediated
transitions in electronic band structure of Si crystal.

Next, the processes (0), (0󸀠), (1), and (1†) in Figure 1 will
be explained. As the first-step, process (0) occurs. Processes
(0󸀠), (1), and (1†) occur as the second step. These processes
involve externally observable transitions, in other words,
photon emission. Processes (0) and (0󸀠) are transitions that do
not require a phonon, whereas processes (1) and (1†) require
an optical phonon. Similarly, (𝑛) and (𝑛†) are transitions
involving 𝑛 optical phonons (𝑛 = 2, 3, 4, . . .).

Process (0) is the first-step transition from the initial state
|𝐸ex; el⟩ ⊗ |𝐸exthermal

; phonon⟩ of electrons injected near the
X point by the current to the intermediate state |𝐸𝑔; el⟩ ⊗
|𝐸ex; phonon⟩, which can be reached via a DPP-mediated
transition. It corresponds to the energy relaxation from the
bottom of the conduction band (𝐸𝑔 = 1.14 eV) to the state
|𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ (in this paper, the energy of this
state was experimentally determined to be 0.94 eV). This
transition is allowable via emission of a large number of
phonons or via the emission of infrared light. However, the
probability of the transition via phonon emission is small
because the simultaneous emission of about 10 phonons
is required at room temperature (thermal energy 25meV).
On the other hand, in the transition via infrared light
emission, since the electronic state changes from |𝐸ex; el⟩ to
|𝐸𝑔; el⟩, the selection rule required for photon emission is
fulfilled. In addition, this transition is a direct transition in
wavenumber space, as shown in Figure 1(b). Therefore, the
probability of this transition is higher than the probability of
a transition via phonon emission. In real space, this process is
a transition from the state |𝐸ex; el⟩⊗|𝐸exthermal

; phonon⟩, which
is broadened to the extent of the electron coherence length,
to the localized state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩. The reason why
infrared light can be emitted in this transition is that part of

the electron energy can be dissipated as infrared light via a
DPP having an energy that is resonant with this infrared light.

Process (0󸀠) is the second-step transition from the
intermediate state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ to |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩. The photon energy emitted during this

process is equal to ℎ]anneal. Since this is a transition between
the same electronic states |𝐸𝑔; el⟩, the selection rule required
for photon emission is governed by a phonon, and the state
|𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ is also a state that can be reached via
a DPP-meditated transition. The Si-LED fabricated by DPP-
assisted annealing has a high probability of conversion from
a DPP to propagating light, and almost all of the electrons in
the state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ relax by emitting photons
with energy ℎ]anneal.

Process (1) is the second-step transition from the interme-
diate state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ to the final state |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩ by absorption of an optical phonon. Since

the first-step transition due to process (0) is an infrared light
emission process, optical phonons are created via the Raman
process. If the electrons in the state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩
are scattered to the Γ point by absorbing optical phonons, the
second step transition from the state |𝐸𝑔; el⟩ ⊗ |𝐸ex󸀠 ; phonon⟩
to the state |𝐸𝑔; el⟩ ⊗ |𝐸exthermal

; phonon⟩ becomes possible,
resulting in photon emission, as in the case of a direct
transition-type semiconductor. This is process (1) shown
in Figure 1(b). Here, |𝐸ex; phonon⟩ and |𝐸ex󸀠 ; phonon⟩ are
the excited states that the phonon reached before and after
absorbing optical phonons. The energy of the emitted pho-
tons is ℎ]anneal + ℎ]𝑝, where ℎ]𝑝 is the energy of the optical
phonon.

Process (1†) represents the second-step transition from
the intermediate state |𝐸𝑔; el⟩⊗|𝐸ex; phonon⟩ to the final state

9
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Figure 2: Illustration of DPP-assisted annealing using (a) CW light (conventional process); (b) CW light and a light pulse; and (c) CW light
and two light pulses.

|𝐸𝑔; el⟩ ⊗ |𝐸exthermal
; phonon⟩, which occurs via emission of an

optical phonon. Thus, it is conjugate to process (1). In this
process, |𝐸ex󸀠󸀠 ; phonon⟩ in Figure 1 shows the phonon excited
state after the emission of the optical phonon. The emitted
photon energy is ℎ]anneal − ℎ]𝑝.

Similarly, processes (𝑛) and (𝑛†) are transitions in which
𝑛 optical phonons are absorbed or emitted. Since, in practice,
the processes (𝑛) and (𝑛†) occur simultaneously, sidebands
with photon energies ℎ]anneal−𝑛ℎ]𝑝 and ℎ]anneal+𝑛ℎ]𝑝 appear
in the emission spectrum. The relationship between the 𝑛th
order sideband energy and the photon energy ℎ]anneal is the
same as that of an 𝑛th order Raman scattering process with
respect to the zero-phonon line. As is well-known, in Raman
scattering, when a large number of phonons are excited, the
electrons absorb them, emitting light. On the other hand,
when a small number of phonons are excited, the electrons
emit phonons, emitting light [17]. Thus, the intensity of these
sidebands changes according to the number of phonons.This
suggests that the intensity of the sidebands can be controlled
by controlling the number of phonons.

3. Principle of Controlling the Number
of Phonons

The number of created phonons can be controlled by
a method involving multiphoton absorption or coherent
phonon (CP) excitation using pulsed light. Since the Si crystal
is heated by DPP-assisted annealing in the present work,
resonant absorption to a specific exciton state for creation
of coherent phonons is not possible by using a high-power
CW-laser optical source. This is because the high-power CW
laser excitation dose not change only the phonon structures
but also DP state. Therefore, we decided to selectively create
phonons via CP excitation using ultrashort pulsed light. The
principle of the CP excitation in this case can be understood
as an impulsive stimulated Raman scattering (ISRS) process,
which is a kind of stimulated Raman scattering [18]. The
duration and the repletion rate of the used pulsed light were
17 fs and 80MHz, respectively. Therefore, its duty ratio was
1.3 × 10

−6. The Raman process is based on the third order
optical nonlinearity. Therefore, the enough laser power for
the control of CP generation using the ultrashort pulsed light
is 2.3 × 10−18 times lower than that using the CW laser.

Thus, in the experiment, the adverse effect was reduced to
the negligible small coming from the DP generation by the
additional laser excitation for the CP control.

In ISRS, the frequency component of the pulsed light
irradiating the crystal includes coherent frequency compo-
nents ] and ] − ]𝑝 with sufficiently high intensity, where
]𝑝 is the phonon vibration frequency. Therefore, when the
crystal is irradiated with pulsed light, the electrons absorb
light with energy ℎ] and exhibit stimulated emission of light
with energy ℎ] − ℎ]𝑝. At this time, it is possible to create
CPs having an energy ℎ]𝑝. Since these CPs are coherent, it
is possible to control the creation of CPs by a single pulse
or multiple pulses of light and causing them to interfere. In
other words, unlike conventional DPP-assisted annealing in
which the Si crystal is irradiated with CW light, CP creation
is controlled by irradiating the Si crystal with pulsed light
in addition to CW light. Therefore, it is possible to control
the intensities of the sidebands in the EL spectrum. In the
following, we describe the case where the Si-LED is irradiated
with a single pulse of light during the DPP-assisted annealing
and the case where the Si-LED is irradiatedwith a pair of light
pulses.

(1) Irradiation with a Single Light Pulse. In the conventional
DPP-assisted annealing, as shown in Figure 2(a), the CW
light plays the role of decreasing the thermal diffusion rate by
means of stimulated emission. In our approach, as shown in
Figure 2(b), a light pulse is also radiated, together with the
CW light. Since the light pulse excites multimode CPs via
ISRS, the coupling probability of electron-hole pairs, photons,
and CPs increases. As a result, the probability of electrons
absorbing phonons and emitting light increases because the
number of excited phonons increases as the light emission
intensity increases. Therefore, the intensity of the sidebands
having energy ℎ]anneal + 𝑛ℎ]𝑝 increases, and the intensity
of sidebands having energy ℎ]anneal − 𝑛ℎ]𝑝 decreases. Thus,
compared with an Si-LED fabricated by irradiation with only
CW light, it is expected that the EL spectral shape of the Si-
LED will show a higher light emission intensity at energies
higher than ℎ]anneal and conversely a lower light emission
intensity at energies lower than ℎ]anneal.

(2) Irradiation with Two Light Pulses (Light Pulse Pair). Since
the CPs created by ISRS are coherent and thus have the ability
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to interfere, as described above, let us consider the case where
a Si crystal is sequentially irradiated with two coherent light
pulses having an arrival time difference Δ𝑡. If the value of Δ𝑡
is a half-integer multiple of the vibration period, 1/]𝑝, of the
phonons (𝑛/2]𝑝; 𝑛 = 1, 3, 5, . . .), as shown in Figure 2(c), it
is known that the excited CPs destructively interfere [19]. On
the other hand, they constructively interfere when Δ𝑡 is an
integer multiple of the vibration period (𝑛/]𝑝; 𝑛 = 1, 2, 3, . . .).
That is to say, by radiating a pair of light pulses, it is possible
to control the creation of CPs so as to be suppressed or
enhanced. Thus, by adjusting the value of Δ𝑡, it is possible to
perform various types of sideband control as compared with
(1) above.

As an example, in the case of Δ𝑡 = 1/2]𝑝, we will
explain how the CP creation is controlled and how, as a
result of this, the EL spectrum is controlled. The value Δ𝑡 =
1/2]𝑝 corresponds to one period of vibration of a phonon
with frequency 2]𝑝. Therefore, by radiating a pair of pulses
having this value Δ𝑡, the number of phonons of frequency
]𝑝 decreases, whereas the number of phonons of frequency
2]𝑝 increases. Thus, the probability of process (1†) increases,
by which electrons emit phonons of frequency ]𝑝 and emit
light, resulting in a higher probability of electrons absorbing
phonons of frequency 2]𝑝 and emitting light. In other words,
as a result of the reduction in the number of phonons with
frequency ]𝑝, the intensity of the sideband at energy ℎ]anneal−
ℎ]𝑝 becomes higher than that of the sideband at energy
ℎ]anneal + ℎ]𝑝. At the same time, as a result of the increase in
the number of phonons with frequency 2]𝑝, the intensity of
the sideband at energy ℎ]anneal−2ℎ]𝑝 becomes lower than that
of the sideband at energy ℎ]anneal+2ℎ]𝑝.The above discussion
can also be extended to an explanation of the case where the
sideband intensity at energy ℎ]anneal − (2𝑛 − 1)]𝑝 increases,
and that at energy ℎ]anneal+(2𝑛−1)]𝑝 decreases. It can be also
extended to the case where the sideband intensity at energy
ℎ]anneal − 2𝑛]𝑝 decreases, and that at energy ℎ]anneal + 2𝑛]𝑝
increases. For controlling the number of phonons during the
DPP-assisted annealing, we irradiate two light pulses with
delay times of Δ𝑡 = 1/]𝑝,exp (= 64.1 fs), 1/2]𝑝,exp (= 32.1 fs),
and 1/4]𝑝,exp (= 16.0 fs).

4. Fabrication of Si-LED and Evaluation of
EL Spectrum

To fabricate a Si-LED, we doped a 625𝜇m-thick 𝑛-type Si
(100) substrate with arsenic (As) at a concentration of about
1015 cm−3. The resulting resistivity was 10Ωcm. Next, we
formed a p-n homojunction by ion implantation of boron
(B) with a dose of 5 × 1013 cm−2 and an acceleration energy
of 700 keV. Then, we deposited a transparent ITO film with
a thickness of 150 nm on the surface of the 𝑝 layer and a
Cr/Al film with a thickness of 80 nm on the surface of the
𝑛 layer, both by RF sputtering, to form an anode and a
cathode, respectively. The device fabrication conditions up
to this point were the same as those reported in [12]. In
DPP-assisted annealing, we used CW laser light with energy
ℎ]anneal = 0.94 eV (wavelength 1.3 𝜇m) as the light source
for creating DPs. As the pulsed light source for creating CPs,

Irradiated area by the pulse laser
(150𝜇m in diameter)

Si-LED

Positional markers

Irradiated area by the CW laser
(3mm in diameter)

Figure 3: Irradiation spots of CW light and pulsed light on sample
surface during DPP-assisted annealing.

we used a mode-locked laser with a photon energy of 1.55 eV
(wavelength 0.8 𝜇m), a pulse width of 17 fs, and a repetition
frequency of 80MHz. To verify the DPP-assisted annealing
method, we employed the following four samples.

(a) Sample 1. Sample 1 was irradiated with pulsed light
(average power 100mW, spot diameter 150 𝜇m) and CW light
(ℎ]anneal = 0.94 eV, power 1W, spot diameter 3mm). It was
annealed with a voltage of 20V and a current of 145mA for 1
hour (Figure 2(b)).

(b) Samples 2–4. Of the CPs created by pulsed light irradia-
tion, we selected optical phonons with the highest creation
probability [20] (ℎ]𝑝 = 65meV (]𝑝 = 15.6THz); indicated as
ℎ]𝑝,exp below) as the phonons to be controlled. The samples
were irradiated with CW light and a pair of light pulses
with Δ𝑡 = 1/]𝑝,exp (= 64.1 fs), 1/2]𝑝,exp (= 32.1 fs), and
1/4]𝑝,exp (= 16.0 fs).Theywere annealedwith a voltage of 25V
and a current of 120mA for 1 hour (Figure 2(c)). The other
experimental conditions were the same as those used for
Sample 1 above. In the following, samples for Δ𝑡 = 1/]𝑝,exp,
1/2]𝑝,exp, and 1/4]𝑝,exp are referred to as Samples 2, 3, and 4,
respectively.

To eliminate the contributions of variations in the sizes
and shapes of the electrode and the substrate to the exper-
imental results, the CW light was radiated onto the entire
surface of the sample, and the pulsed light was radiated
only at the center of the region irradiated with the CW
light, as shown by the red and yellow circles, respectively,
in Figure 3. With the samples prepared with this method,
the EL spectral shapes in these two circles were different.
By taking this difference between the intensities of these
EL spectra, it was possible to eliminate the contributions
above and to examine the details of the changes in the EL
spectra depending on the presence/absence of the pulsed
light irradiation. Experimental results are shown below.
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Figure 4: (a) EL spectra of Sample 1 after DPP-assisted annealing
with themethod in Figure 2(b). Red solid curve: area irradiated with
CW light and pulsed light. Blue broken curve: area irradiated only
with CW light. (b) Differential EL spectrum.

(a) Sample 1. Figure 4(a) shows, for Sample 1, the EL spectrum
of the part irradiated with only the CW light (blue broken
curve: ELCW) and the EL spectrum of the part irradiated
with the CW light and the pulsed light (red solid curve:
ELCW+pulse). Figure 4(b) shows the difference between their
intensities (ELCW+pulse − ELCW; differential EL spectrum). By
irradiating the sample with the pulsed light, the EL intensity
at higher energies increased, and the intensity of the +1 and
+2 order sidebands of the optical phonons (energy ℎ]𝑝,exp
= 65meV) increased. In the differential EL spectrum, we
also confirmed band-edge light emission and an increase
in the intensity of the +3 order sideband. However, since
we did not perform mode selection by using a pair of
pulses, the spectra of the sidebands were extremely broad.
The increase in intensity of these sidebands is explained
by the creation of a large number of CPs by ISRS, using
the pulsed light, as explained in Section 3. In other words,
since a large number of CPs are created, the process in
which CPs are absorbed becomes dominant, resulting in light
emission. In addition, the increase in light emission at the
band edge is considered to be a consequence of the increased
number of phonons due to CP creation causing an increased
probability of a direct transition between electronic bands.
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Figure 5: Differential EL spectra. (a) Sample 2 with Δ𝑡 = 1/]
𝑝,exp.

(b) Sample 3 with Δ𝑡 = 1/2]
𝑝,exp. (a) Sample 4 with Δ𝑡 = 1/4]

𝑝,exp.

On the other hand, in the sideband corresponding to the
−1 order optical phonons, the EL intensity is decreased by
the incident pulsed light during DPP-assisted annealing.This
is because process (1†), in which optical phonons and light
are emitted, is suppressed due to CPs created by the pulsed
light.

(b) Sample 2. Figure 5(a) shows the differential EL spectrum
for Sample 2. In this sample, small bumps (arrows A, B, and
C) are observed at the positions of the +1 to +3 order optical
phonon sidebands (ℎ]𝑝,exp = 65meV). They are due to the
selective creation of optical phonons 𝑛ℎ]𝑝,exp (𝑛 = 1, 2, 3, . . .),
which were mode-selected by irradiating this sample with a
pair of pulses with Δ𝑡 = 1/]𝑝,exp. On the other hand, a region
with reduced light emission, like that seen in Figure 4(b), was
not observed in the regionwhose energy is lower than ℎ]anneal
(arrow D). The reason for this is that the number of created
optical phonons is half or less of that in the case of Sample
1 because ISRS is a second-order nonlinear process, and the
energy of the pulses irradiating this sample is one-half of the
energy of the pulses irradiating Sample 1. This is due to the

12



Advances in Optical Technologies 7

suppression of process (1†), in which light emission occurs
while phonons are emitted.

(c) Sample 3. Figure 5(b) shows the differential EL spectrum
for Sample 3. In this sample, the intensity of the −1 order
sideband increased (arrow A). The reason for this is that,
with Δ𝑡 = 1/2]𝑝,exp, the number of odd-numbered har-
monic components was decreased, and the number of even-
numbered harmonic components was increased. In other
words, since the electrons had an increased probability of
emitting the +1 order phonons, process (1†) was dominant,
and the intensity of the −1 order sideband increased. On the
other hand, process (1), in which light emission occurs while
phonons are absorbed, is suppressed. Therefore, since the
high-order modes are also suppressed, a region exhibiting
reduced optical phonon sidebands is observed at energies
higher than ℎ]anneal, which is the opposite to what is shown
in Figure 4(b).

(d) Sample 4. Figure 5(c) shows the differential EL spectrum
for Sample 4. The intensities of the +1 order and +2 order
sidebands were decreased, and those of the +4 order and +5
order sidebands were increased. A reason for this is that, with
Δ𝑡 = 1/4]𝑝,exp, the number of +2 order harmonic phonons
was decreased, and that the number of +4 order harmonic
phonons was increased. The reason for the increase in the
number of optical phonons in the +5 order is considered to
be because the values of 1/4]𝑝,exp and 1/5]𝑝,exp are close. As a
result, the intensity of the +1 order sideband is decreased. In
other words, this is because the +1 order optical phonons are
absorbed for creating the +4 order and +5 order harmonic
phonons. The reason why the generation of the +5 order
sideband dominates over generation of the +1 order sideband
is that the energy of the +5 order sideband is higher than
the bandgap energy, 𝐸𝑔, of Si, and this is a phonon scattering
process that is resonant with the electronic level. As a result,
process (1) is suppressed, and the intensity of the +1 order
sideband is decreased. On the other hand, since the overall
number of optical phonons is increased, process (1†) is
suppressed, as in the case of Figure 4(b). As a result, a
region with reduced light emission, similar to that seen in
Figure 4(b), is observed in the region at energy ℎ]anneal −
𝑛ℎ]𝑝,exp.

Figure 6 shows EL spectra of the regions irradiated with
the light pulses for Samples 2 and 3. In Sample 2, the numbers
of phonons of the fundamental (ℎ]𝑝,exp) and the harmonics
(𝑛ℎ]𝑝,exp; 𝑛 = 2, 3, . . .) were all increased, and therefore,
the phonon absorption probability of the electrons increased,
resulting in higher light emission at higher energies. In
Sample 3, on the other hand, due to the interference of
CPs, the number of odd-order harmonic components of the
phonons was decreased, and the number of even-order har-
monic components was increased; therefore, the absorption
probability of phonons of odd-order harmonic components
was decreased, resulting in relatively higher light emission at
lower energies.The above results indicate that the EL spectral
shape of the Si-LED was successfully controlled by changing
the conditions of the pair of light pulses radiated during
DPP-assisted annealing. That is, the intensity at energies
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Figure 6: EL spectra after annealing for Samples 2 and 3.

higher than ℎ]anneal is increased, and that at lower energies is
decreased. Furthermore, conversely, the intensity at energies
lower than ℎ]anneal is increased, and that at higher energies is
decreased.

In DPP-assisted annealing without using a pulsed light
source, the broadening (half width at half maximum,
HWHM) towards lower energies was 250meV or greater,
and the broadening (HWHM) towards higher energies
was 50meV. In contrast, in the EL spectrum of the Si-
LED fabricated using a pulsed light source for creating
phonons, the EL spectrum was broadened towards higher
energies by 200meV or greater (HWHM), and the broad-
ening towards lower energies was reduced to 120meV
(HWHM).

5. Conclusion

In DPP-assisted annealing, we successfully controlled the
spectral shape of a Si LED by radiating a pair of light
pulses for creating CPs. In the EL spectrum, the intensity of
sidebands due to phonons could be controlled by the number
of phonons during DPP annealing. The peak wavelength
in the EL spectrum was determined by the wavelength of
the light source used in DPP-assisted annealing. In order to
broaden the EL spectrum toward higher energy, a pair of light
pulses having Δ𝑡 = 1/4]𝑝,exp was radiated. Conversely, to
broaden the EL spectrum towards lower energies, a pair of
light pulses having Δ𝑡 = 1/2]𝑝,exp was radiated. As a result,
the EL spectrum was broadened towards higher energies by
200meV or greater (HWHM), and the broadening towards
lower energies was reduced to 120meV (HWHM).
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Solution searching devices that operate on the basis of controlling the spatiotemporal dynamics of excitation transfer via
dressed photon interactions between quantum dots have been proposed. Long-range excitation transfer based on dressed photon
interactions between randomly distributed quantumdots is considered to be effective in realizing such devices.Here, we successfully
controlled the spatiotemporal dynamics of excitation transfer using a Y-junction structure consisting of randomly dispersed
CdSe/ZnS core-shell quantum dots. This Y-junction structure has two “output ends” and one “tap end.” By exciting one output
end with control light, we observed increased excitation transfer to the other output end via a state-filling effect. Conversely, we
observed reduced excitation transfer to the output ends by irradiating the tap end with control light, due to excitation of defect
levels in the tap end. These results show the possibility of controlling the optical excitation transfer dynamics between multiple
quantum dots.

1. Introduction

Light excitation in quantum dots (QDs) generates dressed
photons, which are light fields localized in the vicinity of
the QDs, giving rise to dressed photon interactions with
other nearby matter, as well as excitation energy transfer via
these interactions [1]. In particular, various optical functional
devices, such as logic gates called nanophotonic devices [2–
4], light-harvesting devices [5], and optical signal transmit-
ting systems [6, 7], have been realized using QDs formed of
CuCl, ZnO, InAs, CdSe, and so forth, based on optical near-
field excitation transfer between QDs. Nanophotonic devices
have been shown to function as logic gates, such as AND,
NOT, and XOR logic gates [2–4].These devices consist of two

or three closely spaced QDs having different energy levels,
and by inputting a light beam serving as a power supply
and another light beam serving as a control signal, excitation
energy transfer between theQDs is controlled so that the light
emitted from one of the QDs serves as the output.

On the other hand, novel solution searching and decision
making devices using a QD array provided with multiple
output QDs have recently been proposed [8–10]. In these
devices, by inputting control signals to the output QDs based
on certain rules, the probability of the optical excitation being
transferred uniformly to each QD is controlled to obtain a
solution. In these operations, it is necessary to control the
spatiotemporal dynamics of the optical excitation transfer
between spatially distributed QDs. The features of these
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devices are that they operate at high speed with low energy
consumption since they are driven by excitation transfer
based on dressed photon interactions [11].The proposed solu-
tion searching device finds a solution to a nondeterministic
polynomial (NP) time complete problem, the satisfiability
problem (SAT), much faster than the WalkSAT algorithm,
which is one of the fastest stochastic local search algorithms
[9, 12]. The proposed decision making device exhibits high
efficiency and adaptability in solving decision making prob-
lems [10].

However, although it would be ideal to utilize the models
discussed in [8–10], it would be technically challenging to
directly implement their architecture. One reason for this
is that, in order to implement and operate this device, it is
essential to fabricate a QD array in which QDs of strictly
selected dimensions and number must be precisely located
with nanometer-order positioning precision, as reported in
[8], which is technologically demanding from the viewpoint
of fabrication as the first step. In addition, another reason is
the technical challenge of having to guide the control light
to multiple output QDs and separately observe the output
signals coming from them.

In contrast to this approach, we distributed an extremely
large number of identical-size QDs randomly, and by using a
structure in which an output QD is provided at the terminal
end, we experimentally demonstrated the possibility of opti-
cal excitation energy transfer over distances of micrometer
order via repeated dressed photon interactions between the
QDs [6]. Using such a randomly distributed QD structure
overcomes the fabrication difficulties mentioned above, and
because of the possibility of scaling up the technique to
micrometer order, it is expected that it will also be possible
to overcome the technical challenges related to control and
observation.

In the work reported in this paper, using a struc-
ture in which multiple QDs are randomly distributed, we
experimentally investigated control of the spatiotemporal
dynamics of optical excitation transfer based on dressed
photon interactions between the QDs, which is a require-
ment for the realization of solution searching and decision
making devices. Section 2 describes fundamental princi-
ples. Section 3 describes the fabricated device, experimental
setup, energy transfer measurement, and characterizations.
Section 4 concludes the paper.

2. Principle

First, wewill explain optical excitation transfer due to dressed
photon interactions and suppression of this process. As
shown in Figure 1, a small QD (QD1) and a large QD (QD2)
are placed in close proximity. A first excited state E11 inQD1 is
resonant with a second excited state E22 in QD2 due to their
size ratio of 1 : 1.43 [13]. When QD1 is excited by excitation
light𝑃in1, a dressed photon is generated in the vicinity ofQD1.
The excitation energy in QD1 is transferred to E22 by dressed
photon interactions and then relaxes to E21, which is the first
excited state in QD2, via intersubband relaxation. Thus, the
excitation energy is transferred unidirectionally (Figure 1(a)).

This is observed as emitted light 𝑃out2 from QD2. However,
if E21, which is the level to which the excitation relaxes,
has already been excited by control light 𝑃in2, the excitation
energy transferred to E22 cannot relax to E21, but it is
transferred back to E11, and nutation occurs between E11 and
E22 (Figure 1(b)). This is observed as emitted light 𝑃out1 from
QD1, or when there is a QD in the vicinity, this leads to an
increase in the probability of excitation transfer to that QD.
Based on this principle, assuming that QD1, having multiple
QD2’s in the vicinity, is excited, by irradiating one QD2
with 𝑃in2, the probability of excitation transfer to the other
QD2’s is changed; in other words, it is possible to control the
spatiotemporal dynamics.

Next, we will explain optical excitation transfer based on
dressed photon interactions in a randomly distributed QD
structure. In this structure, as shown in Figure 1(c), identical-
size QDs (QD1) are randomly distributed in close proximity
to each other, and QD2’s are placed at one location to serve
as an output.The input light 𝑃in1 incident on the QD1’s at one
end undergoes repeated dressed photon interactions between
the QD1’s and eventually arrives at the QD2’s, where it is
output as emitted light 𝑃out2 from E21. Because the optical
excitation is transferred with high probability by QDs having
strong dressed photon interactions, optical excitation transfer
with high energy efficiency is possible regardless of the QD1
distribution, and it has been experimentally verified that it is
possible to transfer the excitation over a distance ofmore than
10 𝜇m [6].

The experimental model used in this paper is shown
in Figure 1(d). The green color in the figure represents a
Y-junction QD1 structure consisting of a group of QD1’s
randomly distributed in close proximity to each other, in
the form of strips with a width of 1 𝜇m and a length of
7.5 𝜇m extending in a radiating pattern in three directions
from the center O. The ends of the Y-junction are labeled
A, B, and C. QD2 structures serving as output ports, where
QD2’s are grouped together in squares with a side length
of 3 𝜇m, are connected at A and B so as to overlap with
the QD1 structure. From A and B, called “output ends”,
we obtain output signals that are observed as radiation. In
addition, A and B also serve as terminals for inputting control
light. On the other hand, end C, which we call a “tap end,”
is not connected to any QD2’s. The detailed experimental
conditions used in this model are omitted. Figure 1(e) shows
an energy banddiagram inwhich the section including points
A-O-B is illustrated one-dimensionally.When excitation light
𝑃in1, serving as an input signal, is incident on the center
point O in the QD1 structure, optical excitation is generated
in QD1 and is transferred through the QD1 structure by
undergoing repeated energy transfer due to dressed photon
interactions between the QD1’s. Since the optical excitation
transferred to QD2 reaches E21 via intersubband relaxation,
no reverse flow of the transfer occurs, and therefore the
optical excitation is transferred to the ends, A and B, where
the QD2 structures are provided. At this time, if end B is
irradiated with control light 𝑃in2 that excites QD2, QD2 is
excited, and the excitation light transferred from QD1 does
not relax to E21, and thus excitation transfer is not observed.
Therefore, a reverse flow of the optical excitation occurs at
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Figure 1: (a), (b) Schematic illustration of optical excitation transfer from QD1 to QD2 via dressed photon interactions, where (a) shows
the case where energy transfer occurs from QD1 to QD2 and (b) shows the case where control light is incident on QD2, thus suppressing
energy transfer. (c) Schematic diagram of long-range optical excitation transfer system. Green and yellow circles represent QD1’s and QD2’s,
respectively. (d) Schematic diagram of experimental model. Green and yellow regions represent groups of QD1 andQD2 structures consisting
of randomly distributed QD1’s and QD2’s, respectively. (e) Energy diagram schematically showing the experimental model from point B to
point A.

end B, and the level of excitation transfer to A, which is the
other output end, increases. At locations where the excitation
transfer is increased, the emitted light 𝑃out1 and 𝑃out2 from
QD1 and QD2 both increase, and, therefore, we can confirm
that the excitation transfer is controlled by evaluating the
increase in 𝑃out1 at end A when end B is irradiated with
control light 𝑃in2. Note that even if end C is irradiated with
control light 𝑃in2, a change like that occurring at points A and
B is not expected to occur since the excitation state of theQDs
does not change.

3. Experiments

3.1. Device. In our experiments, we used commercially avail-
able CdSe/ZnS core-shell QDs (manufactured by Quantum
Design, Inc.). AsQD1 andQD2 described in the previous sec-
tion, we selectedQDswith core-diameters of𝑑1 = 2.5 nmand
𝑑2 = 3.2 nm, respectively. Their first excited states, estimated
from absorption spectra, were E11 = 2.36±0.08 eV andE21 =
2.11±0.06 eV, respectively. As described above, E11 is resonant
with E22, which is the second excited state of QD2 [14].
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Figure 2: (a) Cross-sectional illustrations of sample fabrication process. (i) E-beam resist is applied to SiO
2
substrate, and regions where QD2

structures are to be formed are drawn by e-beam lithography. (ii) QD2 solution is dropped onto substrate and allowed to dry. (iii) E-beam
resist is removed to obtain QD2 structures. (iv) E-beam resist is applied again. (v) Region where QD1 structure is to be formed is drawn by
e-beam lithography. (vi) QD1 solution is dropped onto resist and allowed to dry. (vii) E-beam resist is removed to obtain the sample. (b)
Fluorescence microscope image of sample excited by mercury vapor lamp.

The outside of the shell was modified with a carboxyl group.
The solution was dropped onto a substrate and allowed to
dry, affording a group of randomly distributed QDs located
in close proximity with a center-to-center distance of about
10 to 20 nm.

We fabricated samples using the procedure shown in
Figure 2(a). First, by using e-beam lithography on a sil-
ica substrate, in e-beam resist (ZEP-520A, Zeon Corp.),
we drew locations at which QD2’s were to be deposited
(Figure 2(a)(i)). Next, the QD2 solution was dropped onto
the substrate and allowed to dry (Figure 2(a)(ii)). Then,
after removing the resist, we obtained the QD2 structure
on the substrate (Figure 2(a)(iii)). Next, e-beam resist was
applied on this structure (Figure 2(a)(iv)), and using e-beam
lithography, we drew Y-junction locations where QD1’s were

to be deposited by aligning the positions so as to contact
the QD2 structure (Figure 2(a)(v)). After developing the
resist, we dropped the QD1 solution onto the substrate
(Figure 2(a)(vi)). Finally, the resist was removed to obtain
the Y-junction QD1 structure (Figure 2(a)(vii)). Figure 2(b)
shows a fluorescence microscope image obtained when the
fabricated sample was excited with a mercury-vapor lamp.
The QD1 structure and the QD2 structure were observed
as green and yellow colors, respectively. Because points
A and B were set at positions where the QD1 and QD2
structures were initially in contact, in practice the distances
OA and OB of the fabricated samples were about 6.8 𝜇m
and 3.3 𝜇m, respectively. Point C, which did not possess
the QD2 structure, was set at a position 7𝜇m away from
O.
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Figure 3: Schematic diagram of experimental setup for measure-
ment.

3.2. Experimental Setup. The experimental setup used for
performing measurements is shown in Figure 3. For the
excitation light 𝑃in1, we used the 2nd harmonic wave of a
mode-locked Ti : sapphire laser (Mira 900, Coherent, Inc.)
with a photon energy ℎ]1 = 3.44 eV, a pulse width of 2 ps, and
a repetition frequency of 80MHz, and for the control light
𝑃in2, we used a CW diode-pumped solid state (DPSS) laser
with a photon energy ℎ]2 = 2.11 eV. The incident powers
of 𝑃in1 and 𝑃in2 were 5 𝜇W and 10 𝜇W, respectively, and the
beam spot diameters were both 5 𝜇m. The beams from the
two lasers were shaped by passing them through pinholes
with 5 𝜇m diameter apertures; then, using a half-mirror, the
beams irradiated the sample from the back surface of the
substrate via an objective lens with a numerical aperture
NA = 0.4. As described in the previous section, because
it is possible to observe the change in excitation transfer
at the output end as a variation in the emitted light 𝑃out1
from QD1, we evaluated this in order to make it easier to
separate it from the control light.The light emitted fromQD1
was observed using an electron multiplying CCD camera
(Hamamatsu ImagEM C9100-13H, Hamamatsu Photonics
K.K.) after passing through an objective lens with NA = 0.55
and two bandpass filters with transmission wavelengths of
540 ± 5 nm, which is close to the wavelength of 𝑃out1. The
acquired images were 512 × 512 pixel, 16-bit grayscale images,
and the resolution was 0.37 𝜇m/pixel.

As an example of the measurement results, Figure 4(a)
shows a CCD image acquired when O and A were irradiated
with excitation light 𝑃in1 and control light 𝑃in2, respectively.
The green and yellow broken lines show the QD1 and QD2
structures, respectively. Point O was irradiated with 𝑃in1, and
we observed that the light emitted from the QD1 structure
spread out in three directions due to transfer of the excitation.
A cross-sectional brightness profile taken along the light-blue
dotted line in this figure is shown by the red solid line in

Figure 4(b). The black solid line shows the case where point
O was irradiated with only 𝑃in1. The red solid line is higher
in a portion of the QD1 structure serving as the transfer path
OB and the point B having the QD2 structure, confirming the
tendency for the optical excitation directed towards point B
to be increased due to the influence of 𝑃in2 incident on point
A.

3.3. Energy Transfer in Y-Junction Structure. To evaluate the
intensity of the emitted light, we used the brightness values
acquired with the CCD camera, where the total brightness
of 3 × 3 pixels was defined as emission intensity, 𝐼. While
irradiating point O with 𝑃in1, we measured 𝐼𝑖𝑗, where 𝑖
indicates the output end A or B, and 𝑗 indicates where the
control-light 𝑃in2 is irradiated, that is, to the input terminal
A, B, or C. Also, when no control light is irradiated, we
represent this by 𝑗 = 0. Concerning the characteristics of
the device under study, described in Section 3.1, there are four
representative categories:

(a) Reference: without any 𝑃in2 (𝑗 = 0);
(b) Case 1: emission end and control-light input terminal

are the same point (𝑖 = 𝑗);
(c) Case 2: emission end and control-light input terminal

are opposite points ((𝑖, 𝑗) = (A, B) or (B, A));
(d) Case 3: control-light input terminal is point C (𝑗 = C).

The evaluation was performed using the relative intensity
change,Δ𝐼𝑖𝑗, defined asΔ𝐼𝑖𝑗 = (𝐼𝑖𝑗−𝐼𝑖0)/𝐼𝑖0. At this time, ifΔ𝐼𝑖𝑗
is positive inCase 2, excitation transfer fromone end at which
the control light is input to the other end will be increased,
and control of the excitation transfer will be observed.

Figure 4(c) shows a plot of Δ𝐼𝑖𝑗 obtained in Cases 1, 2,
and 3. First, we evaluated Case 1 (i.e., 𝑖 = 𝑗), as shown
by the blue bars in Figure 4(c); they took positive values
Δ𝐼AA = 3.9 × 10

−2 and Δ𝐼BB = 3.7 × 10
−2, confirming that

the emitted light was stronger.This is the effect of controlling
the excitation transfer, and regarding energy transfer in the
regions where QD1 and QD2 coexist, we obtained results
showing that it is possible to control the excitation transfer
also among multiple QDs. This indicates that an AND-gate
operationwasmanifestedwithmultiple randomly distributed
QDs, as reported in [3].

Next, we evaluated Case 2 (i.e., 𝑖 ̸= 𝑗 = A, B), as shown
by the red bars in Figure 4(c); they also took positive values
Δ𝐼AB = 7.3 × 10

−2 and Δ𝐼BA = 3.1 × 10
−2, confirming

that the emitted light was stronger. Δ𝐼AB was higher than
Δ𝐼BA because the wider overlapped area of QD1 and QD2
structures at point B provided more variation of excita-
tion transfer than that at point A. This difference can be
reduced by preparing finer structures and will not disturb
the proper operation of solution exploring algorithms. From
these results, we confirmed that the excitation transfer was
suppressed by the incident control light. These results show
that it is possible to control the optical excitation transfer
dynamics in a randomly distributed QD structure. Since the
relative change Δ𝐼 was reduced by losses involved in the
optical excitation transfer, we expect that larger values will
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Figure 4: (a) Image of light emission from E11 in sample, acquired with CCD camera. Points O and A are irradiated with light 𝑃in1 and
𝑃in2, respectively. Green and yellow broken lines represent the QD1 and QD2 structures, respectively. (b) Cross-sectional profile of emission
intensity from E11, acquired with CCD.The red solid line is the cross-sectional profile taken along the light-blue dotted line in (a). The black
solid line is the cross-sectional profile taken along the same location, when point O was irradiated with 𝑃in1 only. The 0 𝜇m base point and
the blue broken line indicate point O and point B, respectively. (c) Graph of relative change Δ𝐼

𝑖𝑗
in emission intensity from E11. Blue, red, and

green bars represent Cases 1, 2, and 3, respectively.

be possible by designing a structure having shorter distances
OA and OB.

3.4. Discussion on Negative Intensity Change. Moreover, we
evaluated Case 3 (i.e. 𝑗 = C), as shown by the green bars in
Figure 4(c); they took negative valuesΔ𝐼AC = −3.2×10

−2 and
Δ𝐼BC = −5.5×10

−2. Ideally, QD1 should be transparent to𝑃in2;
however, in our experiments, defect levels with energies lower
than E11 in QD1 were excited by 𝑃in2 [15, 16].We consider that
this excitation prevented the excitation in E11 from slow and
nonradiative relaxation via the defect levels.

To verify this, we performed photoluminescence mea-
surements on the QD1 structure. In this experiment, we
used samples having only the QD1 structure, fabricated with
the same process as that used to fabricate the measurement
samples, and we performed measurements with an exper-
imental setup in which the bandpass filters and the CCD
camera in the setup shown in Figure 3 were replaced with a
spectrometer.The incident powers of 𝑃in1 and 𝑃in2 were 5 𝜇W
and770 𝜇W, respectively, and the beams irradiated the sample
in spot diameters of 10 𝜇m. The emission intensities were
integrated in the range 2.25 < ℎ] < 2.29 eV, corresponding
to the peak wavelength of 𝑃out1, and were normalized to the
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emission intensity when only 𝑃in1 was radiated and were
compared. As a result, the emission intensity for the case
where 𝑃in1 and 𝑃in2 were simultaneously radiated was 1.09,
showing that the emitted light was increased by radiating
𝑃in2 (Figure 5(a)). This was the result of defect levels in QD1
being excited by 𝑃in2, suppressing the nonradiative relaxation
process fromE11 via defect levels, which increased the emitted
light (Figure 5(b)).

From this result, the negative Δ𝐼 values in Case 3 can be
explained as follows. Without 𝑃in2, the excitation transferred
to end C reflects and enhances 𝑃out1 at ends A and B
(Figure 5(c)). By irradiating end C with 𝑃in2, 𝑃out1 at C
increases due to excitation of defect levels in QD1, and the
reflection decreases (Figure 5(d)). As a result, 𝑃out1 at ends A
and B decreases by irradiation of Cwith𝑃in2.This differs from
the principle of excitation transfer suppression described

in Section 2 and Figure 1(e) but indicates the possibility of
another method of controlling the spatiotemporal dynamics
of excitation transfer. Also, this increased light emission due
to the fact that excitation of defect levels can also occur
in QD1 at points A and B; however, the energy transfer
suppression effect due to excitation of E21 should be larger
than this because absorption of𝑃in2 (ℎ]2 = 2.11 eV) inQD2 is
24 times higher than that inQD1.Thus, the effect of excitation
of defect levels at ends A and B is negligible.

4. Summary

In summary, to show the possibility of controlling the
spatiotemporal dynamics of optical excitation transfer based
on dressed photon interactions between multiple randomly
distributed quantum dots (QDs), we conducted experiments
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to control excitation transfer using randomly distributed QD
structures. Using CdSe/ZnS core-shell QDs, we fabricated a
Y-junction structure composed of randomly distributed QDs
(QD1 structure). Optical excitation incident at the center of
this structure was transferred to a QD2 structure serving
as an output end located 3–7 𝜇m away, and by irradiating
a QD2 structure at another end with control light 𝑃in2, we
observed a maximum increase of 7.3 × 10−2. Thus, we have
shown, for the first time, that it is possible to control the
spatiotemporal dynamics of optical excitation transfer in a
randomly distributed QD structure. Our findings will lead to
simplified implementation and driving of solution searching
and decision making devices based on the optical excitation
transfer dynamics between QDs and will contribute to their
practical realization. On the other hand, when control light
𝑃in2 was incident on the output end that did not have a QD2
structure, we found that the amount of excitation energy
transferred to the output end was reduced by a maximum of
5.5 × 10

−2. This was thought to be because the light emission
from QD1 was increased due to excitation of defect levels in
QD1, and the amount of excitation energy transferred to the
endprovidedwith theQD2 structure serving as an outputwas
reduced.This effect acted in a direction causing a reduction in
excitation transfer, opposite to the increased transfer level due
to excitation of the QD2 structure, indicating the possibility
of a different kind of control of the spatiotemporal dynamics.
This result is expected to lead to the development of novel
computing device architectures in the future.
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Abstract: The concept of nanophotonic droplets, which are individual 
spherical polymer structures containing accurately coupled heterogeneous 
quantum dots, has been previously demonstrated. Such combinations are 
theoretically promising for their ability to induce novel optical functions. In 
this paper, we focus on the implementation of wavelength conversion as 
one of the fundamental optical functions of nanophotonic droplets. A novel 
mechanism involved in the formation of nanophotonic droplets and results 
of experimental verification of wavelength conversion using formed 
nanophotonic droplets are described. By a quantitative comparison with a 
corresponding sample consisting of randomly dispersed quantum dots, the 
effectiveness of proposal was successfully demonstrated. 

©2014 Optical Society of America 
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1. Introduction 

Various application fields, such as energy technology and information communication, 
require high-performance wavelength conversion to resolve fundamental issues related to the 
mismatch between the wavelengths emitted by light sources and the wavelengths at which 
detectors are most sensitive. One of the promising ideas for realizing high-yield wavelength 
conversion is to use fluorescent materials, such as quantum dots (QDs) and fluorescent dyes 
[1–5]. Because such materials exhibit high quantum yield in their absorption and emission 
processes, effective wavelength conversion is expected. Among various ideas for using 
fluorescent materials, there have been some proposals to mix and couple heterogeneous 
materials to realize novel emission mechanisms based on their combinations [1,6,7]. The 
most attractive advantage of such proposals is that absorption and emission wavebands can be 
readily tuned by controlling the mixing and coupling conditions of components to meet the 
requirements of various applications. However, the behavior of this mechanism 
fundamentally depends on the relative spatial positions of the components in the mixed 
structure. Therefore, it is technically difficult to ensure homogeneity and stability of their 
optical functions, and advanced fabrication techniques are required [8–12]. 

On the other hand, the field of nanophotonics has seen rapid progress in recent years, and 
various applications have been actively developed [13]. Nanophotonics exploits the local 
interactions between nanometer-scale particles via optical near fields induced by incident 
light. Several characteristics of optical near fields can be described by the behavior of a 
dressed photon (DP), which is a quasi-particle representing the coupled state of a photon and 
an electron in a nanometric space [14]. A DP excites a multi-mode coherent phonon in a 
nanometric material, and the DP state is coupled with the excited coherent phonon state [15–
18]. Because the coupled state can be regarded as an intermediate state during the excitation 
and relaxation process of the material, multistep excitation and relaxation, and corresponding 
optical functions, are allowed. By utilizing such a phenomenon, called a phonon-assisted 
transition, some experimental demonstrations on high-yield emission of upper-converted 
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optical energy by using organic dye grains [16,19] and high-intensity emission from indirect 
transition type semiconductors [17,18,20] have been reported. 

Previously, we have proposed a novel method of coupling heterogeneous QDs in a photo-
curable polymer solution by utilizing a phonon-assisted photo-curing process [21–23]. We 
call such coupled-QDs, when they are encapsulated by locally cured polymer, a nanophotonic 
droplet (ND). All we have to do to form NDs is to mix all components together and irradiate 
the mixture with light. Here, the irradiated energy must be lower than the curable energy of 
the polymer. The formation process is induced only when heterogeneous QDs encounter each 
other at the optimum distance to induce appropriate optical near field interactions between the 
two. Therefore, their relative spatial positions and corresponding optical functions are 
autonomously determined, which is a strongly desired property of wavelength conversion. 

In this paper, we focus on the implementation of wavelength conversion utilizing the 
characteristics of NDs. First, we briefly review the principles of the phonon-assisted photo-
curing process and our method of forming NDs. Here, we assume the use of a thermo-curable 
polymer that is transparent to the incident and emitted light, instead of a photo-curable 
polymer. Then, we describe experimental demonstrations on forming NDs and their 
quantitative evaluation as wavelength conversion elements. We embedded a large number of 
NDs into a transparent material and compared a figure-of-merit for wavelength conversion 
with a corresponding sample in which we embedded randomly dispersed QDs. 

2. Principles 

An ND is formed of coupled heterogeneous QDs encapsulated by locally cured polymer [21–
23]. During the process of fabricating NDs, incident light having a lower photon energy than 
the curable energy of the polymer is radiated into a polymer solution that contains a number 
of nanometric components to be coupled. The incident light induces a phonon-assisted 
process [16–19], namely, multistep photo-curing, which locally cures the polymer with 
transitions via activated phonon levels. In particular, a thermo-curable polymers that is 
transparent over a wide range of wavelengths is used instead of a photo-curable polymer, so 
that light is losslessly input to and output from the sample. Moreover, in this case, the 
conventional photo-curing process due to the absorption of incident optical energy cannot be 
expected to occur. A detailed description of the formation process of NDs is given below. 

The principle of our method is schematically shown in Fig. 1. Here we assume a mixture 
containing two types of QDs, namely, QDA and QDB, and a thermo-curable polymer. The 
mixture is irradiated with incident light, what we call assisting light, having photon energy 
hvassist. The excitation energies of QDA and QDB are EA:bg and EB:bg, respectively, and the 
curable energy of the thermo-curable polymer is Epoly:act. In the case where these energies 
satisfy the condition EA:bg<hvassist<Epoly:act<EB:bg, the following process can be induced by 
radiating the assisting light. If the numbers of QDs, or in other words, their volume densities, 
in the mixture are not sufficiently high and they rarely encounter each other, only QDA 
spontaneously emits light by absorbing the optical energy of the assisting light due to the 
energy condition EA:bg<hvassist<EB:bg. In this case, no subsequent physical or chemical reaction 
occurs. On the other hand, if the density is sufficiently high that the QDs can frequently 
encounter each other, multistep photo-curing occurs due to induction of DPs and 
corresponding optical near-field interactions between neighboring QDA and QDB. Because the 
activated phonon-levels are real states, the excitation rate is expected to be much higher than 
any other multi-step excitation, such as conventional second harmonic generation [24] and 
phosphorescence using a multi-step transition [25]. As a result, the thermo-curable polymer is 
locally cured, and the spatial alignment of the encountered QDs is physically fixed by the 
cured polymer. The electronic transitions via such a coupled state induced by the assisting 
light have been described in a previous report by the authors [21]. 

Received 7 Mar 2014; revised 11 Apr 2014; accepted 14 Apr 2014; published 21 Apr 2014

25



 

Fig. 1. Schematic diagram of process of forming a thermo-curable polymer-based ND via the 
phonon-assisted photo-curing process. 

Since the spatial distribution of the DPs generated on the surface of the QDs is expressed 
by a Yukawa function [26], the separation between the two QDs in each ND is theoretically 
defined also by the Yukawa function. Moreover, because the above process occurs only when 
heterogeneous components encounter each other, the cured polymer necessarily contains 
coupled heterogeneous components. Such accuracy and homogeneity of their alignment and 
combinations of QDs ensure efficient induction of optical near-field interactions and the 
resulting wavelength conversion process, where QDA and QDB act as emitters and absorbers 
of light in each ND, respectively. A schematic diagram of wavelength conversion from a 
higher optical energy hvIN to a lower optical energy hvOUT-A is shown in Fig. 2. 

 

Fig. 2. (a) Schematic diagram of enhanced emission from a CdSe-QD via optical energy 
transfer from a CdS-QD to the CdSe-QD, and (b) individual emissions from the CdSe-QD and 
the CdS-QD. 

As shown in Fig. 2(a), in the case of coupled CdSe-QDs, because the rate of an optically 
forbidden transition between neighboring QDs induced by optical near-field interactions is 
much higher than the relaxation rate in each QD, the optical energy absorbed by QDB is 
preferably transferred to the neighboring QDA. As a result, enhanced spontaneous emission is 
observed from QDA. In this case, the emission intensity from QDB is necessarily decreased. 
On the other hand, in the case of emission from isolated QDs, as shown in Fig. 2(b), each QD 
emits individually, and enhanced emission cannot occur. Therefore, though similar 
wavelength conversion occurs in both cases, the yield in the case of Fig. 2(b) is much lower 
than that in the case of Fig. 2(a). Besides, the time of such a transition between coupled QDs, 
which is a few hundred femtoseconds, has been theoretically and experimentally verified to 
be at least ten times faster than the relaxation rate of each QD, which is a few nanoseconds, in 
the case where specific QDs are assumed [27]. Furthermore, the processing time of the 
wavelength conversion is fundamentally limited by the transition rate between coupled QDs. 
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3. Experimental demonstration 

In order to experimentally verify the proposed process of forming NDs with a thermo-curable 
polymer, as well as the mechanism of wavelength conversion using the formed NDs, as QDA 
and QDB in Fig. 1, we used commercially available CdSe-QDs (Sigma-Aldrich, Lumidots) 
and CdS-QDs (NN-Labs, Nanocrystals), respectively, which emit visible light with emission 
wavelengths of 560 nm and 420 nm, in toluene solutions. In this case, wavelength conversion 
from ultraviolet (UV) light to visible light is expected. The QD solutions were dispersed in a 
thermo-curable polymer (Dow Corning Toray, Sylgard 184), which consists of 
polydimethylsiloxane (PDMS). To form the NDs, the mixture was irradiated with assisting 
light emitted from a 200 mW laser diode with a wavelength of 457 nm for 30 minutes. These 
experimental conditions surely fulfilled the previously described energy conditions for 
inducing the sequential process of the phonon-assisted photo-curing method, as schematically 
shown in Fig. 1. The total amount of the mixture was limited to 1.0 mL to maintain spatially 
uniform illumination in our experimental setup. This volume contains about 1018 of each QD. 
Under these experimental conditions, the QDs can be assumed to encounter each other at a 
sufficiently high frequency to induce the photo-curing process. After irradiation with the 
assisting light, the mixture was separated into cured and uncured materials by centrifugation 
at 10,000 rpm for 5 min. The extracted cured material was assumed to contain a large number 
of NDs. Before demonstrating wavelength conversion using these NDs, they were dispersed 
in a toluene solution and uniformly dispersed on a Si substrate to observe their appearances 
with a fluorescence microscope. Figure 3 shows a fluorescence image of the formed NDs 
under UV light irradiation. 

 

Fig. 3. Microscope fluorescence image of densely formed NDs under UV light irradiation and 
(inset) a magnified view. 

As shown, a number of NDs with similar sizes and emission intensities were successfully 
obtained. In contrast to our previous NDs using a photo-curable polymer [21–23], which had 
diameters of a few micrometers, the diameters of the NDs in Fig. 3 are only a few hundred 
nanometers. This is due to suppression of the encapsulation process during formation of the 
NDs as a result of absorption of spontaneously emitted light from coupled QDs. Because the 
surrounding thermo-curable polymer does not absorb such emitted light, the NDs cannot 
grow as much as in the case where a photo-curable polymer is used. On the other hand, the 
distance between and the distribution of QDs in each ND are expected to be quite similar to 
those of our previous NDs because the QD coupling process during formation of NDs 
fundamentally depend on size of each QD and not on the types of polymers. Moreover, as 
schematically illustrated in the inset of Fig. 3, each ND is assumed to contain physically 
coupled QDs, which consist of CdSe-QDs as emitters and CdS-QDs as absorbers. By such 
alignment of the QDs, the optical energy absorbed by the CdS-QDs is preferentially 
transferred to the CdSe-QD before being emitting from it. Therefore, the emission from the 
CdSe-QD is expected to be enhanced. Related research that experimentally demonstrated 
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optical energy transfer between QDs and corresponding emission enhancement has been 
previously reported [28]. 

Next, the NDs were extracted and embedded in another pure PDMS solution. Then, the 
solution was cured for 2 hours by heating it at 150 °C after degasing to remove air bubbles in 
the mixture. We call this sample a w/-NDs (with NDs) sample in this paper. In order to 
discuss the effectiveness of embedding NDs, a corresponding sample without NDs, called a 
w/o-NDs sample, was prepared by embedding randomly dispersed QDs. The numbers of QDs 
in the w/-NDs and w/o-NDs samples were set to be equivalent. Figures 4(a) and 4(b) show 
the appearances of both samples under room light and their absorption spectra, respectively. 
As shown, it is quite difficult to discern a difference between the two. However, as shown in 
Fig. 4(c), their appearances under UV light seem quite different in terms of their color tones: 
the w/-NDs sample showed a more monochromatic green appearance than that of the w/o-
NDs sample. Such appearances support the mechanism of the emission processes in both 
samples shown in Fig. 3, where the w/-NDs sample is expected to show enhanced light 
emission from the CdSe-QDs, whereas the w/o-NDs sample is expected to show individual 
emissions from both CdSe-QDs and the CdS-QDs. 

 

Fig. 4. Appearance of w/-NDs sample (left) and w/o-NDs sample (right) under (a) room light 
and (b) the absorption spectra of w/-NDs sample (red line) and w/o-NDs sample (blue line). (c) 
Appearance of w/-NDs sample (left) and w/o-NDs sample (right) under UV light. 

For more quantitative evaluation of their optical properties, we measured the excitation 
spectra, which are shown in Figs. 5(a) and 5(b). Insets in each figure show schematic 
diagrams of the assumed QD arrangement in each sample. The emission and excitation 
wavelengths were scanned from 300 nm to 800 nm and from 300 nm to 600 nm, respectively. 

 

Fig. 5. Comparison of excitation spectra of (a) w/-NDs sample and (b) w/o-NDs sample. 

Peaks at 420 nm and 560 nm in the spectra correspond to emission from the CdS-QDs and 
CdSe-QDs, respectively. As shown, a clear difference was revealed between the two samples. 
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Emission from the CdSe-QDs in the w/-NDs sample was enhanced, whereas the w/o-NDs 
sample revealed independent emissions from the CdSe-QDs and the CdS-QDs. Such spectra 
are the specific results of this research, and they indicate that NDs in the w/-NDs sample 
contained coupled CdS-QDs and CdSe-QDs, which exhibit optical energy transfer between 
them. As a result, the light emission from the CdSe-QDs was enhanced and that from the 
CdS-QDs was decreased, as we showed in Fig. 2(a). A quantitative difference on the yield of 
the wavelength conversion between the two samples was evaluated from the results of 
emission spectra with irradiation of 325 nm light. A result of comparison is shown in Fig. 
6(a). 

 

Fig. 6. (a) Comparison of emission spectra with 325 nm light irradiation, measured with w/-
NDs sample (red line) and w/o-NDs sample (blue line), respectively. (b) Description of 
differential optical amount, D, calculated from the results in (a). 

As shown, the w/-NDs sample showed a 3.7-times higher intensity of emission from the 
CdSe-QDs, whereas the intensity of emission from the CdS-QDs was decreased, which is 
evidence of the successful existence of NDs in the w/-NDs sample. Moreover, a sideband-like 
spectral feature from 500 nm to 650 nm, which is much more clearly recognized in Fig. 6 
than in Fig. 5, was also decreased due to the existence of NDs. This spectral feature can be 
attributed to emission from defect levels of the CdS-QDs. 

As we can confirm by the existence of emission spectra from the CdS-QDs in the w/-NDs 
sample in Fig. 6(a), not all QDs in the w/-NDs sample are coupled with each other, and the 
sample also includes isolated QDs. In order to directly discuss improvement of the energy 
effectiveness due to the existence of NDs and to compensate effect of the emission from 
isolated QDs in the w/-NDs sample, we defined a metric called the differential optical 
amount, D = (Iw/-Iw/o)/hν, where Iw/ and Iw/o represent the normalized optical intensities in Fig. 
6(a), and hν represents the photon energy of light at each wavelength. The calculated D is 
explained in Fig. 6(b). Regions filled with red and blue correspond to gain and loss caused by 
the existence of the NDs, respectively. As shown, the total gain due to the existence of the 
NDs was 4.2-times larger than that of the loss. The result is due to effective use of the 
incident optical energy by the induced energy transfer from the CdS-QDs to the CdSe-QDs. 
That is to say, while individual QDs necessarily reveal quenching of optical energy during 
their emission process, in the case of coupled QDs, optical energy transfer preferentially 
occurs before the quenching process. Therefore, the incident optical energy is utilized for 
wavelength conversion in NDs much more effectively than when using randomly dispersed 
QDs. 

4. Summary 

In this paper, we have reported the experimental demonstration of effective wavelength 
conversion based on novel optical functions of NDs due to the particular structural 
characteristics of their constituent elements. In order to verify the mechanism of wavelength 
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conversion from UV to visible light, to form NDs, we used a thermo-curable polymer that is 
transparent to input and output light, instead of a photo-curable polymer as in our previous 
experiments. As a result, NDs were successfully obtained, and a sample with NDs showed 
much more effective wavelength conversion than a corresponding sample without NDs, 
which contained randomly dispersed QDs. This effectiveness is due to the autonomously 
realized accuracy and homogeneity of the structured components in each ND and the 
resulting induced optical energy transfer between each component. Such optimized structures 
can also be realized by utilizing other components instead of CdSe-QDs and CdS-QDs and 
are therefore expected to achieve other optical functions with higher-efficiency than existing 
techniques. 
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We theoretically and experimentally demonstrate energy transfer mediated by optical near-field

interactions in a multi-layer InAs quantum dot (QD) structure composed of a single layer of larger

dots and N layers of smaller ones. We construct a stochastic model in which optical near-field

interactions that follow a Yukawa potential, QD size fluctuations, and temperature-dependent energy

level broadening are unified, enabling us to examine device-architecture-dependent energy transfer

efficiencies. The model results are consistent with the experiments. This study provides an insight

into optical energy transfer involving inherent disorders in materials and paves the way to systematic

design principles of nanophotonic devices that will allow optimized performance and the realization

of designated functions. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4871668]

I. INTRODUCTION

Optical energy transfer via optical near-field interactions

is one of the most important and unique attributes of nanopho-

tonics.1,2 Its theoretical fundamentals have been explained by

local optical near-field interactions,3,4 which describe optical

energy transfer involving conventionally dipole-forbidden

transitions, and the model predictions are in agreement with

experimental demonstrations based on CdSe quantum dots

(QDs),5 ZnO quantum wells (QWs),6 and ZnO QDs7 among

others.8 Energy transfer in hybrid systems has also been inten-

sively studied.9–11 Higher-order multipolar interactions due to

localized near-fields that break electric-dipole selection rules

have also been discussed in the literature.4,12–16 Optical

energy transfer on the nanoscale has been applied to a variety

of applications, including energy concentration,16 switching

and logic circuits,10,17 nanobiosensors,9,11 engineered color

rendering for solid state lighting,18 and computing paradigms

beyond the conventional von Neumann architecture,19 thanks

to its unique attributes, such as the ability to break through

the diffraction limit of light, high energy efficiency,20 and

spatiotemporal dynamics.19

What is important is to regulate the size and the posi-

tion of nanostructures so that optical near-field interactions

are induced between them in order to obtain designated

functions.21 This gives rise to the importance of modeling

of nanophotonic devices and systems composed of multiple

nanostructures arranged in varying configurations in

characterizing and designing designated functions, such as

efficient energy concentration,22 wavelength conversion,23

sensing,24 color rendering for lighting and displays,18 and

many others. Technologies such as droplet epitaxy25 and

light-assisted quantum-dot size formation26 have been

developed, enabling geometry-regulated fabrication of

nanostructured matter. At the same time, however, fabri-

cated experimental devices exhibit more or less unavoid-

able inherent disorder,27 such as variation of the sizes or

layout of the nanostructures.

With regard to all of these requirements related to appli-

cations and issues originating from technological concerns,

this paper provides a theoretical approach that takes into

account the architecture and inherent disorder of nanostruc-

tures in a comprehensive manner. More concretely, we con-

structed a stochastic model for studying energy transfer via

optical near-field interactions in multi-layer quantum dot

devices, and we demonstrated that the results obtained with

the model are consistent with experimental observations.

The concrete device that we studied is composed of

multi-layer InAs QDs.22 Akahane et al. have developed an

original molecular beam epitaxy (MBE) technology for real-

izing multi-layer QD structures, where the size of the QDs in

each layer and the inter-layer distances are precisely and indi-

vidually controlled. Even QD devices with more than 300

layers have been realized with this technology.28 Moreover,

they have developed multi-layer QD devices in which one

layer contains larger-sized QDs that are sandwiched by multi-

ple layers of smaller-sized QDs.22 More precisely, N and

Nþ1 layers (where N is an integer) of smaller-sized QDsa)Electronic mail: naruse@nict.go.jp
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were located, respectively, below and above the larger-QD

layer, as schematically shown in Fig. 1(a). Thanks to the opti-

cal energy transfer from smaller to larger QDs, the resulting

light emission spectra differ depending on the number of

smaller-sized QDs; that is to say, an N-dependence emerges.

They experimentally demonstrated that the efficiency of

energy transfer was maximized at a specific number of

smaller QD layers. The presumable physical reasons behind

this were mentioned in Ref. 22, but no precise modeling or

quantitative discussions were given; this is an immediate typ-

ical case where a theoretical approach unifying device archi-

tectures, inherent disorder, and optical near-field interactions

is necessary. This paper also expands on the experimental

results reported in Ref. 22 by demonstrating layer-dependent

photoluminescence.

This paper is organized as follows. Section II presents ex-

perimental results of energy transfer in stacked quantum dot

devices and describes a basic theory of energy transfer via

near-field interactions. Section III describes stochastic model-

ing of stacked quantum-dot systems, the results of which are

consistent with experiments. Section IV concludes the paper.

II. ENERGY TRANSFER IN STACKED QUANTUM DOTS

A. Context

We begin by briefly reviewing some related studies. In

the literature, the F€orster model is a widely known model

used for explaining optical energy transfer.29 However, the

issue of discrepancies between experimentally observed data

and dipole-based models like the F€orster model has been

raised.30,31 As mentioned above, optical near-field interac-

tions take into account transitions that are conventionally

dipole-forbidden,3,12,14 and we have previously proposed a

theory of a network of optical near-fields to describe a mix-

ture of smaller and larger quantum dots.21 Also, this theory

has been successfully applied to a cascaded energy transfer

device fabricated by a layer-by-layer chemical assembly

method.16,32 In these former studies, an idealized model

yields good agreement with the experiments. We assume that

the good agreement reported in the former studies is a conse-

quence of the relatively simple device architectures used, and

thus it is sufficient to characterize the dominant physical

processes, which are inter-dot optical near-field interactions.

In the case of much more complex devices, on the other

hand, such as those composed of a large number of QDs, we

need to take account of stochastic attributes inherent in the

devices; for example, the model should satisfactorily explain

fluctuations in quantum dot sizes, temperature-dependent

energy level broadening, etc. At the same time, an exact the-

oretical treatment for large-scale systems, for example, with

a density matrix formalism, results in an unnecessarily com-

plex model, which will be computationally intractable in re-

alistic computing environments. Therefore, keeping the

model simple, while still extracting the essential physics,

will be crucially important.27

B. Experiment

Now we describe the experimental devices demonstrated

in Ref. 22 and some newly fabricated devices, followed by

their photoluminescence analysis. A multi-layer InAs QD

structure was formed on InP(311)B based on MBE with a

strain-compensation scheme.33 As schematically shown in

Fig. 1(a), relatively large-diameter QDs (average diameter:

47.9 nm and average height: 4.5 nm) were formed in the mid-

dle layer, and Nþ 1 and N layers of smaller-diameter QDs

(average diameter: 42.8 nm and average height: 2.7 nm) were

formed on the upper and lower sides, respectively. Six kinds

of devices were fabricated, with N equal to 1, 3, 5, 10, 15,

and 20. The average inter-layer distance was 15 nm. Figure

1(b) shows normalized photoluminescence spectra, with ver-

tical offsets, obtained by exciting the device with the 532 nm

line of a YVO laser with a power of 120 mW at 300 K for the

six devices. The spectra of devices with N¼ 5, 10, and 20

have already been reported in Ref. 22, and the others were

newly obtained here. In order to evaluate these six data sets

on an equal basis, the photoluminescence spectra were cali-

brated so that the minimum signal levels, or noise floors,

were aligned, and the spectra were normalized.

Based on the spectra shown in Fig. 1(b), we evaluated

the ratio of the photoluminescence from the larger QDs to

that from the smaller QDs divided by the total number of

such layers

R ¼ PL Lð Þ = PL Sð Þ=per layer
� �

; (1)

where PL(L) and PL(S) respectively denote photolumines-

cence from the larger and smaller QDs. We used three met-

rics to characterize PL(S) and PL(L). The solid curve in Fig.

1(c) shows the photoluminescence spectrum of the N¼ 15

device, as an example. The first metric is the spectral peak

values in shorter and longer wavelength ranges, which are

respectively denoted by PL(S)p and PL(L)p. The second one

is the integrated photoluminescence intensity around the

spectral peaks; here, we integrate the intensities in the wave-

length range 65 nm around the peaks, which are respec-

tively denoted by PL(S) p 6 5 nm and PL(L) p 6 5 nm. The

last one is based on decomposing the spectrum into two

Gaussian distributions; the dashed and dotted curves in Fig.

1(c) respectively indicate Gaussian profiles corresponding to

larger and smaller QDs, and the calculated peaks of these

profiles are taken as the metrics denoted by PL(L)f and

PL(S)f. The dashed-dotted curve in Fig. 1(c) represents the

summation of the two Gaussian profiles, whose root-mean-s-

quare error to the original spectrum is minimized. We con-

sider that this metric R reflects the amount of optical energy

transferred from the smaller dots to the larger ones. The cir-

cular, triangular, and square marks in Fig. 1(d) respectively

show the metric R based on the above three metrics eval-

uated with an excitation power of 120 mW at 300 K, as a

function of N. The three metrics exhibited similar tendencies,

where the maximum R was obtained when N was 15. In addi-

tion, Fig. 1(e) summarizes the metric R as a function of the

optical excitation power when N was 15. The circular and

square marks in Fig. 1(e) correspond to the cases where the

temperature was 150 K and 300 K, respectively. As intro-

duced at the beginning, in Ref. 22, Akahane et al. gave a

qualitative discussion of the possible physics behind this

behavior, including the effect of energy level broadening due
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to the temperature increase, but no quantitative reasoning or

an explanation of the N-dependence was given. The goal of

the present work is to reproduce such a tendency quantita-

tively and to identify one of the fundamental attributes of

nanophotonics, as well as to provide a systematic stochastic

method for use in designing and implementing optimized

nanophotonic devices.

C. Theoretical elements

Now we focus on some theoretical elements of optical

energy transfer via optical near-field interactions. The inter-

action Hamiltonian between an electron–hole pair and an

electric field is given by

Ĥ int ¼ �
ð

d3r
X

i;j¼e;h

ŵ
†

i ðrÞer � EðrÞŵjðrÞ; (2)

where e represents the electron charge, ŵ
†

i ðrÞ and ŵjðrÞ are

respectively electronic wave operators corresponding to the

creation and annihilation operators of either an electron

ði; j ¼ eÞ or a hole ði; j ¼ hÞ at r, and EðrÞ is the electric

field.21 We consider a quantum dot based on a semiconduc-

tor material with a bulk electric dipole moment on which a

lightwave with a specific resonance frequency is incident.

For the electronic system confined in a quantum dot, the

electronic wave operator includes an envelope function of

electronic waves in the quantum dot. In treating usual optical

interactions of a quantum dot, the so-called long-wave

approximation is employed, so that EðrÞ is considered to be

constant over the size of the quantum dot since the electric

field of propagating light wave is homogeneous on the nano-

meter scale. Depending on the symmetry of the electronic

envelope function, numerical evaluation of the dipole transi-

tion matrix elements based on Eq. (2) results in selection

rules for the optical transition for each excitonic state. For

instance, in the case of spherical quantum dots, only optical

transitions to the states specified by l ¼ m ¼ 0 are allowed,

where l and m are the orbital angular momentum quantum

FIG. 1. (a) A stacked QD structure in

which a large-sized QD layer is sand-

wiched by N and Nþ 1 layers of

smaller-sized QDs. (b) N-dependent

photoluminescence spectra which dif-

fer due to energy transfer from smaller

to larger QDs. (c) Photoluminescence

spectrum of the device N¼ 15 (solid

curve) and two Gaussian profiles

assumed for radiation from smaller

QDs (dotted curve) and larger QDs

(dashed curve). The dashed-dotted

curve represents the summation of the

two Gaussian profiles. (d) The metric

R, which is the photoluminescence in-

tensity from the larger-dot layer di-

vided by that from the smaller-dot

layers, per layer. The circular-, triangu-

lar-, and square-marks are based on

different metrics defined in (c). See

main text for detailed definitions.

(e) The metric R evaluated at different

temperatures and different excitation

powers.
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number and magnetic quantum number for the envelope

function, respectively. In the case of optical near-field inter-

actions between a pair of resonant quantum dots separated

by a sub-wavelength distance, on the other hand, due to the

large spatial inhomogeneity of the optical near-fields of the

source quantum dot, an optical transition that violates con-

ventional optical selection rules becomes allowed, so that

optical excitation transfer is possible between resonant states

of quantum dots with different symmetries of the envelope

functions via optical near-field interactions, regardless of the

capability of each state to emit radiation into the optical far-

field.14,21 A physical model of near-field interactions is intro-

duced at the beginning of Sec. III.

Here, we assume two spherical quantum dots whose

radii are RS and RL, which we call QDS and QDL, respec-

tively, as shown in Fig. 2(a). The energy eigenvalues of

states specified by quantum numbers ðn; lÞ are given by

Enl ¼ Eg þ Eex þ
�h2a2

nl

2MR2
ðn ¼ 1; 2; 3; :::Þ ; (3)

where Eg is the band gap energy of the bulk semiconductor,

Eex is the exciton binding energy in the bulk system, M is the

effective mass of the exciton, and anl are determined from

the boundary conditions, for example, an0 ¼ np; a11 ¼ 4:49.

According to Eq. (3), there exists a resonance between the

level of quantum number (1,0) in QDS and that of quantum

number (1,1) in QDL if RL=RS ¼ 4:49=p � 1:43. Note that

optical excitation of the (1,1)-level in QDL corresponds to an

electric dipole-forbidden transition. However, an optical

near-field, denoted by U in Fig. 2(a), allows this level to be

populated due to the steep electric field in the vicinity of

QDS. Therefore, an exciton in the (1,0)-level in QDS could

be transferred to the (1,1)-level in QDL. In QDL, the excita-

tion undergoes intersublevel energy relaxation due to

exciton–phonon coupling with a transition rate denoted by

C, which is faster than the rate of the optical near-field inter-

action between the quantum dots,32 and the excitation causes

a transition to the (1,0)-level and radiation into the far-field.

As a result, we find unidirectional optical excitation transfer

from QDS to QDL.

III. STOCHSTIC MODELING

The optical near-field interaction between two nanopar-

ticles is known to be expressed as a screened potential using

a Yukawa function, given by

U ¼ A expð�lrÞ
r

; (4)

where r is the distance between the two dots, and the coeffi-

cient l can take either real or imaginary values, which respec-

tively correspond to localized and propagating modes.3,14

Here, we assume a real-valued l since we consider a localized

mode. In general, an effective field relevant to an interaction

of finite range can be described by a Yukawa function by

renormalizing long-range interactions.34 In the case of optical

near-field interactions, we can derive a Yukawa-type potential

as the effective interaction between QDs by renormalizing the

effects of surrounding matter. Furthermore, as a consequence

of a steep spatial gradient due to this Yukawa-type potential,

an optical transition that violates conventional optical selec-

tion rules becomes allowed, unlike the case of dipole–dipole

interactions, as mentioned in Sec. II C. The detailed derivation

of Eq. (4) is shown in Ref. 14.

In our stochastic modeling of the stacked QD devices,

we take the following strategy. First, for the sake of simplic-

ity while retaining the principal structure of the device, we

assume that a larger dot, denoted by L0, is located at the

edge, and multiple smaller QDS are cascaded at one side of

L0, as schematically shown in Fig. 2(b). The smaller QDs are

labeled S1, S2,…, SN, where N is the total number of smaller

QDs. Also, due to variation of the size of the QDs and energy

level broadening due to temperature, the energy levels fluc-

tuate and exhibit a certain width. The width of the energy

band is denoted by WT . The energy level deviation of a

smaller QD with respect to the larger dot is denoted by Ed.

Here, we consider that energy transfer from a smaller

QD in the chain to the larger QD occurs when there exists an

overlap between the resonant energy bands of the two QDs,

as schematically shown in Fig. 2(a). We call such energy

bands “energy-transfer-allowable” for the sake of later

explanations. Note that we assume that the inter-dot energy

transfer time is faster than the recombination time in individ-

ual dots. On the other hand, in the case where there is no

energy band overlap, energy transfer does not take place;

instead, the optical energy induced in the smaller dot contrib-

utes to the photoluminescence from the smaller dot, PL(S),

as illustrated in Fig. 2(c). The optical energy transferred to

FIG. 2. (a) Schematic diagram of optical energy transfer from a smaller QD

to a larger one via an optical near-field interaction (U). The energy levels are

broadened to width WT due to temperature. When there is an overlap

between the energy bands, energy transfer is induced. (b) Schematic diagram

of a larger dot (L0) and an array of N cascaded smaller dots (S1, S2,…, SN).

The example shows the case where N¼ 5. The optical energy induced in

“energy transfer allowable” bands, which are in S1, S2, and S5, is transferred

to L0 by way of such dots and contributes to the photoluminescence from

the larger dot (PL(L)). Photoluminescence from the smaller dots is repre-

sented by PL(S). (c) Optical energy induced in the smaller dots that are not

resonant with the larger one is not delivered to the larger dot.
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the upper energy level of the larger dot relaxes to its lower

energy band and results in photoluminescence from the

larger dot, PL(L).

We assume that the sizes of the smaller QDs in the chain

exhibit fluctuations that follow Gaussian statistics, which

affects the energy band overlap. Take the example shown in

Fig. 2(b), where the number of smaller dots is five (N¼ 5),

which are labeled S1,…, S5. The dots S1, S2, and S5 have

energy-transfer-allowable energy bands; that is to say, they

are resonant with the larger dot, L0. Now, recall that the

inter-dot energy transfer follows the Yukawa potential given

by Eq. (4). We assume that energy transfer occurs perfectly

if two adjacent dots have resonant energy bands; we repre-

sent such a situation by rewriting Eq. (4) such that a unit of

energy induced in a smaller dot denoted by i is transferred to

the quantum dot denoted by j with an efficiency given by

ti;j ¼
A0 expð�lðdi;j � dCÞÞ

di;j
; (5)

where dC is the constant inter-layer distance between adjacent

layers (which is about 15 nm, as mentioned above), and di;j is

the distance between QDs labeled i and j. A0 is a constant so

that the value ti;j becomes a dimensionless number, and is

given by unity. This means, for example, that if two adjacent

QDs have energy bands that are energy-transfer-allowable, ti;j

is equal to 1 because di;j ¼ dC. Therefore, in the case shown

in Fig. 2(b), the units of optical energy induced in S1 and S2

are both transferred to the larger dot, yielding radiation from

the larger dot. Note that the optical energy induced in S2 is

first transferred to S1 (tS2;S1
¼ 1), followed by a transfer from

S1 to L0 (tS1;L0
¼ 1). The net amount of energy transferred to

the larger dot from S2 is tS2;S1
� tS1;L0

¼ 1. The energy band

of S5 is also energy-transfer-allowable, meaning that a unit of

optical energy induced in S5 is transferred to L0 by way of S2

and S1. Since the distance between S5 and S2 is dS5;S2
¼ 3dC,

the energy transferred from S5 to S2 is tS5;S2
¼ expð�lð3dC

�dCÞÞ=3dC; which is smaller than unity. The rest of the

energy, 1� tS5;S2
, results in radiation from the smaller dot,

which gives rise to PL(S). The energy tS5;S2
transferred to S2

is then transferred to S1 with an efficiency tS2;S1
¼ 1.

Summing up, the amount of radiation from the larger dot orig-

inating from S5 is given by expð�lð3dC � dCÞÞ=3dC. In this

manner, we calculate the total amount of optical energy trans-

ferred to the larger QD and the radiation from the smaller

QDs, which provides a metric corresponding to Eq. (1), that

is, the amount of radiation from the larger QD divided by that

from the smaller QDs, per layer.

We performed a Monte Carlo calculation based on the

above modeling with 50 000 iterations for each of the devi-

ces with N ranging from 1 to 20. We assumed that l is unity

and that the smaller QD size followed a Gaussian distribu-

tion with a standard deviation of unity, and we equated such

a distribution with the energy level deviation from the larger

QD. The energy band of the larger QD is represented by

width WT , with its center being equal to the mean of the nor-

mal distribution. The energy band of a smaller QD corre-

sponds to a range whose width is also WT , and its center is

displaced from the mean of the normal distribution by Ed, as

schematically shown in Fig. 3(a).

In our stochastic modeling, the width WT is simply a con-

stant that increases as the temperature T increases, corre-

sponding to the linewidth broadening of the energy levels

(1,1) in QDL and (1,0) in QDS, as shown in Fig. 2(a).

Theoretically, Sangu et al. considered the finite temperature

effect in energy transfer mediated by optical near-field inter-

actions involving a finite number of phonons that are

back-transferred from the heat-bath system, and this resulted

FIG. 3. (a) The size of the smaller

QDs, that is, the relative energy level

difference with respect to the larger

QD, is assumed to follow a normal dis-

tribution. The energy level broadening

and the relative difference with respect

to the larger dot are respectively

denoted by WT and Ed. (b) The metric

R as a function of the number of

smaller QDs provided in the stochastic

model. In the case where WT is 1.5, the

profile and the maximum R give results

consistent with the experimental dem-

onstration summarized in Fig. 1(d).

Also, we observed that as WT

increases, the metric R increases; this

is consistent with the temperature de-

pendence experimentally observed in

Fig. 1(e). (c) When the inter-dot opti-

cal near-field is assumed not to follow

the Yukawa potential, R simply line-

arly increases as N increases, which is

not consistent with the experiment.
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in linewidth broadening.14 Meanwhile, detailed experimental

investigations of homogeneous linewidth broadening of QDs

as a function of temperature have been reported, for example,

by Matsuda et al.35 and Bayer et al.,36 where acoustic and op-

tical phonons have been introduced. For this paper, on the

other hand, the major interest is to investigate stochastic mod-

eling concerning inherent disorder, and hence we consider

that representing the linewidth broadening simply by WT is

reasonable, without explicitly showing its temperature

dependency.

The square, circular, and triangular marks shown in Fig.

3(b) represent the ratio R as a function of the number of

smaller QD layers (N) when WT was 0.5, 1, and 1.5, respec-

tively. The profile corresponding to the case where WT was

1.5 exhibits a similar tendency to the experimental results

shown in Fig. 1(d), which were obtained at 300 K. In the

experiment, there exists a maximum value R of around 16

when N is 15, whereas in the calculation, the maximum R is

12.1 when N is 10. We consider that these results show con-

sistency between the experiment and the stochastic model.

Furthermore, from the experimental results shown in Fig.

1(c), the inhomogeneous linewidth due to variation of QD

sizes is about 30 meV, which corresponds to the normal dis-

tribution with a standard deviation of unity, denoted by

r¼ 1, in the stochastic modeling shown in Fig. 3(a).

Meanwhile, the homogeneous linewidth of our QD is consid-

ered to have characteristics similar to those of our former

study reported in Ref. 37, where the full width at half maxi-

mum (FWHM) width was about 16 meV at room tempera-

ture, which corresponds to WT in the stochastic model. By

considering that 2r corresponds to 30 meV, WT¼ 1.5 corre-

sponds to 22.5 meV, which is consistent with the reported

homogeneous linewidth of QDs at room temperature.

To further evaluate the validity of the model, assume

that the inter-dot interaction does not follow the Yukawa

potential; specifically, suppose that the energy transfer effi-

ciency does not depend on the inter-dot distance. All of the

other assumptions are the same as the previous ones. In such

a case, the energy transfer performance depending on the

number of layers results in the profiles shown in Fig. 3(c),

where the ratio R monotonically increases as a function of N,

which is not consistent with the experiment. This is another

indication that the inter-layer-distance–dependent near-field

interactions, as well as the inherent stochastic distributions,

are the origin of the optimized energy transfer observed in

the multi-layer QD device.

The temperature- and excitation-power–dependent

energy transfer experimentally demonstrated in Fig. 1(e) are

not completely manageable in the proposed stochastic

model. The temperature-dependence, however, is partially

reproduced by the model. In the modeling results demon-

strated in Fig. 3(b), the ratio R exhibits a larger value when

WT , that is, the temperature, increases. This is consistent

with the experimental results shown in Fig. 1(e), where the

energy transfer efficiencies at the higher temperature (300 K)

are larger than those at the lower temperature (150 K). This

is also consistent from the viewpoint that the homogeneous

linewidth of QDs at 150 K is about half of that at 300 K.35

That is to say, by reducing the WT value from 1.5 to 0.5, the

ratio R in the modeling results is reduced by about an order

of magnitude, as shown in Fig. 3(b), and the ratio R in the

experiment is also reduced by about an order of magnitude.

There was an exception in Fig. 1(e) when the excitation

power was high (100 mW), where the low-temperature

experiment yielded a larger value than the high-temperature

one. More detailed modeling will be needed to fully explain

this, for example, by including state filling effects, which

may occur in cases where the excitation power is high.21

This will be one of the topics of future work.

IV. SUMMARY

In summary, we demonstrated energy transfer mediated

by optical near-field interactions in a multi-layer InAs QD

structure composed of a single layer of smaller dots and N
layers of larger ones and examined its basic principles by

using a stochastic model in which optical near-field interac-

tions that follow a Yukawa function, QD size fluctuations,

and temperature-dependent energy level broadening are uni-

fied. The properties of experimentally observed energy trans-

fer and the results calculated from the model were in good

agreement. This study provides an insight into optical energy

transfer while taking account of inherent disorder and paves

the way to systematic design principles of nanophotonic

devices for achieving optimized performance and realizing

designated functionalities.
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Abstract To fabricate a high-efficiency light emitting diode
using indirect-transition-type bulk crystal SiC having a p–n
homojunction structure, annealing was performed using
stimulated emission via dressed photons generated at the
inhomogeneous domain boundaries of Al dopant sites. This
device emitted electroluminescence (EL) due to a two-step
transition process via dressed-photon–phonons generated at
the inhomogeneous domain boundaries of the Al dopant
sites. The EL emission peak wavelength was 480–515 nm
when the device was driven by a direct current and 390 nm
when driven by a pulsed current. The external quantum effi-
ciency of the EL emission was 1 %, and the internal quantum
efficiency was as high as 10 %.

1 Introduction

To fabricate high-efficiency light emitting diodes (LEDs),
direct-transition-type semiconductors, which have a high
probability of electron–hole radiative recombination, have
conventionally been used. The emission wavelength of these
devices is determined by the bandgap energy, Eg, of the
semiconductor used. For example, InGaN has been used in
LEDs with wavelengths of 400–495 nm (bandgap energies
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3.099–2.504 eV) [1, 2]. However, these devices have some
shortcomings, such as the need for a double heterostructure,
and the use of In, which is a scarce resource. Silicon car-
bide (SiC), on the other hand, is a semiconductor that has no
issues concerning depletion of resources, and research has
been conducted on blue LEDs using this material. However,
since SiC is an indirect-transition-type semiconductor, the
external quantum efficiency of the light emission is low, at
0.1 % or less, and it has not been easy to fabricate practical
devices [3, 4]. Recently, SiC has been considered as a suit-
able material for use in power devices, rather than LEDs,
because of its high electrical breakdown strength, thermal
conductivity, and heat tolerance [5].

We have previously succeeded in developing an LED us-
ing p–n homojunction-structured bulk crystal silicon (Si),
which is an indirect-transition-type semiconductor, by using
dressed photons (DPs) [6]. A DP is a quasi-particle repre-
senting the coupled state between a photon and an electron–
hole pair in a nano-scale region [7]. A Si laser [8], an op-
tical and electrical relaxation oscillator [9], and an infrared
Si photodiode [10] have been successfully developed by uti-
lizing DPs. In addition, a blue LED using ZnO, which is
a direct-transition-type semiconductor, has also been suc-
cessfully fabricated [11]. These devices were realized by
using a unique annealing technique involving a dressed-
photon-phonon–assisted process induced by DPs generated
at the dopant sites [6]. A dressed-photon–phonon (DPP) is a
quasi-particle representing the coupled state between a DP
and a multimode coherent phonon in a nano-scale region
[7, 12, 13].

In the research reported here, we employed a DPP-
assisted process in bulk crystal 4H-SiC having a homojunc-
tion structure to modify the spatial distribution of the Al
dopant sites in SiC, and fabricated a blue LED with high
light-emission efficiency. In Si-based visible LEDs fabri-

39

mailto:kawazoe@ee.t.u-tokyo.ac.jp


128 T. Kawazoe, M. Ohtsu

cated via a DPP-assisted process, because Si has a bandgap
that corresponds to infrared wavelengths, visible light is
absorbed by the Si; therefore, to fabricate high-efficiency
LEDs, a device structure for extracting the light is necessary.
SiC, on the other hand, has a bandgap corresponding to blue
to near-ultraviolet wavelengths; therefore, ultraviolet to vis-
ible SiC LEDs fabricated via the DPP-assisted process can
avoid a drop in efficiency due to light absorption by SiC.
In other words, the suitability of the DPP-assisted process
for SiC makes it easy to fabricate LEDs in the ultraviolet
to visible region. In addition, in the present study, by con-
firming the applicability of the DPP-assisted process to SiC,
we were also able to show the generality of this technique,
which can be used more widely in indirect-transition type
semiconductors.

2 Principles of light emission

The DPP-assisted process [6] we used here originates from
the nature of the coupling between the DP and the phonon:
by using this process, an electron–hole pair is created even
when light having a photon energy hν smaller than the
bandgap energy Eg of the semiconductor is incident. The
reason for this is that, since the DPP field is localized, the
wavenumber conservation law and the angular-momentum
conservation law can be relaxed, enabling electrons in the
valence band to be excited to the conduction band via an
electric-dipole forbidden transition to a phonon level. This
excitation, which is a two-step transition, has been applied
to photochemical vapor deposition [12], organic thin-film
photovoltaic cells [14], photolithography [15], subnanome-
ter polishing of glass surfaces [16], and frequency up-
conversion [17], among others. This two-step transition is
explained below (see Fig. 1) [6, 12].

Fig. 1 Two-step transition via a dressed-photon–phonon level. The
horizontal solid lines show dressed-photon–phonon levels

(1) First step: Excitation from the initial ground state
|Eg; el〉 ⊗ |Eexthermal;phonon〉 to an intermediate state
|Eg; el〉 ⊗ |Eex;phonon〉. Here, |Eg; el〉 represents the
electronic ground state, and |Eexthermal;phonon〉 and
|Eex;phonon〉 respectively represent the phonon excited
state determined by the crystal lattice temperature and
the phonon excited state determined by the DP energy.
The symbol ⊗ is the direct product of the ket vectors
representing these two states. Since this is an electric-
dipole forbidden transition, the DP is essential in this
excitation process. Also, since the intermediate state
|Eg; el〉 ⊗ |Eex;phonon〉 possesses the energy of the
DPP, it is called the DPP level.

(2) Second step: Excitation from the intermediate state
|Eg; el〉 ⊗ |Eex;phonon〉 to the final state |Eex; el〉 ⊗
|Eex′ ;phonon〉. Here, |Eex; el〉 represents the electronic
excited state, and |Eex′ ;phonon〉 represents the phonon
excited state. Since this is an electric-dipole allowed
transition, excitation occurs not only via a DP but also
via propagating light. After this excitation, the phonon
excited state relaxes to a thermal equilibrium state hav-
ing an occupation probability determined by the lattice
temperature, which completes the excitation to the elec-
tronic excited state |Eex; el〉 ⊗ |Eexthermal;phonon〉.

There is an inverse process to this two-step process,
namely, two-step spontaneous emission [6, 8], which is
explained below. This inverse process is a transition from
an initial state |Eex; el〉 ⊗ |Eexthermal;phonon〉 of electrons
in the conduction band to the ground state |Eg; el〉 ⊗
|Eex′ ;phonon〉 via the intermediate state |Eg; el〉 ⊗
|Eex;phonon〉. During this transition, a DP or propagating
light having the same energy as the transition energy is ra-
diated. After this transition, the phonon excited state relaxes
to the thermal equilibrium state determined by the crystal
lattice temperature, which completes the transition to the
electronic ground state |Eg; el〉 ⊗ |Eexthermal;phonon〉. Some
of the spontaneously emitted DPs are converted to propagat-
ing light and are observed as normal photons [6]. Therefore,
an LED can be realized if electrons injected into the con-
duction band are transported to the region where DPs are
generated. Also, the emission wavelength of this device de-
pends not on the bandgap energy Eg but on the energy of
the DPs generated in the vicinity of the p–n junction.

It is well-known that phonons are necessary for an
indirect-transition-type semiconductor to spontaneously emit
propagating light. The reason why is that, in this spon-
taneous emission process, the wave number must be con-
served (this is known as the wavenumber conservation law).
However, in the nano-size spaces where DPs that are local-
ized at dopant sites spread out, due to the individual proper-
ties of electrons and holes in the electron–hole pairs forming
the DPs in these spaces, the DPs strongly couple with lat-
tice vibrations [18]. As a result, in the DP, a photon strongly
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couples with a multi-mode coherent phonon, forming a DPP,
and this DPP has multiple modes that can contribute to sat-
isfying the wavenumber conservation law [7, 12, 13]. There-
fore, the probability of spontaneous emission via a DP be-
comes extremely high. This DPP, which is a quasi-particle,
has been used in photochemical reactions [12, 15] and opti-
cal frequency up-conversion [17, 19], and lifetime measure-
ments of this level have also been performed [19].

A two-step stimulated emission process is also made
possible by the DP, similarly to the spontaneous emission
process described above: when the oscillating electromag-
netic field formed by the DP irradiates electrons in the
conduction band, the electrons transition from the initial
state |Eex; el〉 ⊗ |Eexthermal;phonon〉 to the intermediate state
|Eg; el〉⊗ |Eex;phonon〉, emitting light via stimulated emis-
sion. Then, a transition from the intermediate state |Eg; el〉⊗
|Eex;phonon〉 to the final state |Eg; el〉⊗|Eex′ ;phonon〉 also
occurs, emitting light due to stimulated emission. After this
transition, the phonon excited state relaxes to the thermal
equilibrium state determined by the crystal lattice tempera-
ture, which completes the transition to the electronic ground
state |Eg; el〉 ⊗ |Eexthermal;phonon〉.

3 Device fabrication

To realize the SiC-LED proposed in this paper, we used
the two-step DPP-assisted process involving DPs two times.
The first time was to activate the device so as to obtain spon-
taneously emitted light, as described in the previous section.
The second time was to fabricate the device, in other words,
to control the spatial distribution of the dopant density in a
self-organized manner to achieve a spatial distribution suit-
able for high-efficiency spontaneous emission [6–8]. In or-
der to explain the second use, in this section we explain the
device fabrication procedure.

Using a CVD process, a 500 nm-thick n-type buffer layer
(dopant density 1 × 1018 cm−3) was deposited on an n-type
SiC substrate (4H type) with a thickness of 360 µm, a diam-
eter of 100 mm, a resistivity of 25 m� cm, and a surface ori-
entation of (0001), after which a 10 µm-thick n-type epilayer
(dopant density 1 × 1016 cm−3) was deposited. The sub-
strate was then implanted with a p-type dopant (Al ions) by
ion implantation. During this process, the implantation en-
ergy was changed in multiple steps in the range 30–700 keV,
and by adjusting the ion dose in the range 3.0 × 1013 cm−2

to 2.5 × 1014 cm−2 for each implantation energy, we fabri-
cated a structure in which the dopant density was modulated
between 2.2×1019 cm−3 and 1.8×1019 cm−3 in seven peri-
ods in the depth direction. After this, thermal annealing was
performed for 5 minutes at 1800 °C to activate the Al ions,
forming a p–n junction. A 150 nm-thick ITO film formed
on the front surface (the p-type ion implantation surface) of

the SiC substrate by sputtering was used as an anode. Sim-
ilarly, a layer composed of Cr (100 nm), Pt (100 nm), and
Au (200 nm), deposited on the back surface (n-type side) of
the SiC substrate in this order from the substrate side, was
used as a cathode. After this, a 500 µm × 500 µm chip was
cut from the wafer by dicing, and the device was mounted
in a package by soldering the cathode. The anode side was
connected to the anode of the package by wire bonding.

Next, the DPP-assisted annealing will be described.
A forward bias voltage of 12 V (current density 45 A/cm2)
was applied to the device fabricated as described above to
bring about annealing due to Joule heating, which caused
the Al dopant to diffuse, modifying the spatial distribu-
tion of the dopant density. During this process, the device
was irradiated from the ITO electrode side with laser light
(optical power density 2 W/cm2) having a photon energy
hνanneal (= 2.33 eV; wavelength 532 nm) smaller than Eg

of the 4H-SiC (= 3.26 eV) [20]. This induced the DPP-
assisted process, which modified the Al diffusion due to an-
nealing, leading to the self-organized formation of unique
minute inhomogeneous domain boundaries in which sites of
the dopant (Al) formed. The reasons for this are threefold:

(1) Since the potential energy difference between injected
electrons and holes by forward bias voltage (12 V) is
much higher than Eg (= 3.26 eV), the energy differ-
ence (EFc−EFv) between the quasi-Fermi energies of
the conduction band, EFc in n-type layer, and the va-
lence band, EFv in p-type layer, is much higher than Eg.
Therefore, the population inversion condition is satis-
fied. Also, when light having a photon energy hνanneal

lower than Eg is radiated, this light propagates in the
SiC substrate without being absorbed, and reaches the
domain boundaries of the Al dopant sites, which are in-
homogeneously distributed [21], thus generating DPs at
the surfaces of the Al dopant sites. These DPs excite
multimode coherent phonons in the vicinity of the p–n
junction [12, 13], forming DPPs [7, 12, 13]. Since the
density of states of these DPPs is much higher than the
density of states of conduction electrons, a population
inversion is formed. Therefore, stimulated emission is
generated by the two-step transition driven by the inci-
dent light (the electric-dipole forbidden transition from
the excited state to the DPP level, followed by the tran-
sition from the DPP level to the ground state).

(2) Since part of the Joule heat due to the forward bias is
spent for stimulated emission of photons, the anneal-
ing progress is controlled. In other words, it becomes
more difficult to change the shape and sizes of the in-
homogeneous domain boundaries of the Al dopant sites
in regions where the stimulated emission process in (1)
above easily occurs via DPPs. In the stationary state,
the sizes of the dopant sites eventually reach a con-
stant value determined by the light intensity and the cur-
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rent [6]. This stimulated emission occurs at the domain
boundaries of all of the Al dopant sites in the device.

(3) Because the stimulated emission probability and spon-
taneous emission probability are proportional to each
other [22], in regions where the DPP-mediated stim-
ulated emission process easily occurs, DPP-mediated
spontaneous emission also easily occurs. Therefore, as
the process in (2) proceeds, the simulated emission light
irradiates the entire device, and thus, the process in (2)
does not stop in the light irradiation regions, but spreads
throughout the entire device in a self-organized manner.
It is expected that the shape and distribution of the do-
main boundaries formed in this way will be optimal for
efficiently inducing the DPP-assisted process during de-
vice operation.

4 Device operation

We used a spectrometer and a cooled Si-CCD (Roper Sci-
entific Inc.) to observe the emission spectra of the fab-
ricated device. For driving the device, we used a high-
speed power supply (Matsusada Precision: POP60-2.5) with
a maximum rated capacity of 60 V–2.5 A, and for pulsed
driving, we used an oscillator (Agilent Technologies, Inc.,
model 55321A) in conjunction with this power supply. The

response time constant of the power supply was 2 µs, and
the temporal resolution of the measurement equipment was
50 ns.

The measurement results of the EL emission spectra
from the device during DPP-assisted annealing are shown
in Fig. 2(a). The surface temperature during annealing was
120–150 °C. The wavelength of the light irradiated onto the
device during DPP-assisted annealing is indicated by the
downward long arrow in the figure. While measuring the
spectra, the current was reduced to 0.2 A/cm2 during an-
nealing to arrest the progress of annealing, and the device
was not irradiated with light. Figure 2(b) shows the depen-
dency of the total EL emission power on the DPP-assisted
annealing time (the area surrounded by the curves and hori-
zontal axis in Fig. 2(a)). The EL emission increases approx-
imately in proportion to the logarithm of the annealing time
because the dopant diffusion rate due to annealing has an ex-
tremely large distribution, as has been described for 2-level
systems [23].

After 8 hours of annealing, the total EL emission power
was five-times greater than the value immediately after start-
ing annealing. The total EL emission power saturated when
annealing was conducted for 8 hours or more. As shown
in Fig. 2(a), the peak emission wavelength was red shifted
from 480 nm (upward arrow A) to 490 nm (downward ar-
row B). Figure 2(c) shows EL emission spectra observed af-
ter 8 hours of annealing. As shown by the blue curve, when

Fig. 2 Temporal change in EL
emission characteristics of
SiC-LED during
dressed-photon-phonon–assisted
annealing. (a) Spectra obtained
when
dressed-photon-phonon–assisted
annealing was performed while
irradiating the device with
523 nm laser light at a power
density of 2 W/cm2 and
applying a voltage of 12 V and a
current density of 45 A/cm2.
The EL emission peak
wavelength before annealing
was 480 nm (upward arrow A),
and that after annealing was 490
nm (downward arrow B).
(b) Temporal change in total EL
emission power in (a).
(c) Relationship between EL
emission spectra and irradiation
intensity during
dressed-photon–assisted
annealing
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Fig. 3 Relationship between
forward bias voltage V and
injection current I . (a) Before
and (b) after
dressed-photon-phonon–assisted
annealing. Solid line is the
result of least-squares fitting
using the Shockley equation.
Inset in (a) is image of
fabricated SiC-LED (chip size
500 µm × 500 µm)

the irradiation intensity during annealing was 10 W/cm2, the
wavelength had red-shifted to 515 nm after annealing. On
the other hand, the emission power was reduced to about
half that in the case of the red curve (irradiation inten-
sity of 2 W/cm2 during annealing). This was because the
progress of the DPP-assisted annealing was not sufficiently
controlled by the light irradiation since the SiC substrate
that was used absorbed 532 nm-wavelength light, generating
heat. Compared with the red curve, the reason for the greater
wavelength shift and lower EL emission intensity in the case
of the blue curve (irradiation intensity of 10 W/cm2 during
annealing) was because the intrinsic energy of the DPP level
was close to the photon energy of the light irradiated during
annealing, which counteracted the heat generation due to ab-
sorption. On the other hand, when annealing was performed
using only current, without irradiating any light (black curve
in Fig. 2(c); current density 45 A/cm2), the electrodes were
degraded due to heat generation in about 1 hour, and the EL
emission power decreased.

Figures 3(a) and (b) show measurement results of the re-
lationship between the forward bias voltage V and the in-
jection current I before and after annealing, respectively.
The image in the inset in Fig. 3(a) shows the SiC-LED
chip mounted in the package. During the measurements,
the current was limited to 0.5 mA or less in order to re-
duce the effects of annealing due to current alone. The solid
line in Fig. 3 is the result of least-squares fitting to the
measured values using the Shockley diode equation I =
I0{exp(e(V −I ·R)/nkT )−1} for a p–n junction [24]. Here,
I0 is the reverse saturation current, e is the electronic charge,
k is Boltzmann’s constant, T is the device temperature, R is
parasitic resistance, and n is the ideality factor, which is 1
in the case of an ideal p–n junction. Assuming T = 300 K,
the value of n was estimated to be 51. Since this value is
much larger than 1, it means that the SiC crystal surface and
the electrode surface do not form an Ohmic contact. Also,
the value of R was 100 �. Although the values of n and
R did not change between before and after annealing, the
value of I0 increased by 0.5 × 10−6 A from 0.8 × 10−6 A to
1.3 × 10−6 A, a value 1.6-times greater. Since I0 is propor-

tional to the recombination current, this means that the re-
combination current was increased by a factor of 1.6 by the
DPP-assisted annealing. This corresponds to a higher num-
ber of electron–hole pairs that radiatively recombine via DPs
due to the DPP-assisted annealing; however, this value of 1.6
is small compared with the fivefold increase in the emission
power. This is because the majority of the value of I0 before
DPP-assisted annealing is due to non-radiative recombina-
tion. For the 0.5 × 10−6 A increase in I0, the corresponding
increase in EL emission power was 0.12 × 10−6 W. Since it
is not difficult to achieve n = 1 by improving the electrodes
[25], if we assume that the increase in I0 is entirely due to
the recombination process via DPs, we will obtain a quan-
tum efficiency of (0.12 × 10−6/2.5 × 0.5 × 10−6) = 0.096
(at a photon energy of 2.5 eV corresponding to the center
emission wavelength).

Figure 4 shows the measurement results of the injection
current dependency of the EL emission power of the fab-
ricated SiC-LED. The SiC-LED was driven with both di-
rect current (") and pulsed current (2). The images of the
SiC-LED shown in the insets were taken under fluorescent
room lights while driving the device. The relationship be-
tween V and I in Fig. 3 indicates that a Schottky barrier ef-
fect at the electrodes reduced the light emission efficiency;
however, this can be eliminated by applying a voltage suf-
ficiently higher than the potential gap of the Schottky bar-
rier. Therefore, first we increased the injected direct current,
which caused the voltage applied to the device to rise. In this
case, as shown by the circles (") and the black curve in the
figure, at injection currents below 0.3 mA, the EL emission
power increased nonlinearly due to the two-step transition,
and at injection currents of 0.3 mA or higher, it saturated.

The major cause of this saturation is probably heat gen-
eration due to the injection current. Therefore, to avoid this,
we injected a pulsed current with a pulse width of 50 µs and
a repetition frequency of 100 Hz. In this case, an instanta-
neous current of 780–1300 mA flowed in the SiC-LED, and
the instantaneous voltage was 23.0–23.6 V. By driving the
device with a pulsed current, the problem of heat generation
was eliminated. As a result, the EL emission power was ob-
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Fig. 4 Injection current dependency of EL emission power of fabri-
cated SiC-LED. Insets are images showing light emission during LED
operation. Circles (") are measured values of EL emission power when
device was driven by direct current, and square (2) are measured val-
ues when device was driven by pulsed current

served to increase linearly and did not saturate, as shown by
the squares (2) and the blue curve in the figure. The rea-
sons for this are as follows: (1) The driving voltage was suf-
ficiently high, making the number of carriers that nonradia-
tively recombine at the Schottky barrier at the electrode neg-
ligibly small. (2) The injected pulsed current density reached
320–520 A/cm2; therefore, there were insufficient Al sites
serving as the origin of the DPs required to form DPP lev-
els, making the two-step transition impossible. As a result,
electrons and holes accumulated at the bottom of the bands,
where they soon formed DPPs, and the one-step transition
due to phonon scattering was dominant.

Reason (1) above is well-known in electronic devices
having a normal Schottky barrier. The basis for reason (2) is
as follows. Figure 5 shows measurement results of the EL
emission spectra of the SiC-LED when driven by pulsed cur-
rent. Figures 5(a), (b), and (c) correspond to points A, B, and
C among the squares (2) in Fig. 4, respectively. When the
pulsed current was small (Fig. 5(c)), the temperature of the
device was low, and a separate phonon level was observed
(the peak at the wavelength of 390 nm in the figure: down-
ward arrow). This peak appeared for the first time due to
pulsed current operation, but the photon energy of this peak
is lower than Eg of 4H-SiC by an amount corresponding to
the energy of LO-mode phonons (95 meV) or the energy of
TO-mode phonons (110 meV) [26]. From a comparison of
Figs. 5(a), (b), and (c), it is clear that what governs the EL
emission intensity while driving the device with pulsed cur-
rent is the intensity of this emission peak. Since the energy

Fig. 5 EL spectra of SiC-LED during pulsed current operation.
(a), (b), and (c) correspond to points A, B, and C among the squares
(2) in Fig. 4

of this emission level (DPP level) is close to Eg, recombi-
nation luminescence is possible via a one-step transition in-
volving only phonon emission. Of course, an emission peak
and sidebands corresponding to the DPP level, which were
strongly emitted when driving the device with a direct cur-
rent, are also present (upward arrow); however, comparing
Figs. 5(a), (b), and (c), the height of these is saturated. From
the reasons given above, when the device was driven by a
pulsed current, it is likely that the one-step transition was
dominant, and therefore, the EL emission intensity increased
linearly with current. The gradient of the blue line in Fig. 4
corresponds to an external quantum efficiency of 1 %. Using
the light extraction efficiency (<30 %) and the light absorp-
tance (>70 %), we estimated the internal quantum efficiency
to be 10 %. This value is large enough to rank alongside the
efficiency of conventional LEDs using direct-transition-type
semiconductors. It will be possible to further increase this
efficiency by controlling the thickness and dopant density of
the epilayer on the substrate.

5 Conclusion

We fabricated a SiC LED with high light emission efficiency
by an annealing process brought about by current injection,
using stimulated emission via dressed photons (DPs) gener-
ated at the inhomogeneous domain boundaries of Al dopant
sites in indirect-transition-type bulk crystal SiC having a
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homojunction structure. In the DPP-assisted annealing pro-
cess, we used a forward current density of 45 A/cm2 and
a light source with an optical power density of 2 W/cm2

and a wavelength of 532 nm. As a result, the emission peak
wavelength of the fabricated device was 480–515 nm (when
driven by direct current) and 390 nm (when driven by pulsed
current). The external quantum efficiency of the EL emis-
sion was 1 %, and the internal quantum efficiency was as
high as 10 %.
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Abstract We investigated the coupling strength between
electron–hole pairs and phonons in a silicon light emitting
diode (Si-LED) fabricated by dressed-photon-assisted an-
nealing. This Si-LED emitted light in the 1.4 eV photon
energy (0.9 µm wavelength) band, and phonon sidebands
were observed in the emission spectrum. From a compari-
son with simulation results, these sidebands were found to
be due to coupling of electron–hole pairs with LO-mode and
TO-mode coherent phonons via dressed-photon–phonons.
The value of the Huang–Rhys factor, S, representing the
coupling strength between the electron–hole pairs and the
phonons was estimated to be 4.08 ± 0.02.

1 Introduction

Si is an indirect band gap semiconductor and has there-
fore been considered to be an unsuitable material for light-
emitting devices such as LEDs and lasers. Nevertheless,
there has been a great deal of research on Si light-emitting
devices because of Si’s advantages, including its high com-
patibility with integrated circuits and its abundance in the
Earth’s crust. Studies reported in the literature include re-
search on the quantum confinement effect in nanostructures,
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such as quantum dots [1] and porous Si [2], core electron
transitions in a Si crystal doped with rare earth elements [3],
dislocation loops due to high dopant concentrations [4], and
the plasmonic effect [5]. However, the devices fabricated in
this research have low light emission efficiency, and cur-
rent injection is difficult. Moreover, the device structures and
fabrication processes are complex, which hinders their prac-
tical utilization.

To overcome these issues, we recently succeeded in fab-
ricating a high-efficiency Si-LED with an external quantum
efficiency as high as 15 % by exploiting dressed photons
(DPs) [6, 7], which are quasi-particles created when pho-
tons couple with electron–hole pairs, in nano-regions inside
a bulk Si crystal [8]. This method has also been used to real-
ize a Si laser [9], a Si optical and electrical relaxation oscil-
lator [10], and a wideband Si photodiode [11]. Furthermore,
the method has also been applied to ZnO, which is a direct
band gap semiconductor, to fabricate a short-wavelength
LED [12].

A Si-LED using DPs was fabricated by a method known
as dressed-photon-assisted annealing. In this method, a for-
ward current is injected into a bulk Si crystal having a p–n
junction structure while simultaneously irradiating it with
light to bring about annealing due to heating caused by
light absorption. A feature of the Si-LED fabricated by this
method is that the photon energy of the emitted light does
not depend on the band gap energy (Eg); it emits light hav-
ing approximately the same photon energy as the photon en-
ergy of the light radiated during annealing. Also, phonon
sidebands are found in the emission spectrum, and these
are caused by the creation of quasi-particles called dressed-
photon–phonons (DPPs) when DPs generated in the Si crys-
tal couple with phonons. The phonons constituting these
DPPs have been theoretically shown to be multi-mode co-
herent phonons [13]. The parameter representing the cou-
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pling strength between electron–hole pairs and phonons is
called the Huang–Rhys factor, S [14], and its value can be
obtained experimentally from the intensities of the phonon
sidebands [15, 16]. When a DPP is created, an increase in
the value of S is expected, but its magnitude has remained
unknown.

In the research described here, in order to evaluate the
increase in the value of S in Si-LEDs using DPPs, we fab-
ricated a Si-LED that emitted light in the 1.4 eV (0.9 µm
wavelength) band and measured the emission intensities
of the phonon sidebands found in its emission spectrum.
In addition to these experiments, we performed a simula-
tion of the light emission process taking account of the
DPP-mediated coupling between electron–hole pairs and
phonons, and we estimated the value of S by comparing the
simulation and experimental results.

The above-mentioned photon energy of 1.4 eV is larger
than Eg of Si (the energy difference between the top of the
valence band at the Γ point and the bottom of the conduc-
tion band close to the X point; 1.1 eV). We investigated light
emission with such a large photon energy because it is easy
to evaluate the involvement of phonons in the light emission
process due to the following two reasons: (1) The influence
of the electron density on the emission intensity is low be-
cause the band structure is simple and there are no singular
points in this band. (2) Light emission is based on a simple
process involving a single-step radiative relaxation. (Refer-
ence [8] reports light emission with a photon energy smaller
than Eg , but this emission is based on a complex two-step
radiative relaxation.)

The rest of this paper is organized as follows. In Sect. 2,
we describe the Si-LED fabrication and the principle of the
light emission process. In Sect. 3, we present measurement
results of the emission characteristics of the fabricated Si-
LED. In Sect. 4, we compare the experimental results with
simulation results. Finally, in Sect. 5, we conclude with a
summary of our findings.

2 Operating principle and fabrication of an LED using
dressed photons

The principle of light emission and the fabrication method of
the Si-LED fabricated in this study are essentially the same
as in our previous study [8]. In our previous study, however,
the photon energy of the emitted light was less than the value
of Eg mentioned above. In contrast, in the present study, the
photon energy of the emitted light is higher than Eg . The
principle of light emission and the fabrication method will
be described in this section while focusing on this differ-
ence.

Fig. 1 Band structure of Si. (a) One-step radiative relaxation between
phonon levels in the Si-LED reported in this paper. (b) Two-step ra-
diative relaxation between phonon levels in the Si-LED reported in the
previous study

2.1 Principle of light emission

With the Si-LED reported in this paper, as a result of fabri-
cating a device using a processing method called dressed-
photon-assisted annealing [8], we realized conditions in
which DPs are easily generated in the active layer. These
DPs couple with phonons to form quasi-particles called
dressed-photon–phonons (DPPs). It is considered that the
coupling between electron–hole pairs and phonons in the
active layer by means of these DPPs is stronger than in a
p–n junction in normal bulk Si. Such strong coupling be-
tween electron–hole pairs and phonons via dressed photons
has been theoretically shown [12] and experimentally ob-
served [17]. As a result, the wavenumber required for radia-
tive relaxation of the electron–hole pairs is supplied from the
phonons, thereby realizing an LED having a light-emission
efficiency as high as that of an LED formed of a direct band
gap semiconductor.

This principle can be more intuitively understood by con-
sidering a picture in which the electron–hole pair radia-
tively relaxes via the DPP energy level. Since the wavenum-
ber is supplied by multimode phonons, the dispersion re-
lation of the DPP is represented by multiple straight lines
parallel to the wavenumber axis, as shown by the green
solid lines in Fig. 1. Therefore, a radiative relaxation that
is not restricted by the wavenumber conservation law be-
comes possible. The energy eigenvalue of the DPP is equal
to the energy eigenvalue of the coupled state of the electron–
hole pair and the phonon, and the state function of the
DPP is represented by the direct product of the state func-
tion of the hole (conduction band: |Ec;hole〉, valence band:
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|Ev;hole〉), the state function of the electron (valence band:
|Ev; el〉, conduction band: |Ec; el〉), and the state function of
the phonon (thermal equilibrium state: |Ethermal;phonon〉,
excited state: |Eex;phonon〉). With the Si-LED fabricated
in this study, as shown in Fig. 1(a), the excited electron–
hole pair |Ev;hole〉 ⊗ |Ec; el〉 ⊗ |Ethermal;phonon〉 couples
with a phonon and transitions to |Ec;hole〉 ⊗ |Ev; el〉 ⊗
|Eex;phonon〉, and subsequently relaxes to |Ec;hole〉 ⊗
|Ev; el〉⊗|Eex′ ;phonon〉, during which light emission is ob-
served. Since the probability of generating DPPs in normal
bulk Si is low, such DPP-mediated transitions have been
overlooked.

In this study, we observed light emission due to the sim-
ple one-step transition shown in Fig. 1(a). On the other hand,
with the Si-LED fabricated in the previous study [8], the
photon energy of the emitted light is smaller than Eg . More
specifically, light emission is observed due to a complex
two-step transition via a phonon level |Ec;hole〉⊗|Ev; el〉⊗
|Eex;phonon〉 in the band gap, as shown in Fig. 1(b).

2.2 Fabrication method

In order to form a spatial distribution of a p-type dopant
(boron, B) concentration suitable for generating DPPs, we
injected a forward current into the device while irradiating
it with light (photon energy hνanneal) to perform annealing.
This annealing method is called dressed-photon-assisted an-
nealing [8]. The spatial distribution of the B concentration
is modified by the dressed-photon-assisted annealing, form-
ing a distribution that is suitable for generating DPPs. For
the LED fabricated here, hνanneal > Eg , and therefore, the
mechanism by which the distribution is modified differs
from that in the case where hνanneal < Eg [8]. The mech-
anism is explained as follows, by considering regions where
DPPs are hardly generated and regions where DPPs are eas-
ily generated.

(i) Regions where DPPs are hardly generated: If the de-
vice is irradiated with light satisfying hνanneal > Eg , as
shown in Fig. 2, when an electron in the valence band
absorbs a photon (generating an electron–hole pair), it is
simultaneously scattered by a phonon (indicated by the
upward blue arrow and the red wavy arrow in Fig. 2(a),
respectively). As a result, the electron is excited to the
conduction band and quickly relaxes to the bottom of
the conduction band. After this relaxation, the electron–
hole pair cannot radiatively relax because it has a dif-
ferent wavenumber, and therefore it eventually relaxes
non-radiatively. This non-radiative relaxation generates
heat in the Si crystal, causing the B to diffuse, and thus
changing the spatial distribution of the B concentration.

(ii) Regions where DPPs are easily generated: When the B
diffuses as in (i), it is considered that the B concentra-
tion changes to a spatial distribution suitable for gener-

Fig. 2 Principle of dressed-photon-assisted annealing. (a) In the re-
gion where dressed photons are hardly generated, the B is thermally
diffused due to light absorption. (b) In the region where dressed pho-
tons are easily generated, the energy is dissipated outside the device
by stimulated emission via the phonon level, and the thermal diffusion
rate is low

ating DPPs with a fairly high probability. Here we con-
sider the case where DPPs are generated at the surfaces
of the B domains. In that case, as shown in Fig. 2(b),
an electron and a hole injected by the forward current
recombine via the DPP energy level, producing a pho-
ton generated by stimulated emission. Since this photon
generated by stimulated emission is radiated outside the
device, part of the light energy that the device absorbs
is dissipated outside the device in the form of light en-
ergy, and therefore, the thermal diffusion rate of the B
becomes smaller than in (i).

Due to the difference in the thermal diffusion rates be-
tween (i) and (ii), after the B has diffused throughout the
entire device in a self-organized manner as annealing pro-
ceeds, it reaches an equilibrium state in which the spatial
distribution of the B concentration has been modified, like
region (ii), and the annealing process is thus completed. Al-
though region (ii) is in a state where stimulated emission
with photon energy hνanneal is easily generated via the DPPs,
since the stimulated emission probability is proportional to
the spontaneous emission probability [18], after annealing,
the device should become an LED that exhibits spontaneous
emission with the photon energy hνanneal of the irradiation
light.

For the annealing to proceed based on the above process,
it is necessary for the irradiation light to be efficiently ab-
sorbed in the depletion layer. However, since light having a
large photon energy excites electron–hole pairs via a direct
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Fig. 3 Schematic diagram of fabricated Si-LED

transition, it is absorbed in the Si bulk crystal before it can
reach the depletion layer. In the case of the device used in
this study, the photon energy of the light absorbed in the de-
pletion layer is 1.2–3.0 eV (estimated based on the depletion
layer depth and thickness obtained from the B doping con-
ditions). In this range, there is no singular point at an energy
level corresponding to the emission of light with a photon
energy close to 1.4 eV in the Si band structure; thus, this
region is suitable for evaluating the involvement of phonons
in the light emission process. In this study, therefore, we ir-
radiated the surface of the device with light having a photon
energy of 1.4 eV during annealing.

We fabricated a Si-LED with the following annealing
method: We grew a 10 µm phosphorus (P)-doped n-type epi-
taxial layer on a commercially available n+-type Si substrate
with a thickness of 625 µm and a resistivity of 0.09 � · cm,
and doped it with boron (B) using ion implantation to form a
p-type layer, thus fabricating a p–n junction. The maximum
B ion implantation energy was 700 keV, the concentration
was 1×1019 cm−3, and the thickness of the p-type layer was
2 µm. After dicing this substrate into a 2.5 mm × 2.5 mm
area, an indium tin oxide (ITO) layer with a thickness of
300 µm and a chromium/aluminum (Cr/Al) layer with a
thickness of 150 µm were, respectively, deposited, by RF
sputtering, on the surfaces of the p-type and n-type layers to
serve as an anode and a cathode. A schematic diagram of the
device is shown in Fig. 3.

We applied a forward-bias voltage of 2 V to the device
(current density 0.96 A/cm2) while simultaneously irradi-
ating it with 1.4 eV photon energy light emitted from a
Ti:sapphire laser to perform dressed-photon-assisted anneal-
ing for 3 hours. We measured the surface temperature of the
device during annealing using thermography and found it to
be approximately 150 °C. This value is approximately the
same as the value measured in the previous study [8].

3 I–V characteristic and EL emission spectrum of
fabricated LED

A photograph of the fabricated Si-LED is shown in Fig. 4.
Looking at the I–V characteristic shown in Fig. 5, we do

Fig. 4 Photograph of the
device. The device shown in
Fig. 3 is mounted on a wiring
substrate

Fig. 5 I–V characteristic of the Si-LED

Fig. 6 Emission spectra of the Si-LED. The blue and red curves show
the spectra obtained 1 hour and 3 hours after starting annealing, respec-
tively. Red arrow: Peak corresponding to photon energy hνanneal. Black
arrows: Phonon sideband peaks

not see the unusual negative resistance exhibited by the Si-
LED fabricated in the previous study [8]. This is because
the device in this study had a lower resistance and smaller
area, succeeding in suppressing the generation of a filament
current.

The EL emission spectra measured when a forward cur-
rent (current density 3.2 A/cm2) was injected into the Si-
LED are shown in Fig. 6. The blue curve shows the spec-
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trum obtained one hour after starting annealing, and the red
curve shows the spectrum obtained three hours after start-
ing annealing. Even before annealing, the device emitted
extremely low-intensity light having a photon energy cor-
responding to Eg . This was because, although only slightly,
the electrons at the bottom of the conduction band radia-
tively relaxed by being scattered by phonons. This weak
emission intensity was removed from the intensity curve
shown in Fig. 6. Also, the effect of reabsorption of the emit-
ted light was corrected for by using the absorption coeffi-
cient of Si [19]. From Fig. 6 we can see that, when com-
paring the spectra obtained 1 hour after and 3 hours after
starting annealing, the emission intensity showed almost no
change at photon energies of 1.25 eV and above, whereas at
photon energies below 1.25 eV, the emission intensity was
considerably increased. A possible reason for this is that,
in the regions where low-energy photons are easily gener-
ated, the energy dissipation level due to stimulated emission
produced in regions like those discussed in (ii) in Sect. 2.2
is also small, thus exhibiting a small difference in thermal
diffusion rate compared with region (i), and therefore, an-
nealing proceeds slowly. This phenomenon suggests the va-
lidity of the annealing principle discussed in Sect. 2.2. In
Fig. 6, the photon energy hνanneal (=1.4 eV) of the light
radiated during annealing is indicated by the downward
red arrow. From this spectrum, we found that this Si-LED
emitted light with a photon energy approximately equal to
hνanneal. Furthermore, multiple sidebands are observed in
the spectrum (indicated by the downward black arrows). The
spacing between these peaks is approximately constant at
60 meV, which substantially agrees with the energy of opti-
cal phonons in Si [20], and therefore these sidebands likely
originate from phonons.

Similarly, peaks were also observed at hνanneal in the
emission spectrum of the Si-LED reported in the previ-
ous study [8]. Multiple peaks thought to be phonon side-
bands were also found. Therefore, the features in the
spectrum shown in Fig. 6 are probably phenomena com-
mon to Si-LEDs using DPPs. However, the cause of the
peaks seen in the light emission spectrum observed in the
previous study [8] is not clear. Possible reasons for this
are that two photons due to the complex two-step tran-
sition based on the state-to-state transition |Ev;hole〉 ⊗
|Ec; el〉 ⊗ |Ethermal;phonon〉 → |Ec;hole〉 ⊗ |Ev; el〉 ⊗
|Eex;phonon〉 → |Ec;hole〉 ⊗ |Ev; el〉 ⊗ |Eex′ ;phonon〉
are observed simultaneously, and that multiple intermediate
states |Ec;hole〉 ⊗ |Ev; el〉 ⊗ |Eex;phonon〉 exist.

In contrast, in the Si-LED fabricated in this study, since
it involves a simple single-step transition based on the state-
to-state transition |Ev;hole〉 ⊗ |Ec; el〉 ⊗ |Eex;phonon〉 →
|Ec;hole〉⊗ |Ev; el〉⊗ |Eex′ ;phonon〉 as shown in Fig. 1(a),
only one photon is emitted due to the radiative relaxation of
a single electron–hole pair. In addition, it has been reported

Fig. 7 Emission process via DPP energy levels. α: Light emission dur-
ing relaxation of electron. β: Light emission after relaxation of electron

that the emission lifetime of a Si-LED using DPPs is on the
order of 1 ns [10], which is considerably shorter than the
lifetime of the weak emission from a normal Si bulk crystal,
but is as much as three to four orders of magnitude larger
than the 0.1–1 ps intraband relaxation time of electrons in
Si [21, 22]. Therefore, it is reasonable to assume that the in-
jected electrons do not radiatively relax during the relaxation
process α in Fig. 7, but instead radiatively relax by coupling
with phonons after they have relaxed to the bottom of the
conduction band, as shown by process β . This indicates the
electron–hole pairs forming the DPPs that contribute to light
emission have energy identical to Eg . Therefore, it can be
concluded that the difference between the photon energy of
the emitted light and Eg is the energy of the phonons that
have coupled to the electron–hole pairs.

4 Comparison of experimental and simulation results

We obtained the emission spectrum via simulation and ex-
amined the coupling strength between electron–hole pairs
and phonons by comparing the simulation results with the
measured spectrum. We made the following four assump-
tions in the simulation:

(1) The electron and hole forming the DPP are at the bot-
tom of the conduction band and at the top of the valence
band, respectively, and the wavenumber and energy of
the phonon are imparted to this electron–hole pair. We
made this assumption based on the fact that the electron
and hole intraband relaxation time is shorter than the
emission lifetime via the phonon level, as described in
Sect. 3.

(2) The electron–hole pair is coupled with coherent phonons
including all optical modes. This was decided based
on experimental results [17] and theoretical consider-
ations [13] regarding DPPs.

(3) The probability distribution of the number of phonons
that couple with an electron–hole pair follows a Pois-
son distribution. In other words, the probability of np

phonons coupling with an electron–hole pair is propor-
tional to Snp/n! for Huang–Rhys factor S. This means
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that coupling of electron–hole pairs and phonons via
DPPs occurs randomly.

(4) Radiative relaxation occurs only when the sum of the
wave vector of an electron at the bottom of the conduc-
tion band and the wave vector of a phonon that is cou-
pled with it matches the wave vector of a hole at the
Γ point. This assumption was made on the basis of the
wavenumber conservation law between the initial state
and the final state.

Although the spectral shape can be analytically obtained
based on these assumptions, the computational complexity
is huge because it involves multiple integrals and infinite
sums. Therefore, we obtained the spectrum based on the
above assumptions by performing a simulation using ran-
dom numbers, and by comparing the results with the experi-
mentally obtained spectrum, we estimated the Huang–Rhys
factor S, which is an indicator representing the coupling
strength between the electron–hole pairs and the phonons
in the Si-LED. The simulation procedure was as follows:

(I) Based on assumption (3), we determined the number
of phonons coupling with an electron–hole pair.

(II) Based on assumption (2), from among all of the op-
tical phonons, we randomly selected phonons whose
number was determined in (I). From this number and
the dispersion relation of phonons in Si [23], we de-
termined the wavenumber and energy of the coupling
phonons.

(III) As the electron state at the bottom of the conduction
band, from among the energy states of the electrons
between the Γ point and the X point, we selected those
having the lowest energy and obtained the sum of their
wave vectors and the wave vectors of the phonons se-
lected in (II). If this value and the value of the wave
vector at the Γ point do not match, no light emission
occurs, and the procedure returns to (I). On the other
hand, if they do match, light with a photon energy cor-
responding to the sum of the electron–hole pair and the
energy of the phonons, which are coupled via a DPP, is
emitted, and therefore the value of this photon energy
is calculated. Then the procedure returns to (I).

(IV) The number of individual photons obtained by repeat-
ing (I) to (III) above is determined, and the simulation
ends.

Figure 8(a) shows the emission spectrum obtained by per-
forming the simulation using both longitudinal optical mode
(LO mode) and transverse optical mode (TO mode) phonons
as the phonons that couple with the electron–hole pair. The
parameter np in the figure is the number of phonons that
coupled with an electron–hole pair via a DPP. Multiple
peaks corresponding to each np are observed in this spec-
trum, similarly to the measured results (Fig. 6). For ease
of viewing the spectral shape, the heights of all peaks are

Fig. 8 Emission spectra obtained from the simulation. (a) When both
LO-mode and TO-mode phonons were used. (b) When only LO-mode
phonons were used

Fig. 9 Least squares fitting for comparing simulation and measure-
ment results

normalized. By comparing the curve in this figure with the
curve shown in Fig. 6, since the photon energies at the peaks
match, and since the spectral shapes resemble each other, we
can conclude that the phonons that couple with the electron–
hole pair are composed of both LO-mode and TO-mode
phonons. For the sake of comparison, Fig. 8(b) shows an
emission spectrum obtained by performing the simulation
using only longitudinal optical mode (LO-mode) phonons
as the optical phonons. The positions of the peaks on the
curve in Fig. 8(b) differ from the positions of the peaks in
Figs. 8(a) and 6. Therefore, this shows that both LO-mode
and TO-mode phonons are involved in the coupling with the
electron–hole pair.

Next, to determine the value of the Huang–Rhys factor,
S, we considered the intensity of the emission peaks. As de-
scribed in assumption (III) above, since the distribution of
the number of phonons, np , that couple with an electron–
hole pair follows a Poisson distribution which depends on
the value of S, the height of each spectral peak in Fig. 8(a)
also depends on the value of S. Hence, the value of S in the
case where the height of each peak in Fig. 8(a) best matches
the height of each peak on the red curve in Fig. 6 was de-
termined by the least squares method. The results of this
fitting are shown in Fig. 9. The curve in Fig. 6 is also over-
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Fig. 10 Comparison of intensity of each sideband

laid on this figure. The resulting value of S was found to be
4.08 ± 0.02. In a normal bulk Si crystal, S is from 0.001
to 0.01 [24], and therefore, the DPP-mediated coupling be-
tween the electron–hole pair and phonons is two to three
orders of magnitude stronger. From Fig. 9, we can see that
the peak widths in the EL spectrum of the actual device dif-
fer from those in the simulated spectrum. This is because
coupling between the electron–hole pair and acoustic-mode
phonons was not taken into account in the simulation.

For this value of S, Fig. 10 represents the emission in-
tensity of each sideband obtained by the simulation and ex-
periments as a function of the number of phonons, np , that
couple with an electron–hole pair. In this figure, the inten-
sity is normalized to the value at np = 4. Thus, we can see
that, when S = 4.08, the intensity ratios of the sidebands are
in good agreement with the experimental results.

5 Conclusion

We investigated the coupling strength between electron–
hole pairs and phonons in a Si-LED fabricated by dressed-
photon-assisted annealing. This Si-LED emitted light in
the 1.4 eV photon energy (0.9 µm wavelength) band, and
phonon sidebands were observed in the emission spec-
trum. From a comparison with the results of a simulation,
these sidebands were found to be due to coupling between

electron–hole pairs and both LO-mode and TO-mode coher-
ent phonons, mediated by dressed-photon–phonons (DPPs).
The value of the Huang–Rhys factor, S, representing the
coupling strength between the electron–hole pairs and the
phonons, was estimated to be 4.08 ± 0.02, which is two
to three orders of magnitude greater than in the case of
conventional bulk Si. From these results, we were able to
quantitatively evaluate the increase in coupling between the
electron–hole pairs and the phonons mediated by DPPs in
the Si-LED.
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Abstract This paper reports the results of measuring the
sidebands in the emitted visible spectrum of a novel homo-
junction-structured silicon (Si) light emitting diode (LED),
which was fabricated by Joule annealing assisted by dressed-
photon–phonons. Using pump–probe spectroscopy, both the
fundamentals and higher-order harmonics of the longitudi-
nal optical (LO) phonon were observed for the first time.
These fundamentals and harmonics are the constituent com-
ponents of the multimode coherent phonons generated in
the nanometric spaces around the inhomogeneous domain
boundaries of boron doped in the Si LED. Furthermore, it
was confirmed that the fourth-order harmonics of the LO
phonon are the origin of the sidebands in the emission spec-
trum of the Si LED.

1 Introduction

The spectral properties of phonons have been experimen-
tally studied by high-resolution Raman spectroscopy [1],
Fourier transform infrared spectroscopy [2], and so on. Fur-
thermore, coherent phonons (CPs) have been generated by
irradiating macroscopic materials with short optical pulses,
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and their spectral properties have been studied by measur-
ing CP-induced temporal variations in macroscopic physi-
cal quantities of the materials, such as the optical reflectiv-
ity [3, 4]. Theoretical studies have also been carried out to
explain several phenomena caused by these CPs [5].

Unlike these conventional studies of phonons, in order to
construct a novel silicon (Si) light emitting diode (LED), the
authors have carried out experimental and theoretical studies
of dressed photons (DPs), which are quasi-particles repre-
senting the coupled state of photons and electron–hole pairs
in nanometric spaces in a material. These studies have re-
vealed that DPs are accompanied by multimode coherent
phonons [6], resulting in the creation of dressed-photon–
phonons (DPPs), which are quasi-particles representing the
coupled state of DPs and multimode coherent phonons. In
contrast to the conventionally studied CPs generated in a
super-wavelength macroscopic space in a macroscopic ma-
terial, these multimode coherent phonons are excited by
the DPs in nanometric spaces. Furthermore, these multi-
mode coherent phonons in the nanometric spaces (MCP-
NSs) have large uncertainties in their wavenumber and mo-
mentum because of the sub-wavelength size of the nanomet-
ric spaces in which they are generated.

A broad wavenumber spectrum of the MCP-NSs, due to
the large uncertainty in the wavenumber, has allowed the
fabrication of a Si LED with high light emission efficiency
by using a novel DPP-assisted Joule annealing process, even
though Si is an indirect transition-type semiconductor [7, 8].
The fabrication and operation principles of this Si LED have
been applied to realize a room-temperature continuous-wave
(CW) Si laser [9], an optical and electrical Si relaxation os-
cillator [10], and an infrared Si photodetector with optical
gain [11]. They have been applied also to a direct transition-
type ZnO semiconductor crystal in order to construct a visi-
ble LED [12].
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Fig. 1 Cross-sectional profile
of the pn junction and the
energy diagram of the
homojunction-structured Si
LED. (a) and (b) represent cases
where DPPs are hardly
generated and easily generated
at the domain boundaries,
respectively. The red upward
arrow in (a) and the blue
downward arrow in (b)
represent the absorption and
stimulated emission of light,
respectively. The horizontal
parallel blue lines in (b)
represent the energy levels of
the coherent phonons

In one previous study by the authors of DPP-assisted
Joule annealing, a Si crystal was illuminated by light whose
photon energy, Ep,anneal, was lower than the band gap energy
(Eg = 1.12 eV) of a homojunction-structured Si crystal [7].
As a result, the fabricated Si LED emitted near-infrared light
whose photon energy was equivalent to Ep,anneal (<Eg).
Several spectral sidebands were found in the emission spec-
trum (refer to Fig. 6d of Ref. [7]). In another study by the
authors, a Si crystal was irradiated with visible light (photon
energy Ep,anneal > Eg) in the process of DPP-assisted Joule
annealing. This allowed fabrication of a novel Si LED that
emitted visible light whose photon energy is equivalent to
Ep,anneal (>Eg) [8]. However, phonon sidebands observed
in its emission spectrum have not yet been explained. In the
work described in the present paper, the sidebands observed
in the emission spectrum of this visible Si LED were inves-
tigated. Furthermore, the origin of these sidebands was stud-
ied experimentally through measurement of optical phonons
in the MCP-NSs by using pump–probe spectroscopy.

2 Device fabrication

As the first step in fabricating a visible Si LED, a P-doped
n-type layer with a thickness of 10 µm was epitaxially
grown on an As-doped n-type Si crystal with a thickness
of 625 µm and a sheet resistance of 0.1 � cm. To real-
ize a homo-structured pn junction, boron (B) was doped
into the P-doped layer by ion implantation with an accel-
eration energy as high as 700 keV. The doped B concen-
tration and the thickness of the formed p-type layer were

1 × 1019 cm−3 and 2 µm, respectively. The purpose of this
high-concentration B doping was to form domain bound-
aries with an inhomogeneous spatial distribution of B at the
pn junction, around which the DPPs are generated by irradi-
ating the substrate with light in the process of Joule anneal-
ing. As the second step, a 150-nm-thick transparent indium
tin oxide (ITO) film was formed on the surface of the p-type
layer and was used as a positive electrode. For a negative
electrode, Cr and Al films with a total thickness of 150 nm
were formed on the surface of the n-type layer. The coated
Si crystal was cut into an area of 25 mm2. As the last step,
DPP-assisted Joule annealing of the cut Si crystal was car-
ried out by applying a forward-bias voltage while the crys-
tal surface was illuminated with laser light having a pho-
ton energy Ep,anneal (>Eg). The forward-bias voltage was
set higher than Ep,anneal/e, where e represents the electron
charge.

In this annealing process, the domain boundaries of the
inhomogeneous distribution of B at the pn junction vary
from moment to moment autonomously, as confirmed by
previous experimental studies [7, 9–12]. This process is ex-
plained as follows:

(1) At the domain boundaries where DPPs are hardly gen-
erated (the left-hand part of Fig. 1a): electrons injected
by applying the forward-bias voltage generate electron–
hole pairs at the pn junction by absorbing the light
with photon energy Ep,anneal (>Eg) (see the right-hand
part of Fig. 1a). Here, the non-absorbed excess energy,
Ep,anneal − Eg, is converted to thermal energy via the
intraband relaxation of electrons. Moreover, since the
Si crystal remains as an indirect-transition type in the
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early stage of the annealing, electron–hole recombina-
tion is not possible, resulting in intraband relaxation and
non-radiative interband relaxation of electrons, so that
the energies applied by the forward-bias voltage and by
light irradiation are converted to thermal energy. As a
result of this thermal energy, the domain boundaries are
heated, causing the B to diffuse, and resulting in varia-
tion of its spatial distribution.

(2) At the domain boundaries where DPPs are easily gen-
erated (the left-hand part of Fig. 1b): the DPPs trigger
stimulated emission when the electrons injected by the
forward-bias voltage reach the domain boundaries (see
the right-hand part of Fig. 1b). This emission is possi-
ble because the injected electrons have an energy higher
than Ep,anneal. Due to the decrease in the carrier density
caused by this stimulated emission, the amount of ab-
sorbed optical energy decreases, and part of the applied
electrical energy is converted to the energy of propa-
gating light, which is radiated from the Si crystal. As
a result of the decrease in absorption and dissipation
of energy, the shape and dimensions of the inhomoge-
neous domain boundaries of the B become more diffi-
cult to change. Furthermore, as this diffusion process
progresses, the stimulated emission propagates through
the whole Si crystal and, as a result, this diffusion pro-
cess progresses autonomously in the entire volume of
the Si crystal to increase the number of domain bound-
aries at which the DPPs are easily generated.

By the balance of the diffusions in processes (1) and (2),
characteristic minute inhomogeneous domain boundaries of
B are autonomously formed, asymptotically reaching a sta-
tionary profile. As a result, the domain boundaries become
optimum for efficiently generating DPPs over the entire pn
junction.

Using these processes, a Si LED was fabricated by ap-
plying a forward-bias voltage of 3.5 V (injected current:
240 mA) while irradiating the Si crystal with pulsed laser
light for 1 h. The laser light had a wavelength of 400 nm
(photon energy 3.1 eV), a pulse width of 100 fs, a rep-
etition frequency of 80 MHz, a pulse energy density of
5 × 10−8J/cm2, and an average power density of 4 W/cm2.
Since the pulse energy used during this process was seven
orders of magnitude smaller than the ablation threshold for
a pulsed laser with a center wavelength of 800 nm, for ex-
ample, ablation did not occur [13, 14]. The reason for using
a pulsed laser, not a CW laser, was to maintain a sufficiently
high peak power for efficient annealing by light absorption.

Figure 2 shows the main part of the spectrum of the light
emitted from the fabricated Si LED with an injected cur-
rent of 450 mA. The curve in this figure clearly shows three
peaks in the visible range. The spectral component at 3.1 eV
(=Ep,anneal), which originated from the light irradiated in

Fig. 2 Spectrum of the light emitted from the fabricated Si LED. The
applied voltage and injected current were 4 V and 450 mA, respectively

the annealing process, is not displayed due to the low effi-
ciency of the diffraction grating in the monochromator used
for the spectral measurement. The separations between ad-
jacent peaks were about 60 THz, from which these peaks
can be identified as phonon sidebands originating from the
strong coupling between DPs and MCP-NSs in the Si crys-
tal, as will be discussed in the next section.

3 Measurement of optical phonons of multimode
coherent phonons in nanometric spaces

In order to generate and evaluate the MCP-NSs for study-
ing the origin of the sidebands in Fig. 2, pump–probe laser
spectroscopy was employed based on the principle of impul-
sive stimulated Raman scattering (ISRS) [15]. If the spectral
width of the optical pulse (carrier frequency ν) from the light
source is wider than the eigen-frequency of the phonon, νp,
the intensity of the frequency components ν −νp in the opti-
cal pulse can be maintained sufficiently high for generating
the MCP-NSs efficiently.

Since the generated MCP-NSs, i.e. the coherent collec-
tive motion of atoms, temporally modulate the Coulomb po-
tential of the interaction with electrons, the energy band
structure of the electrons is modulated, resulting in mod-
ulation of the optical reflectivity of the Si crystal [4, 16].
Among the coherent and incoherent phonons, this modu-
lation enables selective detection of the MCP-NSs because
the thermally excited incoherent phonons do not induce any
variations in the optical reflectivity due to incoherent mo-
tions of the atoms. The temporal variation of the optical
reflectivity can be acquired by plotting the reflected probe
beam intensity as a function of the difference, t , between the
arrival times of the incident probe and pump optical beams
at the Si crystal surface.

The experimental setup is shown in Fig. 3. A Ti:sapphire
laser was used as a light source. The center wavelength was
780–805 nm, the photon energy was 1.54–1.59 eV, and the
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Fig. 3 Experimental setup for
pump–probe laser spectroscopy

Fig. 4 Measurement results of pump–probe laser spectroscopy.
(a) Typical normalized fractional variation, �R/R, of the optical re-
flectivity measured as a function of the time difference, t , between the
pump and probe beams. (b) Fourier transform spectrum obtained when
the average powers of the pump and probe beams were 120 mW and
20 mW, respectively

pulse width was 15 fs. The temporal variation of the optical
reflectivity was measured by lock-in detection of the inten-
sity of the reflected probe beam from the Si crystal surface.
The specimen used for the measurement was a Si crystal
before it was processed by DPP-assisted Joule annealing.
Even before the annealing, efficient DPP generation is ex-
pected around the nanometric-sized inhomogeneous domain
boundaries of B because the acceleration energy for ion im-
plantation was maintained sufficiently high in order to dope
the crystal with a high concentration of B. The amount of
these generated DPPs is expected to be sufficiently high to
generate MCP-NSs around these domain boundaries of B.

Figure 4a shows a typical normalized fractional variation
of the optical reflectivity measured as a function of the time
difference t defined above. The curve in this figure repre-
sents a rapidly oscillating, amplitude-modulated optical in-
terference signal between the pump and probe beams. Fig-

Fig. 5 Fourier transform spectrum. The probe beam average power
was increased to 120 mW. The inset shows a magnified view of the
spectral curve in the frequency range 0–100 THz.

ure 4b shows the spectrum obtained by Fourier transform-
ing the fractional variation of the optical reflectivity when
the average powers of the pump and probe beams were
120 mW and 20 mW, respectively. Their beam spot diame-
ters were 1 mm. As represented by the four downward ar-
rows, the spectral curve shows several sidebands on both
sides of the high spectral peak of the optical interference
signal at 385 THz. These sidebands originate from the am-
plitude and phase modulations of the reflected probe beam
intensity, i.e. the modulation of the optical reflectivity of the
Si crystal. These results suggest that there is strong coupling
between the MCP-NSs and the pump-beam photons.

In order to evaluate the spectral properties in Fig. 4b more
quantitatively, the average power of the probe beam was in-
creased to 120 mW to increase the measurement sensitiv-
ity. Figure 5 shows the measured Fourier-transformed spec-
trum. In this curve, the interference signal peak at 385 THz
is much higher than the maximum on the vertical axis. On
both sides of this over-scaled peak, many more sidebands
are seen, as compared with Fig. 4b. In addition to the opti-
cal interference signal and the sidebands in Fig. 4b, Fig. 5
also reveals the unique signals originating from the MCP-
NSs. The spectral curve of these signals is magnified and
shown in the inset of Fig. 5. These signals are manifested
by spectral peaks at frequencies lower than 80 THz, as rep-
resented by the two arrows, and were successfully detected
because the ISRS efficiently generated the MCP-NSs due
to the sufficiently high intensity of the frequency compo-
nents ν − νp in the pump beam. The high-frequency cut-off,
which is governed by the value ν − νp, was confirmed to
be 80 THz because the spectral intensity of the curve in the
inset decreased to zero at 80 THz (represented by a verti-
cal broken line in the inset). The curve in the region higher
than 80 THz represents tails of the sidebands of the optical
interference signal.

The spectral peaks shown by the two arrows on the curve
in the inset are at the frequencies of 18 THz and 64 THz
(74 meV and 265 meV). It is easily seen that the spectral
intensity at 64 THz, which is defined by the area under the
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bell-shaped spectral curve, is larger than that at 18 THz. As a
result of these comparisons between the spectral intensities,
it was found that the sidebands with a separation of about 60
THz in Fig. 2 originated from the spectral peak at 64 THz in
this magnified curve.

For a more detailed evaluation of the curve in the inset,
it was fitted by the superposition of the Lorentzian spectral
curves of the fundamentals and harmonics of the longitu-
dinal optical (LO) phonon, which can contribute to form-
ing the MCP-NSs. Each Lorentzian spectral curve is repre-
sented by Sn(ν) = A/{(ν − nνp)

2 + (�ν/2)2} + B , where
the first term is the Lorentzian spectral function and the sec-
ond term, B , represents the noise intensity in the measure-
ments. The integer n represents the order of the harmonics,
where n = 1 represents the fundamental. The quantities A

and B were used as parameters to be adjusted for the curve
fitting. The center frequency νp was set to 15.6 THz for the
LO phonon by referring to previous experimental and theo-
retical studies. (The CPs of the LO mode in a Si crystal have
been studied, and the eigen-frequency of the LO mode has
been measured to be 15.6 THz [3, 4]. Since TO phonons can
also contribute to forming the MCP-NSs, these could also
be measured; however, with pump–probe spectroscopy, only
phonons with a wavenumber of 0 (the Γ point in wavenum-
ber space) are measured and, since the natural frequencies of
the LO phonons and TO phonons at the Γ point are approx-
imately equal [17], it is not possible to distinguish between
them.) The full width at half maximum (FWHM), �ν, was
fixed at around 10 THz (41 meV) by referring to the aver-
age phonon energy (30 meV) and additional scattering by
incoherent phonons at room temperature [3, 18].

The result of the fitting is represented by the blue bro-
ken curve in Fig. 6, where the red solid curve is a copy of
the curve in the inset of Fig. 5. The green broken curves
represent the Lorentzian spectral curves of the fundamentals
and harmonics of the LO phonon whose superposition yields
the blue broken curve. As a result of this accurate fitting of
the blue broken curve to the red curve, the spectral peak at
64 THz in the inset of Fig. 5 was found to be composed of
the fourth-order harmonics of the LO phonon. The spectral
peak at 18 THz is composed of the fundamentals of the LO
phonon. The second- and third-order harmonics of the LO
phonon contribute to the lower signal. Since the spectral in-
tensity of the 64 THz peak was the largest, it was found that
the fourth-order harmonics of the LO phonon couple most
strongly with the pump-beam photons. The reason for this
strong coupling is not yet fully understood and is still un-
der investigation. Furthermore, it was confirmed that these
fourth-order harmonics are the origin of the sidebands in the
emission spectrum in Fig. 2.

By curve fitting to the measured spectra of a Si crystal,
in which tiny sources for generating DPPs were efficiently
formed as a result of doping with a high concentration of B,

Fig. 6 Results of curve fitting. Red solid curve: experimental curve
in the inset of Fig. 5. Blue broken curve: superposition of Lorentzian
curves fitted to the red solid curve. Green broken curves: Lorentzian
curves of the fundamental and harmonics of the LO phonons, which
are constituent components of the fitted blue broken curve

we were able to successfully measure the LO phonon, whose
fundamental and harmonics were the constituent elements of
the MCP-NSs.

4 Summary

By fabricating a novel visible Si LED using DPP-assisted
Joule annealing, the sidebands originating from the mul-
timode coherent phonons in nanometric spaces were ob-
served in the emitted spectrum. By using pump–probe spec-
troscopy, higher-order harmonics of the LO phonon were
observed for the first time, and those were revealed to
be the constituent components of the multimode coherent
phonons generated in the nanometric spaces around the do-
main boundaries of B in the homojunction-structured Si
LED. Furthermore, it was confirmed that the fourth-order
harmonics of the LO phonon are the origin of the sidebands
observed in the emission spectrum of the Si LED.
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Abstract We have developed a novel dressed-photon-assist-
ed annealing process, in which the distribution of dopant
(boron) domains is modified in a self-organized manner
based on the absorption of light having a photon energy
higher than the band gap and subsequent stimulated emis-
sion. Using this process, we were able to fabricate a bulk
silicon p–n homojunction-structured light-emitting diode
that showed electroluminescence emission in the visible re-
gion at room temperature. A broadband spectrum with three
emission peaks at 400 nm, 590 nm, and 620 nm was clearly
observed.

1 Introduction

The possibility of achieving light emission from silicon (Si)
has been receiving much attention for many years because
of the numerous advantages of Si. One major advantage is
the ability to produce high-quality Si from silica, the sec-
ond most abundant material in the surface of the Earth, us-
ing a well-developed conventional electric arc furnace pro-
cess without any toxic emissions [1]. Thus, Si light-emitting
diodes (LEDs) have a greater ease of processing and lower
cost and will be more environmentally friendly than con-
ventional LEDs made from exotic and often toxic chemi-
cal compounds, e.g., InGaAsP. However, because Si is an
indirect band gap material, electrons and holes cannot re-
combine easily due to the momentum conservation law; this
results in an extremely low efficiency of spontaneous emis-
sion in silicon [2]. Despite the many efforts, over decades,

M.A. Tran · T. Kawazoe (B) · M. Ohtsu
Graduate School of Engineering, The University of Tokyo,
2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan
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that researchers have been making to achieve light emission
from Si, there still remains a significant demand for an ef-
ficient solution that can address the so-called “indirect band
gap dilemma” [3].

One promising method for achieving light emission from
Si is to generate dressed photons (DPs) by forming a suitable
dopant density distribution inside a Si crystal [4]. A DP is a
quasi-particle representing the coupled state of a photon and
an electron–hole pair. It has been found that the DP excites a
multi-mode coherent phonon, forming a quasi-particle rep-
resenting the coupled state of a DP and a multi-mode co-
herent phonon, called a dressed-photon–phonon (DPP) [5].
A DPP can efficiently provide the necessary momentum for
the radiative recombination of the electron–hole pair. In re-
cent research by the authors, we succeeded in fabricating
such a structure in Si by employing a technique known as
DP-assisted annealing, which allowed us to realize a high-
efficiency p–n homojunction-structured LED using a bulk Si
crystal [4]. This annealing process has also been applied not
only to a Si infrared LED but also to a Si infrared laser [6],
a Si photodetector [7], a Si optical and electrical relaxation
oscillator [8], and a ZnO LED [9]. However, the light emit-
ted from the devices fabricated using this annealing princi-
ple resulted from a two-step transition of an electron in the
conduction band to the valence band; hence, the photon en-
ergy of the light cannot exceed the band gap energy of the
material. For example, the Si LED fabricated by using this
annealing method could only emit light in the infrared re-
gion (0.75–0.95 eV) [4], which is lower than the Si band
gap energy (Eg = 1.12 eV).

The purpose of this study was to develop a new an-
nealing technique that can transcend the above limitation.
We describe the principle of a new DP-assisted annealing
method that enables the emission of light with a photon
energy higher than the band gap energy. Instead of using
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Fig. 1 (a) Schematic diagram of the radiative relaxation of an elec-
tron from a high-energy excited state via a DPP-assisted process. Blue
horizontal blue lines represent the phonon-coupled electronic states.
(b), (c) DPP models for energy transitions via DPP-assisted process
in radiative relaxation of high-excited state electron from high energy

level. The vertical arrows represent the relaxation process of electron.
(b) shows the spontaneous emission process when a DP is emitted.
(c) shows the stimulated emission process when a DP stimulates the
emission of one more identical DP

a two-step transition as in the previous research, the pho-
ton is emitted in a relaxation transition of the electron from
its excited high-energy state; hence, the photon energy of
the emitted light can be higher than the band gap energy
of the material. By applying this new DP-assisted anneal-
ing technique, we successfully fabricated a Si bulk p–n
homojunction-structured LED that emitted light in the visi-
ble region (whose photon energy is two times higher than the
band gap energy of Si) at room temperature. The principle of
light emission, the annealing technique, the fabrication pro-
cess, and characteristics of the Si visible LED are described
in detail.

2 Principle of light emission with photon energy higher
than band gap

In this section, we explain the operating principle of our Si
visible LED. The fabrication will be described later because
the operating principle will also be used in the fabrication
process. As was pointed out in the previous section, a DPP

can provide a certain momentum for the recombination of an
electron and hole because the phonon in the DPP is a multi-
mode phonon. This characteristic was used in our previous
research to accomplish infrared light emission from a bulk
Si crystal [4, 6, 8]. Although the lowest point of the conduc-
tion band (X-point) and the highest point of the valence band
(Γ -point) correspond to different momenta, an electron in
the conduction band efficiently relaxes to the ground state
and emits a photon thanks to the assistance of the phonon
in the DPP. Furthermore, radiative transition from a high-
energy excited electron can also easily occur via the DPP
(Fig. 1(a)). For example, due to the existence of the DPP at a
high energy (e.g., level a in Fig. 1(a)), an excited-state elec-
tron nearby can quickly couple with the coherent phonon
and then directly relax to the ground state; thus, a radia-
tive relaxation shown by the red arrow occurs and results
in emission with a photon energy higher than the band gap
energy. Recall that, without the DP, an electron in an excited
state at high energy quickly transitions to the lowest point in
the conduction band due to fast intra-band relaxation; there-
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fore, the probability of a transition from a high-energy ex-
cited state is extremely low in conventional methods.

In the DPP model shown in Fig. 1(b) and (c), since
the electron–hole pair strongly couples with the photon
and phonon, the energy state is expressed as the direct
product of the ket vectors of the electronic state and the
phonon state. For example, |Eg; el〉 ⊗ |Ethermal;phonon〉 in-
cludes the ground state of the electron and the thermal
equilibrium state of the phonon. The spontaneous emission
of a DP (Fig. 1(b)) is the result of the radiative transi-
tion from the initial state |Eex; el〉 ⊗ |Eex;phonon〉 to the
ground state |Eg; el〉 ⊗ |Eex′ ;phonon〉. After the transition,
the phonon excited state relaxes to the thermal equilibrium
state determined by the crystal lattice temperature and ends
with a transition to the electronic ground state |Eg; el〉 ⊗
|Ethermal;phonon〉. In addition, the stimulated emission pro-
cess (Fig. 1(c)) is explained as follows. When an electron
in the conduction band is irradiated with a DP, the electron
transitions from the initial state |Eex; el〉 ⊗ |Eex;phonon〉 to
the ground state |Eg; el〉 ⊗ |Eex′ ;phonon〉, and emits light.
When the electron number densities of occupation in the ini-
tial state |Eex; el〉⊗|Eex;phonon〉 and the intermediate state
|Eg; el〉 ⊗ |Eex′ ;phonon〉, denoted by nex and ng, satisfy
the Bernard–Duraffourg inversion condition (nex > ng) [10],
the number of photons created by stimulated emission ex-
ceeds the number of photons annihilated by absorption. Like
spontaneous emission, the phonon then relaxes to a thermal
equilibrium state determined by the crystal lattice tempera-
ture, and ends with a transition to the electronic ground state
|Eg; el〉 ⊗ |Ethermal;phonon〉.

In order to realize a Si p–n homojunction-structured LED
that emits light in the visible region, the two emission pro-
cesses described above were used two times. The first was
for fabrication of the device, more specifically, for the self-
organization of the spatial distribution of the dopant suitable
for the emission of high-energy photons. The second was for
the operation of the device, to obtain spontaneously emitted
light with a photon energy higher than the band gap energy.
These are described in the following sections.

3 Dressed-photon-assisted annealing process

In order to form a suitable nanostructure for generating
DPPs to assist the radiative transition of electrons from
a high energy level, we used a DP-assisted annealing
technique. As a preparation before annealing, a dopant
(boron: B) is implanted into a low-electrical-resistivity
n-type wafer, forming a p-layer with an inhomogeneous
dopant distribution. Then, the annealing process is carried
out by applying a forward bias voltage to the crystal while
irradiating it with a laser beam from the p-layer side. The
laser light has a photon energy Eanneal which is higher than

the band gap energy Eg (Eanneal > Eg), and the forward bias
voltage is set to be higher than Eanneal/e, where e repre-
sents the electron charge. During this annealing process, the
dopant distribution at the p–n junction is continuously mod-
ified in a self-organized manner until reaching the desirable
shape via the following mechanisms.

(1) At dopant domains where DPPs are hardly generated:
The incoming photon excites an electron from the
ground state in the valence band to an excited state in
the conduction band. The non-absorbed excess energy,
Eanneal − Eg, is quickly converted to thermal energy via
fast intra-band relaxation of electrons. Moreover, be-
cause of the indirect band gap, the electron will relax
to the ground state via a non-radiative process, and the
energy of the electron is converted to thermal energy.
Thus, as a whole, the optical energy of the laser beam is
converted to the heat in crystal. It is this heat that causes
the dopant to diffuse; as a result, the spatial distribution
of the dopant domains changes.

(2) At the dopant domains where DPPs are easily gener-
ated: Since electrons having energy higher than Eanneal

are injected sufficiently by the forward bias current
to satisfy the Bernard–Duraffourg inversion condition,
stimulated emission via the DPPs is triggered. Due to
this stimulated emission, the energy of the laser beam is
converted to optical energy, instead of heat, as in the do-
mains where DPPs are not generated. Thus, it becomes
more difficult to bring about heat-induced changes in the
dopant distribution.

At the domains where stimulated emission via DPPs
strongly occurs, the shape and dimension of the inhomo-
geneous dopant distribution become stable, whereas at the
other domains where the conditions are unsuitable for DPP
generation, the dopant distribution keeps changing due to
the annealing heat. Furthermore, since the probability of
spontaneous emission is proportional to that of stimulated
emission, spontaneous emission via DPPs also tends to oc-
cur in regions where stimulated emission tends to occur.
Therefore, as the annealing advances, together with tempo-
ral evolution of the dopant distribution, the stimulated emit-
ted light spreads through the whole device. After a sufficient
DP assisted annealing, all of the dopant domains reach a sta-
ble profile, in which the probability of stimulated emission
via DPPs becomes significantly high. It can be expected that
the spatial distribution of the dopant formed after this an-
nealing process will be optimized for the spontaneous emis-
sion of light having high photon energy.

4 Device fabrication

The fabrication of the device can be divided into two steps.
The first step is to prepare a Si p–n homojunction structure
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Fig. 2 Structure of Si LED with a p–n homojunction

having a modifiable dopant distribution. The second step is
to modify the shape of the dopant domains through the DP-
assisted annealing process described above.

In the first step, we used an As-doped n-type Si single
crystal on which we deposited an epitaxial layer of phos-
phorus (P). This Si crystal was doped with boron (B) by an
ion implantation method, with seven different levels of ac-
celerating energy of 30, 70, 130, 215, 330, 480, and 700 keV,
to form dopant domains with a dose density of 1019 cm−3.
A p-type region was successfully formed in Si, and as a
result, a p–n homojunction structure was constructed. Fur-
thermore, with such a high energy and high-concentration
B-doping profile, the distribution of B at the p–n junction
was spatially inhomogeneous; this was to increase the prob-
ability of producing a dopant distribution favorable for gen-
erating DPs. The crystal was then diced into a 5 mm×5 mm
area. A 150 nm-thick indium tin oxide (ITO) film was de-
posited on the surface of the p-type layer, whereas a 5 nm-
thick Cr film and a 100 nm-thick Al film were deposited
on the back surface of the n-type Si to serve as electrodes,
by using RF sputtering. The layer structure of the device is
shown in Fig. 2.

In the second step, the DP-assisted annealing was per-
formed by causing a forward bias current to flow through the
device while irradiating the p-type side of the device with a
laser beam. The experimental setup is illustrated in Fig. 3. To
connect the electric power supply to the device, Dotite paste
was used to attach a Cu film on the p-type surface. Another
Cu film was also attached to the n-type side of the device.
The forward bias current density used for the annealing was
1.44 A/cm2, and the optical power of the laser beam irra-
diation was 75 mW. At the surface of the device, the laser
beam radius was 1.5 mm, and so the irradiation light density
was approximately 3.33 W/cm2, which is high enough for
inducing the DP-assisted annealing. The wavelength of the
laser light was 400 nm; in other words, the photon energy
was 3.1 eV, which is 2.5 times higher than the band gap en-
ergy of Si. After one hour of annealing, the fabrication of
our Si homojunction-structured LED was completed.

To confirm the stimulated emission, Fig. 4 shows the re-
sults of measuring the change in surface temperature dif-

Fig. 3 Experimental setup for dressed-photon-assisted annealing pro-
cess

ference between the irradiated area and the non-irradiated
area. The Si crystal was continuously irradiated with light,
and current injection was started after 7 minutes. At the be-
ginning, when only the laser beam was radiated, the tem-
perature difference dramatically increased due to the heat
generated by light absorption. After a few minutes, the heat
gradually diffused into the whole device, and the tempera-
ture difference reached a stable state. This agreed with our
hypothesis of how the annealing process advances with laser
irradiation, which was described in (1) and (2) in the previ-
ous section. Next, after 7 minutes, a forward bias voltage
was applied to the device, while continuing to radiate the
laser beam. This led to an obvious decrease in the temper-
ature difference. This decrease was a result of stimulated
emission in the area where DPs were generated: The irra-
diation light was not converted into heat, but induced light
emission due to the stimulated emission process. In other
words, the decrease in temperature difference when an elec-
trical bias was applied has confirmed the occurrence of stim-
ulated emission of DPPs.

5 Device characterization

In this section, we present the electroluminescence (EL)
characteristics and electrical characteristics of the fabricated
device. We also discuss the physical mechanism of the de-
vice operation.

5.1 Electroluminescence spectrum at room temperature

Figure 5 shows photographs of the external appearance of
the non-biased and forward-biased (voltage 7 V, current den-
sity 2 A/cm2) device taken with a band-filtered visible CCD
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Fig. 4 Surface temperature variation due to DPP stimulated emission.
(a) Thermography image of the device surface temperature. (b) The
vertical axis shows the temperature difference between an area irra-

diated by the laser beam (area 1) and a non-irradiated area (area 2).
The device was continuously irradiated with laser, while current was
injected only after seventh minute

Fig. 5 Photographs of device
emitting light at room
temperature, captured with a
CCD camera. (a) No forward-
bias voltage.
(b), (c), (d) A forward-bias
voltage of 4.5 V was applied.
Blue, green, and red band pass
filters (center wavelengths of
450 nm, 550 nm, and 650 nm,
respectively) were used

camera at room temperature. Figure 5(b)–(d) clearly reveal
that the light emission spectrum from our Si LED contained
all three primary colors: blue, green, and red. This confirms
that the fabricated Si LED showed EL emission in the visi-
ble region when a forward-bias voltage was applied.

We studied the EL spectrum of the Si LED when a
forward-bias voltage was applied. The curves in Fig. 6 are
visible-region EL spectra of our device at room tempera-
ture before and after the DP-assisted annealing process. As
we can see, no EL emission was observed before the anneal-
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Fig. 6 EL spectra of the Si LED. Black and red curves show emission
before and after the dressed-photon-assisted annealing, respectively.
The vertical lines (shown as −LO, L-Γ and +LO) represent specific
values of EL−Γ − E1 LO phonon, EL−Γ , and EL−Γ + E1 LO phonon re-
spectively

Fig. 7 Schematic diagram of light emission in visible region from Si.
Red and blue curves represent the energy levels of the conduction and
valence bands. Blue, orange, and gray thick horizontal lines represent
the phonon levels corresponding to 3.1 eV, 2.1 eV, and 2.0 eV, respec-
tively. Via phonon levels, electrons in high-energy excited states at the
Γ -point and L-point of the conduction band can radiatively relax to the
ground state with a high probability. Interactions with longitudinal op-
tical phonons (LO) result in two split energy levels from which excited
electrons at the L-point of the conduction band transition to the ground
state

ing. After the annealing, a broad EL spectrum appeared. No-
ticeably, there exist three dominant peaks in the EL spectra:
the first one at 3.1 eV (wavelength 400 nm), which corre-
sponds to blue, and the other two close peaks at photon en-
ergies 2.0 eV (wavelength 620 nm) and 2.1 eV (wavelength
590 nm), which correspond to red and green.

The above EL emission characteristics of our Si LED
agree with the light emission principle we proposed in
Sect. 2 and will be explained in detail here. Figure 7 shows
the band structure of Si (red and blue curves) and the
phonon-coupled electronic levels (in particular, the blue, or-
ange, and gray thick horizontal lines represent phonon levels
involved in the light emission in the visible region). Since
a DP strongly couples with phonons, a transition between

the phonon-coupled electronic levels appears if the proba-
bility of a DP that is resonant with the transition energy is
high. After the annealing process, almost all the B domains
in Si become suitable for generating DPs whose photon en-
ergy corresponds to the light radiated during annealing. Be-
cause the photon energy of the annealing light was 3.1 eV
(λ = 400 nm), high-energy excited electrons at the Γ -point
of the conduction band likely relaxed to the ground state via
those 3.1 eV photon levels, resulting in the spectral peak at
3.1 eV in the EL spectrum. Moreover, the injected electrons
also tend to relax to the lower energy level via intra-band
relaxation, i.e., the L- and X-points in the conduction band.
Therefore, the density of electrons at those points in the con-
duction band is considerably high. Because the emission in-
tensity is also proportional to the number of electrons, the
radiative transition of electrons from the L-point results in
light emission in the proximity of 2.0 eV.

The broad spectrum of the observed EL emission resulted
from the interaction of electrons with phonons. Since the
probability of phonon interaction is inversely proportional
to the number of phonons involved (phonon absorption or
emission), the EL spectrum is symmetric with respect to
the peak emission values at energies of 2.0 eV, 2.1 eV, and
3.1 eV. Furthermore, the existence of the two peaks in Fig. 6
with photon energies close to the energy level of the L-point
indicates the interaction with one longitudinal optical (LO)
phonon in the light emission process. The radiative relax-
ation process of electrons from the L-point to the ground
state is also illustrated in Fig. 7. Since there is a large dif-
ference in momentum between an electron at the L-point of
the conduction band and a hole at the Γ -point of the valence
band, according to the momentum conservation law, in or-
der to emit a photon, the electron at the L-point needs to
interact with a phonon to lose the excess momentum (or to
gain momentum in the case of insufficient momentum). As
a result, photons are emitted from two separated energy lev-
els. This explains the existence of two peaks in the vicinity
of the L-point, at 2.0 eV and 2.1 eV, as we observed in the
EL spectrum in Fig. 6. The energy difference between the
two peaks is 100 meV, approximately equivalent to twice
the LO phonon energy [11]. The dip between the two peaks
corresponds to the zero-phonon line. On the other hand, no
similar peaks appear in the spectrum at 3.1 eV. This is be-
cause the electrons with an energy of 3.1 eV nearly directly
relaxed to the valence band, and thus, the interactions with
phonons were weaker.

5.2 Voltage dependence of EL emission intensity

As discussed above, the visible EL emission resulted from
the high-energy excited electrons, which are provided by
the electrical power source when operating the device as an
LED. Therefore, it is necessary to study the dependence of
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Fig. 8 Relation between the forward-bias voltage and the light emis-
sion intensity. Blue and red curves represent the heights of the peaks in
the EL spectrum at 3.1 eV and 2.0 eV in Fig. 6

EL emission performance of the LED on the forward bias
voltage. We investigated the dependence of the height of the
peak at 3.1 eV (blue light) and the peak at 2.0 eV (red light)
in Fig. 6 on the applied voltage. The results are represented
by the blue and red curves in Fig. 8. The peak at 2.1 eV
(green light) showed behavior similar to the peak at 2.0 eV
and is therefore omitted here.

Figure 8 shows that, at a voltage of 2.5 V, the red curve
started rising with a higher slope. This corresponds to the
threshold for red light emission. Furthermore, at a voltage
of about 4 V, the blue curve changed its slope. This kink
corresponds to the start of blue light emission. Interestingly,
a kink in the red curve is also observed at the kink in the
blue curve. This characteristic relation between emission in-
tensity and voltage is well explained by the emission mech-
anism we discussed above. Assume that the voltage loss
due to the Schottky barrier and parasitic circuit resistance
is about 1 V. Therefore, when a voltage of 3 V is applied,
the highest energy of injected electrons is about 2 eV. Thus,
the number density of electrons that have relaxed to the L-
point in the conduction band (energy level of about 2 eV)
starts rising; therefore, the emission with photon energies of
2.0 and 2.1 eV appears. This transition corresponds to the
change in slope of the red curve in Fig. 8. When a suffi-
ciently high forward bias is applied, the energy of injected
electrons becomes larger than 3.1 eV, and the density of
electrons at the Γ -point increases, resulting in the appear-
ance of emission from a transition with a photon energy cor-
responding to blue light. This threshold voltage corresponds

to the kink in the slope of the blue curve. Here, the appear-
ance of a kink in the red curve is evidence for the fact that
some of the injected electrons recombine for the blue light
emission, and so the density of electrons that have relaxed
to the L-point becomes relatively lower and results in the
decreased emission intensity of the red light.

6 Summary

We succeeded in fabricating a light-emitting diode having
a p–n homojunction structure by applying a novel dressed-
photon-assisted annealing process to an n-type P epitaxial
layer on an n-type Si crystal doped with As. The p-type layer
was formed by doping B. The device showed a broad EL
spectrum in the visible region at room temperature when a
forward bias voltage was applied. The emission peak wave-
lengths of the fabricated device were 400 nm, 590 nm, and
620 nm (photon energies of 3.1 eV, 2.1 eV, and 2.0 eV, re-
spectively). The EL emission and voltage dependence char-
acteristics of the device confirmed that the probability of a
radiative relaxation process of electrons from a high-energy
excited state was significantly increased due to the assis-
tance of DPPs generated in the Si crystal. This is the world’s
first demonstration of a bulk Si p–n homojunction-structured
LED that shows EL emission in the visible region.
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Abstract The emission intensity from the dipole-forbidden
state in a GaAs quantum-ring was increased via close prox-
imity with an aperture fiber probe to induce a near-field in-
teraction between the probe apex and the quantum-ring. As a
result, a significant decrease was observed in the decay time
of the emission from a dipole-forbidden energy state.

To reduce the size of photonic devices below the diffrac-
tion limit, we have previously proposed nanoscale photonic
devices (i.e., nanophotonic devices) [1] that consist of semi-
conductor quantum structures, including quantum cubes [2],
quantum dots [3], and quantum wells [4]. In a nanophotonic
device, specifically, the dipole-forbidden energy transition
can be exploited to reduce the device size beyond the diffrac-
tion limit of light and achieve unidirectional energy transfer,
which is unattainable in conventional photonic devices [5].
This transition originates from the near-field interaction by
exchanging virtual photons between resonant energy states.
This virtual photon, also referred to as a dressed photon [6],
is distinguished from the free photon because it carries a ma-
terial excitation energy. The use of dressed photon activates
dipole-forbidden energy states. In nanophotonic devices, the
energy transfer occurs more efficiently in comparison with
conventional photonic devices, in which energy transfer oc-
curs via emission and absorption from one quantum struc-
ture to another.

T. Yatsui (B) · W. Nomura · T. Kawazoe · M. Ohtsu
School of Engineering, University of Tokyo, 2-11-16 Yayoi,
Bunkyo-ku, Tokyo 113-8656, Japan
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Among various quantum structures investigated for nano-
photonic device, the quantum-ring structure [7] shows a
unique property in a comparison with the quantum cubes,
quantum spheres, and quantum wells, in that the lowest en-
ergy level of the quantum-ring is a dipole-forbidden en-
ergy state. Unlike in a quantum cube structure (Fig. 1(a)),
in a quantum-ring structure (Fig. 1(b)), the magnitude of
the exciton wave-function should take a value of zero at
the center of the structure, because the quantum-ring struc-
ture has a barrier layer at the center. Thus, the mode of
|x, y, z〉 = |1,1,1〉, which corresponds to the (1,1,1) mode
in a quantum cube, cannot be excited. In turn, the cross-
sectional profile of the exciton wave-function of the low-
est mode (|x, y, z〉 = |2,1,1〉, corresponding to the (2,1,1)

mode in a quantum cube) should take a value of zero, as indi-
cated by the solid sine curve in Fig. 1(b). Because the lowest
mode is a dipole-forbidden energy state, the quantum-ring
structure can be utilized as optical buffer memory. Such a
system can be observed in the light-harvesting antenna com-
plex of photosynthetic purple bacteria, in which the low-
est ring of bacteriochlorophyll molecules, called B850, is
a dipole-forbidden energy state [8]. As a result, the light-
harvesting antenna acts as a highly efficient optical buffer
system.

Although an emission from the dipole-forbidden energy
state cannot be detected in the far field (FF), it can be uti-
lized when the nanostructure and detector are in close prox-
imity [9]. In this study, we report the direct observation of
emission from a dipole-forbidden energy state in a GaAs
quantum-ring using the near-field (NF) interaction induced
by a fiber probe.

The GaAs quantum-ring structure was fabricated using
the droplet epitaxy technique [7]. To form the ring structure,
a 100-nm-thick AlGaAs buffer layer was grown on a GaAs
buffer layer. First, 1.8 monolayer (ML) of Ga was deposited
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Fig. 1 Schematic diagram of discrete energy state of (a) quantum cube
and (b) quantum ring. dn (n = x, y, z) represents each side length of
the quantum cube. din represents the inner diameter of the quantum
ring

at 250 °C. Second, As was deposited under 1.0 × 10−5

Torr at 200 °C. Then, the substrate was annealed at 350 °C
for 10 min. After the emitting GaAs quantum-ring struc-
ture was deposited, it was capped with 20-nm-thick Al-
GaAs, 10-nm-thick GaAs, and 2-ML AlGaAs. Finally, the
same GaAs quantum-ring structure was repeated on the
top of the substrate to form GaAs quantum-ring. For op-
tical characterization, we performed rapid thermal anneal-
ing (RTA) at 800 °C after the growth of the entire struc-
ture. During capping and RTA, the structure of the GaAs
quantum-ring remained the same because it was deposited
using droplet epitaxy so as to maintain the shapes of the
GaAs quantum-ring structure despite inter-diffusion among
GaAs quantum-ring structure [10]. As shown in Figs. 2(a),
an emitting GaAs quantum-ring is located below the 10-nm-
thick GaAs cap layer, and the top GaAs quantum-ring layer
is inactive to confirm the shape of quantum-ring structure
(Fig. 2(b)). From an atomic force microscopic (AFM) image
(Fig. 2(b)) and cross-sectional profile (Fig. 2(c)), the diam-
eter and height of the quantum-ring was found to be in the
range of 30–50 nm and 23 nm, respectively. The quantum-
ring structures were slightly elongated along the [1-10] ori-
entation.

We evaluated the optical properties using propagating
FF light. Figure 3(a) shows the FF photoluminescence (PL)
spectrum with 400-nm light (repetition rate; 80 MHz, pulse
width; 25 ps) excitation obtained at 7 K. A single spectral
peak corresponding to the GaAs quantum-ring was observed
at wavelength of 725 nm, in which no difference between p-
(parallel along the crystal orientation [1-10]) and s- (paral-
lel along the crystal orientation [110]) polarized light was
observed. The time-resolved PL intensity profile (Fig. 3(b))
revealed the decay time to be 580 ps.

Based on the above results, we performed low-tempera-
ture (15 K) NF PL spectroscopy using an aperture fiber
probe (aperture diameter; 300 nm) [9]. Figure 4(a) shows
a comparison of the PL spectra in the FF (black solid curve

Fig. 2 (a) Schematic diagram of GaAs ring structure. (b) AFM image
of fabricated GaAs ring. (c) Cross-sectional image of (b)

PLFF, same as Fig. 3(a)) and NF (blue solid curve PLNF1

and red solid curve PLNF2). The difference in the peak wave-
length between PLNF1 and PLNF2 caused by the shape dif-
ference of the quantum ring. The similarity of PL spectra
between far-field and near-field indicated the spectral peak
around 725 nm was originated from the lowest energy state,
that is, dipole-forbidden energy state. The observation of the
emission from dipole-forbidden energy state in the far-field
spectrum should be originated from the imperfection of ring
shape. Figure 4(b) shows the spatial distribution of the NF
PL intensity integrated for a wavelength of 700–740 nm.
From this result, the hot spots indicated by the red circles
corresponded to the position of the quantum-ring structure.

To evaluate the optical properties of the quantum-ring
structure in greater detail, we performed time-resolved PL
spectroscopy at 15 K. Figure 5(a) shows the time-resolved
PL spectra obtained at a 725-nm wavelength for the ground
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Fig. 3 (a) Incident polarization dependence of PL spectra. p and s

represent the incident polarization parallel to [1-10] and [110], respec-
tively (see the inset of (b)). (b) Time-resolved PL intensity

Table 1 Decay time τ of
time-resolved PL spectra shown
in Fig. 5(a), those values were
determined by fitting curves in
Figs. 5(b)–5(d)

τ (ps)

NF1 (d ∼ 5 nm) 305

NF2 (d ∼ 10 nm) 305

FF (d > 1 µm) 330

FF′ 580

state of the GaAs quantum ring; the curves correspond to
the spectra obtained with probe-to-sample distances of d >

1 µm (curve FF, solid black line), d ∼ 5 nm (curve NF1,
solid red line), d ∼ 10 nm (curve NF2, solid blue line), and
conventional FF (curve FF′, dashed black line). The results
indicated that the PL intensity increased drastically as the
fiber probe approached the GaAs quantum-ring. We fitted
the each spectra in Fig. 5(a) and found that all spectra can
be fitted well with single exponential curves (see Figs. 5(b)–
5(d)). From those results we obtained the decay time (Ta-
ble 1). Although the emission peak at 725 nm originated
from the dipole-forbidden energy state, the decay time τ de-
creased to almost half that of the FF spectrum owing to the
close proximity of the fiber probe to the quantum ring. These
results were attributed to NF interaction between the probe

Fig. 4 (a) Comparison of PL spectra of FF (black-solid curve, PLFF)
and NF (blue-solid curve PLNF1 and red solid curve PLNF2). (b) NF
PL intensity distribution for 700 nm < λ < 740 nm

tip and the quantum ring to activate the dipole-forbidden en-
ergy state [9]. The time-resolved PL intensity profile was ob-
tained at different positions as taken in Fig. 5(a). The green
solid curve (curve NF′) in Fig. 6(a) was taken at a different
hot spot from that shown in Fig. 4(b). The decay time of
curve NF′ was fitted by single exponential curve and found
to be 260 ps (see Fig. 6(b); this was comparable to that of
curve NF1 (305 ps). The difference between NF′ and NF1

might originate from the different d arising from the surface
of the aperture not being flat (see Figs. 6(c) and 6(d)).

In conclusion, we observed a significant increase in the
PL intensity and consequent decrease in the decay time of
the emission from a dipole-forbidden energy state in a GaAs
quantum-ring, by using the NF interaction induced by the
close proximity of an apertured fiber probe tip. Because the
decay time of the dipole-forbidden energy state is 106 times
longer than that of the dipole-active state [11], the former
can be used to realize novel devices such as optical buffer
memory and signal-transmission devices.
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Fig. 5 (a) Time-resolved PL intensity profile. NF1 and NF2: near-field
PL spectra using NF spectroscopy with d ∼ 5 nm and d ∼ 10 nm, re-
spectively (corresponding to (e)). FF: Far-field spectra using NF spec-
troscopy with d > 1 µm (corresponding to (f)). FF′: FF spectra us-
ing conventional spectroscopy (same as blue solid curve in Fig. 3(b)).
(b)–(d) Solid circles correspond to the curves NF1, NF2, and FF, re-
spectively. (e) and (f) Schematic of probe-to-sample distances depen-
dence

ment of Next-generation High-performance Technology for Photo-
voltaic Power Generation System.”
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Abstract: We demonstrate that a two-layer shape-engineered nanostructure 
exhibits asymmetric polarization conversion efficiency thanks to near-field 
interactions. We present a rigorous theoretical foundation based on an 
angular-spectrum representation of optical near-fields that takes account of 
the geometrical features of the proposed device architecture and gives 
results that agree well with electromagnetic numerical simulations. The 
principle used here exploits the unique intrinsic optical near-field processes 
associated with nanostructured matter, while eliminating the need for 
conventional scanning optical fiber probing tips, paving the way to novel 
nanophotonic devices and systems. 

©2013 Optical Society of America 

OCIS codes: (260.5430) Polarization; (180.4243) Near-field microscopy; (160.4236) 
Nanomaterials. 

References and links 

1. M. Ohtsu, K. Kobayashi, T. Kawazoe, S. Sangu, and T. Yatsui, “Nanophotonics: design, fabrication, and 
operation of nanometric devices using optical near fields,” IEEE J. Sel. Top. Quantum Electron. 8(4), 839–862 
(2002). 

2. A. Cuche, A. Drezet, Y. Sonnefraud, O. Faklaris, F. Treussart, J.-F. Roch, and S. Huant, “Near-field optical 
microscopy with a nanodiamond-based single-photon tip,” Opt. Express 17(22), 19969–19980 (2009). 

3. M. Aeschlimann, M. Bauer, D. Bayer, T. Brixner, F. J. García de Abajo, W. Pfeiffer, M. Rohmer, C. Spindler, 
and F. Steeb, “Adaptive subwavelength control of nano-optical fields,” Nature 446(7133), 301–304 (2007). 

4. K. Akahane, N. Yamamoto, and M. Tsuchiya, “Highly stacked quantum-dot laser fabricated using a strain 
compensation technique,” Appl. Phys. Lett. 93(4), 041121 (2008). 

5. M. Naruse, N. Tate, M. Aono, and M. Ohtsu, “Information physics fundamentals of nanophotonics,” Rep. Prog. 
Phys. 76(5), 056401 (2013). 

6. T. Yatsui, S. Sangu, T. Kawazoe, M. Ohtsu, S. J. An, J. Yoo, and G.-C. Yi, “Nanophotonic switch using ZnO 
nanorod double-quantum-well structures,” Appl. Phys. Lett. 90(22), 223110 (2007). 

7. C. Pistol, C. Dwyer, and A. R. Lebeck, “Nanoscale optical computing using resonance energy transfer logic,” 
IEEE Micro 28(6), 7–18 (2008). 

8. M. Naruse, M. Aono, S.-J. Kim, T. Kawazoe, W. Nomura, H. Hori, M. Hara, and M. Ohtsu, “Spatiotemporal 
dynamics in optical energy transfer on the nanoscale and its application to constraint satisfaction problems,” 
Phys. Rev. B 86(12), 125407 (2012). 

9. M. Aono, M. Naruse, S.-J. Kim, M. Wakabayashi, H. Hori, M. Ohtsu, and M. Hara, “Amoeba-inspired 
nanoarchitectonic computing: solving intractable computational problems using nanoscale photoexcitation 
transfer dynamics,” Langmuir 29(24), 7557–7564 (2013). 

10. M. Naruse, N. Tate, and M. Ohtsu, “Optical security based on near-field processes at the nanoscale,” J. Opt. 
14(9), 094002 (2012). 

11. N. Tate, H. Sugiyama, M. Naruse, W. Nomura, T. Yatsui, T. Kawazoe, and M. Ohtsu, “Quadrupole-dipole 
transform based on optical near-field interactions in engineered nanostructures,” Opt. Express 17(13), 11113–
11121 (2009). 

12. N. Tate, M. Naruse, T. Yatsui, T. Kawazoe, M. Hoga, Y. Ohyagi, T. Fukuyama, M. Kitamura, and M. Ohtsu, 
“Nanophotonic code embedded in embossed hologram for hierarchical information retrieval,” Opt. Express 
18(7), 7497–7505 (2010). 

Received 12 Jun 2013; revised 3 Aug 2013; accepted 3 Sep 2013; published 10 Sep 2013

73



13. A. Drezet, C. Genet, J. Y. Laluet, and T. W. Ebbesen, “Optical chirality without optical activity: How surface 
plasmons give a twist to light,” Opt. Express 16(17), 12559–12570 (2008). 

14. K. L. Kelly, E. Coronado, L. L. Zhao, and G. C. Schatz, “The optical properties of metal nanoparticles: the 
influence of size, shape, and dielectric environment,” J. Phys. Chem. B 107(3), 668–677 (2003). 

15. N. Tate, W. Nomura, T. Yatsui, M. Naruse, and M. Ohtsu, “Hierarchical hologram based on optical near- and 
far-field responses,” Opt. Express 16(2), 607–612 (2008). 

16. G. L. J. A. Rikken and E. Raupach, “Observation of magneto-chiral dichroism,” Nature 390(6659), 493–494 
(1997). 

17. A. Papakostas, A. Potts, D. M. Bagnall, S. L. Prosvirnin, H. J. Coles, and N. I. Zheludev, “Optical manifestations 
of planar chirality,” Phys. Rev. Lett. 90(10), 107404 (2003). 

18. T. Vallius, K. Jeffimovs, J. Turunen, P. Vahimaa, and Y. Svirko, “Optical activity in subwavelength-period 
arrays of chiral metallic particles,” Appl. Phys. Lett. 83(2), 234–236 (2003). 

19. W. Zhang, A. Potts, A. Papakostas, and D. M. Bagnall, “Intensity modulation and polarization rotation of visible 
light by dielectric planar chiral materials,” Appl. Phys. Lett. 86(23), 231905 (2005). 

20. V. A. Fedotov, P. L. Mladyonov, S. L. Prosvirnin, A. V. Rogacheva, Y. Chen, and N. I. Zheludev, “Asymmetric 
propagation of electromagnetic waves through a planar chiral structure,” Phys. Rev. Lett. 97(16), 167401 (2006). 

21. J. K. Gansel, M. Thiel, M. S. Rill, M. Decker, K. Bade, V. Saile, G. von Freymann, S. Linden, and M. Wegener, 
“Gold helix photonic metamaterial as broadband circular polarizer,” Science 325(5947), 1513–1515 (2009). 

22. C. Menzel, C. Helgert, C. Rockstuhl, E.-B. Kley, A. Tünnermann, T. Pertsch, and F. Lederer, “Asymmetric 
transmission of linearly polarized light at optical metamaterials,” Phys. Rev. Lett. 104(25), 253902 (2010). 

23. D. W. Pohl and D. Courjon, Near Field Optics, (Kluwer Academic, 1993). 
24. E. Wolf and M. Nieto-Vesperinas, “Analyticity of the angular spectrum amplitude of scattered fields and some of 

its consequences,” J. Opt. Soc. Am. A 2(6), 886–889 (1985). 
25. T. Inoue and H. Hori, “Quantum theory of radiation in optical near field based on quantization of evanescent 

electromagnetic waves using detector mode,” in Progress in Nano-Electro-Optics IV, M. Ohtsu ed. (Springer, 
2005), pp. 127–199. 

26. M. Naruse, T. Inoue, and H. Hori, “Analysis and synthesis of hierarchy in optical near-field interactions at the 
nanoscale based on angular spectrum,” Jpn. J. Appl. Phys. 46(9A), 6095–6103 (2007). 

27. M. Brun, A. Drezet, H. Mariette, N. Chevalier, J. C. Woehl, and S. Huant, “Remote optical addressing of single 
nano-objects,” Europhys. Lett. 64(5), 634–640 (2003). 

28. A. Drezet, A. Cuche, and S. Huant, “Near-field microscopy with a single-photon point-like emitter: Resolution 
versus the aperture tip?” Opt. Commun. 284(5), 1444–1450 (2011). 

29. D. W. Lynch and W. R. Hunter, “Comments on the optical constants of metals and an introduction to the data for 
several metals,” in Handbook of Optical Constants of Solids, E. D. Palik ed. (Academic, 1985), pp. 275–367. 

30. M. Naruse, T. Yatsui, H. Hori, M. Yasui, and M. Ohtsu, “Polarization in optical near- and far-field and its 
relation to shape and layout of nanostructures,” J. Appl. Phys. 103(11), 113525 (2008). 

31. C. Menzel, C. Rockstuhl, and F. Lederer, “Advanced Jones calculus for the classification of periodic 
metamaterials,” Phys. Rev. A 82(5), 053811 (2010). 

32. G. R. Fowles, Introduction to Modern Optics (Dover Publications, 1989). 
33. A. Drezet and C. Genet, “Reciprocity and optical chirality,” in Singular and Chiral Nanoplasmonics, N. 

Zheludev and S. V. Boriskina, eds. (Pan Stanford Publishing), in press. 
34. J. A. Schuller, E. S. Barnard, W. Cai, Y. C. Jun, J. S. White, and M. L. Brongersma, “Plasmonics for extreme 

light concentration and manipulation,” Nat. Mater. 9(3), 193–204 (2010). 
35. M. Kauranen and A. V. Zayats, “Nonlinear plasmonics,” Nat. Photonics 6(11), 737–748 (2012). 
36. S. V. Zhukovsky, C. Kremers, and D. N. Chigrin, “Plasmonic rod dimers as elementary planar chiral meta-

atoms,” Opt. Lett. 36(12), 2278–2280 (2011). 
37. D. N. Chigrin, C. Kremers, and S. V. Zhukovsky, “Plasmonic nanoparticle monomers and dimers: from 

nanoantennas to chiral metamaterials,” Appl. Phys. B 105(1), 81–97 (2011). 
38. H. Matsumoto and T. Matsumoto, “Clone match rate evaluation for an artifact-metric system,” IPSJ J. 44, 1991–

2001 (2003). 
39. T. Matsumoto, K. Hanaki, R. Suzuki, D. Sekiguchi, M. Hoga, Y. Ohyagi, M. Naruse, N. Tate, and M. Ohtsu, “A 

nano artifact-metric system leveraging resist collapsing in electron beam lithography,” submitted.  
40. N. Guth, B. Gallas, J. Rivory, J. Grand, A. Ourir, G. Guida, R. Abdeddaim, C. Jouvaud, and J. de Rosny, 

“Optical properties of metamaterials: influence of electric multipoles, magnetoelectric coupling, and spatial 
dispersion,” Phys. Rev. B 85(11), 115138 (2012). 

41. Y. Tomaru, S. Hakuta, T. Tani, and M. Naya, “Optical properties of nano silver pavement,” in Extended 
Abstracts of the 73rd Autumn Meeting, 2012 (The Japan Society of Applied Physics, 2012), p. 03–152. 

42. C. Enkrich, M. Wegener, S. Linden, S. Burger, L. Zschiedrich, F. Schmidt, J. F. Zhou, Th. Koschny, and C. M. 
Soukoulis, “Magnetic metamaterials at telecommunication and visible frequencies,” Phys. Rev. Lett. 95(20), 
203901 (2005). 

1. Introduction 

Nanophotonics has been extensively studied with the aim of unveiling and exploiting optical 
near-field interactions associated with nanostructured matter [1]. The technologies used for 
characterizing optical near-field processes [2,3] and related materials technologies [4] have 
been rapidly advancing. In addition, investigations based on information physics have been 
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revealing some unique and emergent attributes of nanophotonics that are useful for various 
applications [5]; examples include, but are not limited to, basic logic circuits [6,7], computing 
paradigms that go beyond the von Neumann architecture [8,9], and applications related to 
information security [10]. 

What we particularly address in this paper stems from advancements in shape-engineered 
nanostructures and some technological concerns in conventional near-field optics that 
necessitate precision mechanical control, for example, in controlling optical fiber probing tips. 
Advances in electron-beam lithography, nano-imprinting, and other areas allow the 
fabrication of well-controlled reliable nanostructures [11–14], and interesting information 
applications, such as information security, have been made possible. For instance, we have 
demonstrated a “hierarchical hologram” that works in both optical far-fields and near-fields, 
the former being associated with conventional holographic images, and the latter being 
associated with the optical intensity distribution originating from a nanometric structure 
embedded in the hologram, which is accessible only via optical near-fields [12,15]. In other 
words, information hiding can be realized by using optical near-fields and nanofabrication 
technologies. Also, authentication functions can be implemented by using two shape-
engineered nanostructures and their associated optical near-fields [11]. In this system, the two 
nanostructures respectively work as a lock and key, where authenticity is guaranteed by the 
nanoscale-precision shapes of the structures. 

The physical principles of nano-optics can contribute to the development of novel 
functionalities. The common feature across these demonstrations is that they are based on 
high-precision mutual relations between nanostructured matter, mediated by optical near-
fields. Technologically, in turn, they require high-precision alignment between nanostructured 
matter, such as an optical near-field fiber probe tip and the device under study. Although this 
attribute is one fundamentally superior aspect in terms of increased security, at the same time 
it is a severe technological difficulty in terms of stability and practical use. 

Therefore, in this paper, we demonstrate a two-layer united nanostructure in which the 
layers interact via optical near-fields and which exhibits unique optical properties that are 
observable in the optical far-field. More concretely, the proposed device architecture exhibits 
“asymmetry” in its associated polarization properties; specifically, the polarization conversion 
efficiency from x-polarized input light to y-polarized output light (X → Y) and that from y-
polarized input light to x-polarized output light (Y → X) results in different values. We 
demonstrate its rigorous theoretical foundation based on an angular spectrum representation 
of optical near-fields that takes account of the geometries of the two-layer nanostructure, and 
in which representative features are characterized by electromagnetic numerical calculations. 
With such an architecture, we are able to exploit optical near-field processes occurring at the 
subwavelength scale, while at the same time allowing them to be retrieved by a macro-scale 
optical measurement, thus considerably relaxing the stringent requirements of precision 
alignment in conventional optical near-field setups. 

The asymmetric polarization property discussed in this paper, defined as described above, 
is not related to the magneto-optical chiral effects [16], chiral plasmonic structures [13,17–
21]. Although it may be possible to achieve equivalent asymmetric optical responses by 
combinations of conventional optical elements or anisotropic materials, the focus of this paper 
is to accomplish the asymmetric polarization properties defined above by using shape-
engineered two-layer nanostructures formed of isotropic matter via their associated optical 
near-fields. We consider that such an approach will pave the way to new functional 
nanophotonic devices and optical security applications based on near-field processes, without 
the need for technologically difficult demands, such as those required in scanning probe-based 
measurements. That is to say, the asymmetric polarization properties, which can be associated 
with information, are implemented with the built-in shape of the nanostructures themselves. 
The asymmetric transmission of linearly polarized light in optical metamaterials was 
demonstrated by Menzel et al. [22]. The findings of our study, emphasizing the role of optical 
near-fields associated with nanostructures, will give greater physical insights regarding 
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asymmetric polarization, provide a systematic approach for designing designated functions, 
and offer fundamentals for novel applications, such as information security. 

This paper is organized as follows. First, Section 2 characterizes one fundamental feature 
of precision alignment requirements involving optical near-field processes via a rigorous 
theory based on an angular-spectrum representation of electromagnetic fields on the 
nanoscale. Section 3 introduces asymmetry of polarization conversion efficiency in a two-
layer nanostructure. Section 4 describes the theoretical background based on the angular 
spectrum framework introduced in Section 2. Section 5 demonstrates some representative 
features based on electromagnetic calculations and presents methods of characterizing devices 
via some figures-of-merit that correspond to the theoretical framework discussed in Section 4. 
Section 6 concludes the paper. 

2. Theoretical foundations for describing precision mutual relations via optical near-
fields 

First, we characterize the fundamental properties of precision mutual relations required in 
order to retrieve a proper signal via optical near-fields with a simple but rigorous theoretical 
approach. These theoretical elements will be used in discussing the asymmetry of polarization 
conversion to be discussed in Section 3 and later sections. 

Optical near-fields are the localized, non-propagating components of electromagnetic 
fields in the vicinity of materials [23]. We need to locate certain kinds of reader to induce 
interactions with the device under study. In order to characterize the structure of the system, 
we denote the entities of the system as follows. Let the device under study be denoted by D, 
and the reader by R. One of the characteristic consequences of nano-optical systems is that the 
output signal depends precisely on both D and R, a relationship which is represented by v = 
g(D,R). In order to theoretically represent the fundamental characters of the output signal we 
take the following approach. 

The device under study is regarded as an oscillating electric dipole D with frequency K 
placed in a vacuum at the origin of a Cartesian space in which the velocity of light is taken as 
unity (c = 1). To deal with scattering problems based on assumed planar boundary conditions, 
as well as offering a physically intuitive understanding, it is convenient to represent the 
complex amplitude E of the electric dipole radiation as a superposition of plane waves having 
complex wave vectors—an approach called the angular spectrum representation [24–26]. In 
this representation, E is defined by 
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We denote the complex wavevector as ( )+s  for 0z >  and ( )−s  for 0z < . One of the 
remarkable attributes of the angular spectrum representation is that the value of ||s  specifies 

the property of a plane wave as a homogeneous wave ||( 0 1)s≤ <  or an evanescent wave 

||(1 )s≤ < +∞ . Since we wish to investigate optical interactions in the subwavelength regime 

where evanescent components dominate and homogeneous ones are negligible, in this paper, 
we focus on the region ||1 s≤ < +∞ , where ||s  indicates the spatial frequency of an evanescent 

wave propagating in the assumed planar boundary plane, namely, the xy plane. 

 

Fig. 1. Fundamental characterization of mutual relation between a device (D) and a reader (R) 
via optical near-fields based on angular-spectrum representation. (a) Schematic illustration of a 
point dipole (D) and an evaluation point (R). (b,c) The “output signal” is equated with the 
angular spectrum, which is the near-field component of the electromagnetic field in the 
subwavelength regime. The Z- and X-dependent signals are respectively shown in (b) and (c). 
(d,e) Correlation coefficient of the output signal as a function of minute differences in Z and X. 
A tiny difference strongly affects the output signal, which is a manifestation of the precision 
dependence of nanostructured matter via optical near-fields. 

Suppose that the dipole D is oriented at an angle θ with respect to the z axis and at an 
angle φ in the xy plane, that is, (sin cos ,sin sin ,cos )d θ φ θ φ θ=D , as schematically shown in 
Fig. 1(a). Suppose also that we observe the radiation from the electric dipole at a position 
displaced from the dipole by || ||( cos , sin , )r r Zϕ ϕ=R ; that is to say, we assume that the 

reader is placed at R. The angular spectrum representation of the z component of the electric 
field for evanescent waves (namely, ||1 s≤ < +∞ ) from the dipole D is given by 
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Here, Jn(x) represents a Bessel function of the first kind, where n is an integer, and the term 

||( , , )zf s D R  is called the angular spectrum of the electric field. 

Now, we consider that ||( , , )zf s D R  is equivalent to the signal v = g(D,R) characterized in 

the system model. Assuming that the dipole is oriented parallel to the x-axis, we have φ = 0 
and θ = π/2. Also, assuming that the reader R is located on the xz-plane, we have φ = 0. In 
such a model, letting ||r  be denoted by X, we characterize the horizontal (X) and vertical (Z) 

dependences. Note that X and Z are given in units of wavelength. 
The solid curve in Fig. 1(b) shows the angular spectrum when X = 1/20 and Z = 1/20. We 

consider that this corresponds to a genuine device D and a genuine reader R. Differences of 
the reader R are equivalent to differences of Z; for instance, when Z is shifted by distance ΔΖ 
= −1/100, the angular spectrum is given by the dotted curve in Fig. 1(b). Similarly, when ΔΖ = 
1/100, the angular spectrum is given by the dashed curve in Fig. 1(b). (As described below, 
Fig. 1(c) is for the horizontal (X) direction.) As shown by the changes of the curve in Fig. 
1(b), a slight difference with respect to Z results in a different output signal from the system. 
In order to quantitatively evaluate the Z-dependence, the correlation coefficient of the angular 
spectrum is calculated as a function of ΔΖ, as summarized in Fig. 1(d). More specifically, let 
the angular spectrum of the genuine device D and genuine reader R be given by ||( )af s , and 

let the angular spectrum of the genuine device D and a reader displaced from the genuine 
reader by an amount of ΔΖ be given by ||( )Zf sΔ ; hence, the correlation coefficient is defined 

by ( ) ( )2 2

|| || || || || || || || || || ||( ( ) ( ))( ( ) ( )) ( ) ( ) ( ) ( )Z Z a a Z Z a af s f s f s f s ds f s f s ds f s f s dsΔ Δ Δ Δ− − − −   , 

where ||( )f s  indicates the average value of ||( )f s . If we determine that a genuine signal 

should yield a correlation coefficient larger than 0.9, ΔΖ should be between −1/37 and 1/34, 
which would be an extremely small absolute value in real dimensions. This indicates that 
nano-optics exhibits a strong reader-dependence, in agreement with reports on near-field 
scanning optical microscopy [27,28]. Similarly, by considering the horizontal position of the 
dipole as the identity of the device, a different X provides a different angular spectrum. The 
solid, dotted, and dashed curves in Fig. 1(c) indicate the angular spectra when ΔX is given by 
0, −1/100, and + 1/100, respectively. The correlation coefficient is evaluated as shown in Fig. 
1(e); it is larger than 0.9 when ΔX is between −1/77 and 1/91, indicating that the output signal 
is sensitive to subtle differences of the device D. 

3. Polarization asymmetry induced by a two-layer nanostructure 

As demonstrated in the simple model shown Section 2, tiny mutual differences between D and 
R result in large differences in the output signal via optical near-fields. The fundamental idea 
of this paper is to combine, or unite, D and R in the first place; that is to say, we consider a 
device architecture where two nanostructures are located in close proximity. 

The basic architecture of the proposed structure is schematically shown in Fig. 2(a), where 
the first layer is composed of square shapes, whereas the second layer is composed of 
rectangular shapes located at the lower right corners of the square shapes in the first layer. In 
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other words, the first layer has a symmetric shape, and the second layer has an asymmetric 
shape and is placed at an asymmetric position with respect to the first layer. 

The square and circular marks in Fig. 2(b) respectively denote the polarization conversion 
efficiency from x-polarized input light to y-polarized output light (denoted by X YE → ) and 

from y-polarized input light to x-polarized output light ( Y XE → ), calculated by a finite-
difference time-domain (FDTD) simulation. The absolute value of the difference between the 
polarization conversion efficiencies is denoted by triangular marks in Fig. 2(c). The horizontal 
axes in Figs. 2(b) and 2(c) are accompanied by schematic illustrations of the elemental 
nanostructures to be evaluated. 

 

Fig. 2. (a) Two-layer nanostructure: the first layer is composed of an array of square-shaped 
structures, and the second layer is an array of rectangular-shaped structures which is aligned at 
the lower right corner with respect to the first layer. (b) This structure yields differences in 
polarization conversion efficiencies between x-polarized input light to y-polarized output and 
y-polarized input light to x-polarized output light, what is defined as “asymmetry” discussed in 
this paper (v). Other representative shapes (i–iv and vi) do not provide such asymmetric 
polarization conversion efficiencies. (c) Difference of polarization conversion efficiency in (b). 

The operating wavelength used was 688 nm. As the material, we assumed gold, which has 
a refractive index of 0.16 and an extinction ratio of 3.8 at a wavelength of 688 nm [29]. The 
dimensions of each square in the first layer were 300 nm ×  300 nm, and the dimensions of 
each rectangle in the second layer were 75 nm (x) ×  150 nm (y), which are respectively 1/4 
and 1/2 the sizes of the squares in the first layer. These shapes are periodically arranged at 
regular intervals. (In the calculation, the interval between the neighboring units was 200 nm.) 
The thicknesses of the first and second layers were 100 nm. The gap between the two layers 
was 10 nm. 

The nanostructures shown in Figs. 2(b,i) and 2(b,ii) were used to evaluate the polarization 
conversion efficiency of the first layer only and the second layer only, respectively, resulting 
in nearly no asymmetry. The nanostructures shown in Figs. 2(b,iii) and 2(b,iv) have a single-
layer shape that mimics the letter “Z”. With such a shape, although polarization conversion 
efficiencies ( X YE →  and Y XE → ) appeared [30], these efficiencies had almost the same value, 
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and so the difference of the polarization conversion efficiency, which is the definition of 
polarization asymmetry in this paper, as summarized in Fig. 2(c), was negligible. 

The nanostructure shown in Fig. 2(a), corresponding to Fig. 2(b,v), exhibits asymmetry in 
the polarization conversion efficiencies. The nanostructure shown in Fig. 2(b,vi) consisted of 
the same-sized elements and the same inter-layer gap as those in Fig. 2(b,v), but the second-
layer rectangles were placed at the centers with respect to the first-layer squares. This led to 
significantly reduced polarization conversion efficiencies, and the corresponding difference 
was calculated to be nearly zero; that is, there was no asymmetry. 

Before discussing the theoretical background behind such asymmetry in Section 4 based 
on optical near-fields, here we make a few remarks on related work in the literature. 
Regarding the Jones matrix of a polarization rotation θ, the polarization conversion 
efficiencies X YE →  and Y XE →  are respectively given by the (2,1) and (1,2) elements of the 
Jones matrix, which are sin θ and -sin θ, respectively. The difference of their absolute values 
results in zero, meaning that the polarization asymmetry discussed in this paper, i.e., 

X Y Y XE E→ →≠ , does not appear. A polarizer extracting polarized light oriented at angle θ with 

respect to the x-axis exhibits polarization conversion efficiencies X YE →  and Y XE →  having the 
same value, given by sin θ cos θ; that is to say, there is no asymmetry, as defined in this 
paper. 

In the field of metamaterials, classification of periodic metamaterials regarding their 
polarization properties has been studied [31]. The asymmetric polarization conversion 
efficiencies discussed in this paper correspond to the “fifth” group in the context discussed in 
[31]. In a more general context, the relevance to general optical activity [32,33] could be 
considered. Optical activity is described in its most general form by a Jones matrix, given by 

 . .

cos sin 0
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A B B i
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B A B i

θ θ γ
θ θ γ
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where γ is called the gyromagnetic coefficient [33]. The first term is related to a mirror 
symmetry, and the second is related to pure optical rotation. A difference in the absolute value 
of the non-diagonal elements of the matrix Jo.a., corresponding to the “asymmetry” discussed 
in this paper, could give a non-zero result if B and γ are given by non-zero, complex numbers. 
Further insights regarding the relation between these generalized schemes [31,33] and the 
effects offered by near-field interactions may be interesting topics of future work. 

4. Theory of asymmetry by two-layer nanostructures based on angular spectrum 
representation 

Here we give a theoretical description of the asymmetry induced by a two-layer nanostructure 
based on the angular spectrum representation of optical near-fields introduced in Section 2. 
With x-polarized input light irradiating the square-shaped first-layer nanostructure, we 
consider that electron charges are concentrated in the corners of the nanostructure due to the 
so-called plasmon resonance effect [34,35]. Also, the phases of the oscillating electron 
charges differ by π between the right-hand and left-hand sides. In Fig. 3(a), this is represented 
by four dipoles, two on the right and two on the left, with opposite orientations. The side 
length of the first-layer shape is assumed to be λ/4, where λ is the operating wavelength. 
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Fig. 3. Theoretical model for the polarization conversion asymmetry in the two-layer 
nanostructure, (a) with x-polarized input light, and (b) y-polarized input light. 

Now we turn our attention to the induced electric fields and their associated induced 
electron charges in the second layer. Since the y-polarized component is of primary concern, 
we focus our attention on points A and B in Fig. 3(a), which correspond to the upper and 
lower center edges of the second layer, respectively. Note that the side length of the second-
layer structure is λ/16 along the x-axis and λ/8 along the y-axis, and the second layer is located 
at the bottom right corner with respect to the first layer. Also, the inter-layer distance between 
the first and the second layer is assumed to be λ/20. 

Similarly, with y-polarized input light, we assume that four oscillating dipoles are induced 
in the corners of the first layer, with the upper two and lower two being reversed in phase. In 
order to characterize the x-to-y polarization conversion, this time we focus on points C and D 
in Fig. 3(b), which are the centers of the right and left edges of the second layer, respectively. 

Concerning the relative phase arrangements of the dipoles, we derive the angular spectrum 
corresponding to points A, B, C, and D, as shown in Fig. 4(a,i), based on Eq. (5). We observe 
that the difference of the angular spectrum at points A and B is more significant compared 
with that at points C and D. 

Second, we locate the second layer at the center with respect to the first layer. In this case, 
as demonstrated in Fig. 4(a,ii), the angular spectra at points A and B exhibit exactly the same 
profile, as do those at points C and D. That is, via Eq. (5), the geometrical features of an array 
of dipoles and the relative evaluation positions give rise to identical angular spectra. 
Therefore, the difference between points A and B (and also points C and D) is zero, which 
indicates that such a configuration exhibits no polarization conversion from x to y or y to x. 
This agrees with the numerical calculations shown in Fig. 2(b,vi). 

Third, we assume a square shape, that is, a symmetric structure, in the second layer, 
located at the lower right corner with respect to the first layer, as schematically shown in Fig. 
4(a,iii). The side length of the second-layer squares is half that of the first-layer squares, 
namely, λ/8. The angular spectra at points A, B, C, and D behave differently; however, the 
“difference” of the curves between points A and B and between points C and D is not as 
significant as in the case of Fig. 4(a,i), as will be evaluated numerically below. Finally, we 
assume the same rectangular second-layer structure as in Fig. 4(a,i) but with an increased 
inter-layer distance of λ/2 (Fig. 4(a,iv)). The angular spectra at points A and B, as well as 
those at points C and D, exhibit nearly the same profiles, and the high-frequency components 
disappear. This is purely due to the increased inter-layer distance, causing the spectra to 
exponentially decay from the first layer, which is a manifestation of Eq. (5). 
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Fig. 4. (a) Angular spectra corresponding to different device architectures. The first layer is 
composed of square shapes. (i) The second layer is composed of rectangles placed at the lower 
right corners with respect to the squares in the first layer. The inter-layer distance is λ/20. (ii) 
The second-layer rectangles are placed in the centers with respect to the squares in the first 
layer. (iii) The second layer is composed of squares placed at the lower right corners of those 
in the first layer. (iv) The second-layer structure is the same as that in (i) but the inter-layer 
distance is λ/2. (b) The structure in (i) exhibits significant asymmetric properties. 

Here, we define the following metric for the asymmetry of polarization conversion 
predicted by the theory based on the angular spectrum representation: 

 || || || || || ||[ ( , , ) ( , , )] [ ( , , ) ( , , )]IN IN IN INf s A X f s B X ds f s C Y f s D Y ds− − −    (7) 

where ||( , , )INf s P X  and ||( , , )INf s P Y  denote the angular spectra with x- and y-polarized input 

light evaluated at point P, respectively. The first term of Eq. (7) represents the X to Y 
polarization conversion, and the second describes the Y to X conversion; we consider that the 
difference between the two represents the asymmetry of the polarization conversion. As 
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summarized in Fig. 4(b), which contains the numerical values based on Eq. (7), the two-layer 
nanostructure in which the asymmetric second layer is placed at an asymmetric position with 
respect to the first layer and in close proximity to it yields a significantly larger value. This is 
a clear manifestation that the asymmetric polarization conversion stems from the two-layer 
shape-engineered nanostructure in which the layers interact via optical near-fields. 

5. Electromagnetic calculation and multi-polar analysis 

In order to characterize some basic features, we first evaluate the inter-layer-distance 
dependences. Figures 5(a) and 5(b) show cross-sectional profiles of the electric field intensity 

2| |yE  when two-layer nanostructures with inter-layer distances of 10 nm and 50 nm, 

respectively, are irradiated with x-polarized input light. As is clearly observed from the 
images, the increased inter-layer distance decreases the inter-layer interactions. The square 
and circular marks in Fig. 5(c) represent the calculated polarization conversion efficiencies 

X YE →  and Y XE → , respectively, whose difference diminishes as the inter-layer distance 
increases. 

Based on the theory discussed in Section 4, for instance with x-polarized input light, we 
focus on the differences of the angular spectrum of the second layer in the vertical direction 
through an analytical scheme concerning the geometries. Numerically, we can discuss the 
induced charge distribution by calculating the divergence of the electric fields in the 
numerical simulations. As schematically shown in Fig. 5(d), we can decompose the induced 
charge distribution in the second layer into representative components corresponding to a 
constant value, a vertically different component, a horizontally different component, and 
higher-order components. In other words, we can factorize the charge distribution on an 
orthogonal basis, like a multi-polar expansion. We consider that the vertically different 
component corresponds to y-polarized output light (denoted by “ X Y→ ” in Fig. 5(d)), and 
the horizontally different component corresponds to x-polarized output light (denoted by 
“Y X→ ”). More specifically, let the difference between the sum of the induced charge in the 
upper half and the sum of the induced charge in the lower half of the surface of the second 
layer facing the first layer with the x-polarized input light be X Yp → . Also, with the y-polarized 
input light, the difference between the sum of the induced charge in the left-hand half and the 
sum of the induced charge in the right-hand half of the surface of the second layer facing the 
first layer is Y Xp → . Here we consider that the figure-of-merit (FoM) representing the 
asymmetric polarization conversion originating from the charge induced in individual 
elements is given by 

 intrinsicFoM | | | | .X Y Y Xp p→ →= −   (8) 

The triangular marks in Fig. 5(e) indicate calculated value of the FoMintrinsic for the charge 
distribution in the second layer, which show good agreement with the calculated polarization 
conversion efficiencies. 

Additionally, we discuss some related concerns regarding structural attributes and 
asymmetry in polarization conversion. The first is related to the dependencies on inter-
element-distances or the arrangement of elemental two-layer structures. (This is also referred 
to as the coupling between meta-atoms or the meta-atom arrangement [36,37].) While keeping 
the dimensions of the elemental two-layer structure the same as the one shown in Fig. 2(b,v), 
the circular marks in Fig. 6(a) represent the difference of the polarization conversion 
efficiencies as a function of the inter-element distance. The inter-element distances are the 
same for both vertical and horizontal directions. The asymmetry is maximized with an inter-
element distance of 200 nm, which is actually the case shown in Fig. 2(b,v), indicating that 
inter-element distances that are too small or too large eliminate the asymmetry. 
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Fig. 5. (a,b) Electromagnetic simulations for the inter-layer distance dependence. (c) Inter-
layer-distance-dependent polarization conversion efficiencies. (d) Induced charge distributions 
in the second layer and their decomposition, representing the vertical and horizontal non-
uniformity corresponding to the x-to-y polarization conversion efficiency and the y-to-x 
polarization conversion efficiency. (e) Induced-charge-based figure-of-merit (FoM) for the 
asymmetry in polarization conversion. The disappearance of asymmetry with larger inter-layer 
distances agrees with (c). 

A presumable physical reason for this is as follows. With x-polarized input light, a 
vertically uniform charge distribution is induced in each of the second-layer rectangular 
elements, which is introduced above as X Yp → . The effect originating from vertically adjacent 

elements can be represented by ( )/ ( )G
X Y y y yp L L L→− × + , where yL  is the vertical length of 

the second-layer rectangular elements (150 nm), and ( )G
yL  is the distance between the 

vertically adjacent second-layer elements (Fig. 6(a)). The coefficient ( )/ ( )G
y y yL L L− +  

indicates that the greater the inter-element distance, manifested by ( )G
yL , the lower the impact 

on the polarization, and the minus sign means that the electron charge density in the upper 
half of an element and that in the lower half of an element located above and adjacent to the 
former are in an opposite relation with respect to the polarity of the element-intrinsic attribute 
( X Yp → ), as schematically shown in Fig. 6(a). Similarly, the inter-element-dependent x-

polarization with y-polarized input light is represented by ( )/ ( )G
Y X x x xp L L L→− × + , where xL  

is the horizontal length of the second-layer rectangular element (75 nm), and ( )G
xL  is the 

distance between the horizontally adjacent second-layer elements. The net figure-of-merit 

Received 12 Jun 2013; revised 3 Aug 2013; accepted 3 Sep 2013; published 10 Sep 2013

84



concerning both the element-intrinsic attribute and the inter-element-distance-dependent 
component is given by 

 ( ) ( )
intrinsic+interFoM | (1 / ( )) | | (1 / ( )) |G G

X Y y y y Y X x x xp L L L p L L L→ →= − + − − +   (9) 

which is shown by the triangular marks in Fig. 6(a), exhibiting a similar tendency to the 
electromagnetic simulations, and the inter-element distances that provide the maximum 
asymmetry agree with each other. 

Another concern is the spectral dependency and the thickness dependency. The solid and 
dashed blue curves in Fig. 6(b) show the spectrum of the y-polarized output light with x-
polarized input light and that of the x-polarized output light with y-polarized input light, 
respectively. Here, we assume an input optical pulse with a differential Gaussian form whose 
width is 0.9 fs, corresponding to a bandwidth of around 200–1300 THz. The conversion 
efficiency is given by calculating the Fourier transform of the output electric field evaluated at 
a point 2 μm away from the output surface of the second layer. Similarly, the solid and dashed 
red curves show the spectra for the nanostructures whose thicknesses and inter-layer gap are 
reduced by half (50%). The solid and dashed green curves, on the other hand, are the spectra 
for the nanostructure whose thicknesses and inter-layer gap are doubled (200%). The 
particular nanostructures investigated in earlier sections (blue curves) exhibit larger 
polarization conversion efficiencies (and strong asymmetric properties) around 680 nm. In 
any case, the asymmetric property exhibits wavelength and thickness dependencies. Detailed 
studies regarding these inter-element couplings (or meta-atom couplings) and spectra will be 
interesting topics of future work. 

 

Fig. 6. (a) Inter-element-distance dependent asymmetry in polarization conversion. The 
asymmetry calculated by electromagnetic simulations and induced-charge-based FoM based on 
an intuitive physical picture exhibit similar behavior. (b) The spectra of polarization conversion 
efficiencies. The dependencies on the thicknesses of elemental structures are also shown. 
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6. Conclusion 

In summary, we demonstrate an asymmetry in polarization conversion induced by a two-layer 
shape-engineered nanostructure formed of isotropic materials that interact via optical near-
fields. By using an angular spectrum representation of electric fields in the subwavelength 
regime, we first characterize the stringent alignment requirements in the conventional setup in 
which the device and reader are separated. With a view to achieving responses that can be 
detected in the far-field while at the same time exploiting the intrinsic optical near-fields 
associated with nanostructured matter, we propose a two-layer unified device architecture 
consisting of a square-shaped (or symmetric) first layer and a rectangular-shaped (or 
asymmetric) second layer located in an asymmetric position with respect to the first layer. The 
geometrical features of the nanostructure are systematically taken into account in a theoretical 
framework based on the angular-spectrum representation of optical near-fields, giving an 
asymmetric polarization conversion which agrees well with numerical calculations. The 
dependence on the inter-layer distance also clearly indicates the involvement of near-field 
interactions between the two layers. 

Finally, we make a few additional remarks about future work regarding applications. In 
Sections 1 and 2, we addressed the precision alignment requirements required between the 
“device” and the “reader”. With the two-layer unified nanostructures, the inter-layer 
precisions are still important, as indicated for instance in Figs. 4(a,i) and 4(a,ii). We have to 
emphasize that the stringent alignment requirements addressed in the introduction are for the 
case where optical near-field probing tips are used. On the other hand, while alignment is 
indeed crucial in the manufacturing process in the case of the two-layer nanostructures 
proposed here, the device can be implemented in a fixed configuration, without any further 
alignment needed, in the form of a module together with some other optical elements, such as 
emitters and detectors. We should note that the intrinsic optical near-field processes 
associated with nanostructured matter are still utilized. The precision shape- and layout-
dependencies of the polarization properties can then be exploited, for example, as the identity 
of the devices, as in the application known as “artifact-metrics” for anti-counterfeit 
technologies proposed by Matsumoto et al. [38]. Indeed, Matsumoto et al. succeeded in 
demonstrating “nano artifact-metrics” by utilizing randomly formed silicon nanostructures by 
leveraging resist collapse in electron beam lithography [39]. A discussion of such 
applications, as well as physical insights into the optical properties made possible by 
nanostructures [40], is an interesting topic for future work. Also, the theoretical approach 
based on optical near-field processes demonstrated in Section 4 will be applicable to various 
metamaterial structures aimed at, for instance, environmental applications [41] and 
telecommunications [42], among others. 
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Decision-making is one of the most important intellectual abilities of the human brain. Here we propose an
efficient decision-making system which uses optical energy transfer between quantum dots (QDs) mediated
by optical near-field interactions occurring at scales far below the wavelength of light. The simulation results
indicate that our system outperforms the softmax rule, which is known as the best-fitting algorithm for
human decision-making behaviour. This suggests that we can produce a nano-system which makes
decisions efficiently and adaptively by exploiting the intrinsic spatiotemporal dynamics involving QDs
mediated by optical near-field interactions.

W
hich clothes should I wear? Which restaurant should we choose for lunch? Which article should I read
first? We make many decisions in our daily lives. Can we look to nature to find a method for ‘efficient
decision-making’? For formal discussion, let us focus on the multi-armed bandit problem (BP), stated

as follows. Consider a number of slot machines. Each machine when pulled, rewards the player with a coin at a
certain probability Pk (kg{1, 2, …, N}). For simplicity, we assume that the reward from one machine is the same
as that from another machine. To maximise the total amount of reward, it is necessary to make a quick and
accurate judgment of which machine has the highest probability of giving a reward. To accomplish this, the player
should gather information about many machines in an effort to determine which machine is the best; however, in
this process, the player should not fail to exploit the reward from the known best machine. These requirements are
not easily met simultaneously, because there is a trade-off between ‘exploration’ and ‘exploitation’. The BP is used
to determine the optimal strategy for maximising the total reward with incompatible demands, either by exploit-
ing rewards obtained owing to already collected information or by exploring new information to acquire higher
pay-offs in risk taking. Living organisms commonly encounter this ‘exploration-exploitation dilemma’ in their
struggle to survive in the unknown world.

This dilemma has no known generally optimal solution. What strategies do humans and animals exploit to
resolve this dilemma? Daw et al. found that the softmax rule is the best-fitting algorithm for human decision-
making behaviour in the BP task1. The softmax rule uses the randomness of the selection specified by a parameter
analogous to the temperature in the Boltzmann distribution (see Methods). The findings of Daw et al. raised many
exciting questions for future brain research2. How humans and animals respond to the dilemma and the under-
lying neural mechanisms still remain important and open questions.

The BP was originally described by Robbins3, although the same problem in essence was also studied by
Thompson4. However, the optimal strategy is known only for a limited class of problems in which the reward
distributions are assumed to be ‘known’ to the players, and an index called ‘the Gittins index’ is computed5,6.
Furthermore, computing the Gittins index in practice is not tractable for many problems. Auer et al. proposed
another index expressed as a simple function of the total reward obtained from a machine7. This upper confidence
bound (UCB) algorithm is used worldwide for many applications, such as Monte-Carlo tree searches8,9, web
content optimization10 and information and communications technology (ICT)11–14.

Kim et al. proposed a decision-making algorithm called the ‘tug-of-war model’ (TOW); it was inspired by
the true slime mold Physarum15,16, which maintains a constant intracellular resource volume while collecting
environmental information by concurrently expanding and shrinking its branches. The conservation law entails
a ‘nonlocal correlation’ among the branches, that is, the volume increment in one branch is immediately
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compensated for by volume decrement(s) in the other branch(es).
This nonlocal correlation was shown to be useful for decision-mak-
ing. Thus, the TOW is a dynamical system which describes spatio-
temporal dynamics of a physical object (i.e. an amoeboid organism).
The TOW connected ‘natural phenomena’ to ‘decision-making’ for
the first time. This approach enables us to realise an ‘efficient
decision maker’–an object which can make decisions efficiently.

Here we demonstrate the physical implementation of the TOW
with quantum dots (QDs) and optical near-field interactions by
using numerical simulations. Semiconductor QDs have been used
for innovative nanophotonic devices17,18 and optical near-field inter-
actions have been successfully applied to solar cells19, LEDs20, diode
lasers21 etc. We have already proposed QD systems for computing
applications, such as the constraint satisfaction problem (CSP) and
the satisfiability problem (SAT)22,23. We introduce a new application
for decision-making by making use of optical energy transfer
between QDs mediated by optical near-field interactions.

We use three types of cubic QDs with side lengths of a,
ffiffiffi
2
p

a and
2a, which are respectively represented by QDS, QDM and QDL

[Fig. 1(a)]. We assume that five QDs are one-dimensionally arranged
in ‘L-M-S-M-L’ or ‘M-L-S-L-M’ as shown in Fig. 1(b), where S, M
and L are simplified representations of QDS, QDM and QDL, respect-
ively. Owing to the steep electric fields in the vicinity of these QDs, an
optical excitation can be transferred between QDs through resonant
energy levels mediated by optical near-field interactions24–28. Here we
should note that an optical excitation is usually transferred from
smaller QDs to larger ones owing to energy dissipation processes
occurring at larger QDs (details are described in Supplementary
Information). In addition, an optical near-field interaction follows
Yukawa-type potential, meaning that it could be engineered by inter-
dot distances,

U rð Þ~Aexp {r=að Þ=r, ð1Þ

where r is the inter-dot distance, and A and a are constants29.
When an optical excitation is generated at QDS, it is transferred to

the lowest energy levels in QDLs; we observe negligible radiation
from QDMs. However, when the lowest energy levels of QDLs are
occupied by control lights, which induce state-filling effects, the
optical excitation at QDS is more likely to be radiated from QDMs30.

Here we consider the photon radiation from either left QDML or
right QDMR as the decision of selecting slot machine A and B,
respectively. The intensity of the control light to induce state-filling
at the left and right QDLs is respectively modulated on the basis of the
resultant rewards obtained from the chosen slot machine. We call
such a decision-making system the ‘QD-based decision maker
(QDM)’. The QDM can be easily extended to N-armed (N . 2) cases,
although we demonstrate only the two-armed case in this study.

It should be noted that the optical excitation transfer between QDs
mediated by optical near-field interactions is fundamentally prob-
abilistic; this is described below in detail on the basis of density
matrix formalism. Until energy dissipation is induced, an optical
excitation simultaneously interacts with potentially transferable des-
tination QDs in the resonant energy level. We exploit such probabil-
istic behaviour for the function of exploration for decision-making.

It also should be emphasised that conventionally, propagating
light is assumed to interact with nanostructured matter in a spatially
uniform manner (by a well-known principle referred to as long-
wavelength approximation) from which state transition rules for
optical transitions are derived, including dipole-forbidden transi-
tions. However, such an approximation is not valid for optical
near-field interactions in the subwavelength vicinity of an optical
source; the inhomogeneity of optical near-fields of a rapidly decaying
nature makes even conventionally dipole-forbidden transitions
allowable17,22,23.

We introduce quantum mechanical modelling of the total system
based on a density matrix formalism. For simplicity, we assume one

excitation system. There are in total 11 energy levels in the system: S 1

in QDS; ML1 and ML2 in QDML; LL1, LL2 and LL3 in QDLL; MR1 and
MR2 in QDMR; LR1, LR2 and LR3 in QDLR. Therefore the number of
different states occupying these energy levels is 12 including the
vacancy state, as schematically shown in Fig. 1(b). Because a fast
inter-sublevel transition in QDLs and QDMs is assumed, it is useful
to establish theoretical treatments on the basis of the exciton popu-
lation in the system composed of QDS, QDMs and QDLs, where 11
basis states are assumed, as schematically illustrated in Fig. 1(c).

Results
Here we propose the QDM that is based on the five QD system, as
shown in Fig. 1(b). Through optical near-field interactions, an optical
excitation generated at QDS is transferred to the lowest energy levels
in the largest-size QD, namely the energy level LL1 or LR1. However,
when LL1 and LR1 are occupied by other excitations, the input excita-
tion generated at S1 should be relaxed from the middle-sized QD, that
is, ML1 and MR1. The idea of the QDM is to induce state-filling at LL1

and/or LR1 while observing radiations from ML1 and MR1. If radi-
ation occurs in ML1 (MR1), then we consider that the system selects
machine A (B). We can modulate these radiation probabilities by
changing the intensity of the incident light.

We adopt the intensity adjuster (IA) to modulate the intensity of
incident light to large QDs, as shown at the bottom of Fig. 2. The
initial position of the IA is zero. In this case, the same intensity of
light is applied to both LL1 and LR1. If we move the IA to the right, the
intensity of the right increases and that of the left decreases. In
contrast, if we move the IA to the left, the intensity of the left
increases and that of the right decreases. This situation can be
described by the following relaxation rate parameters as functions

of the IA position j: CLR2~
1

100
{

1
10000

jz
1

100000
, and CLL2~

1
100

z
1

10000
jz

1
100000

.

In advance, we calculated two (right and left) radiation probabil-
ities from ML1 and MR1, namely SA(j) and SB(j), in each of the 201
states (2100 # j # 100) by using the quantum master equation of the
total system (see Supplementary Information). There are 101 inde-
pendent values. Results are shown in Fig. 2 as the solid red line. If j .

0, the intensity of incident light to the LR1 increases (the CLR2

decreases by the amount of j/10, 000), while that to the LL1 decreases
(the CLL2 increases by the amount of j/10, 000). Correspondingly, the
radiation probability SB(j) is larger than SA(j) for j . 0, while the
radiation probability SA(j) is larger than SB(j) for j , 0. For j , 2100,
we used probabilities SA(2100) and SB(2100). Similarly, we used
SA(100) and SB(100) for j . 100.

The dynamics of the IA is set up as follows. The IA position is
moved according to the reward from a slot machine. Here the para-
meter D is a unit of the move.

1. Set the IA position j to 0.
2. Select machine A or B by using SA(j) and SB(j).
3. Play on the selected machine.
4. If a coin is dispensed, then move the IA to the selected

machine’s direction, that is, j 5 j 2 D for A, and j 5 j 1 D
for B.

5. If no coin is dispensed, then move the IA to the inverse dir-
ection of the selected machine, that is, j 5 j 1 D for A, and j 5 j
2 D for B.

6. Repeat step (2).

In this way, the system selects A or B, and the IA moves to the right
or left according to the reward.

Figures 3(a) and (b) demonstrates the efficiency (cumulative rate
of correct selections) for the QDM (solid red line) and the softmax
rule with optimised parameter t (dashed line) in the case where the
reward probabilities of the slot machines are (a) PA 5 0.2 and PB 5
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(c)

Figure 1 | (a) Energy transfer between quantum dots (QDs). Two cubic quantum dots QDS and QDM, whose side lengths are a and
ffiffiffi
2
p

a, respectively, are

located close to each other. Optical excitations in QDS can be transferred to neighbouring structures QDM via optical near-field interactions, denoted by

US1M2
29, because there exists a resonance between the level of quantum number (1, 1, 1) for QDS (denoted by S1) and that of quantum number (2, 1, 1) for

QDM (M2). (b) QD-based decision maker. The system consists of five QDs denoted QDLL, QDML, QDS, QDMR and QDLR. The energy levels in the

system are summarised as follows. The (2, 1, 1)-level of QDML, QDMR, QDLL and QDLR is respectively denoted by ML2, MR2, LL2 and LR2. The (1, 1, 1)-

level of QDML, QDMR, QDLL and QDLR is respectively denoted by ML1, MR1, LL1 and LR1. The (2, 2, 2)-level of QDLL and QDLR is respectively denoted by

LL3 and LR3. The optical near-field interactions are US1Mi2 , US1Li3 , UMi2Li3 and UMi1Li2 i~L, Rð Þ. (c) Schematic summary of the state transitions. Shown are

the relaxation rates CLL3 , CLL2 , CML2 , CMR2 , CLR3 and CLR2 , and the radiative decay rates cLL1
, cML1

, cS1
, cMR1

and cLR1
.

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 3 : 2370 | DOI: 10.1038/srep02370 3
89



0.8 and (b) PA 5 0.4 and PB 5 0.6. In these cases, the correct selection
is ‘B’ because PB is larger than PA. These cumulative rates of correct
selections are average values for each 1, 000 samples. Hence, each
value corresponds to the average number of coins acquired from the
slot machines. Even with a non-optimised parameter D, the perform-
ance of the QDM is higher than that of the softmax rule with opti-
mised parameter t, in a wide parameter range of D 5 10–100
although we show only the D 5 50 case in Figs. 3(a) and (b).

Figure 3(c) shows the adaptability (percentage of correct selec-
tions) for the QDM (red line) and the softmax rule (black line).
The parameter t of the softmax rule was optimised to obtain the
fastest adaptation. The switching occurs at time steps t 5 3, 000
and 6, 000. Up to t 5 3, 000, the systems adapt to the initial envir-
onment (PA 5 0.4 and PB 5 0.6). Between t 5 3, 000 and 6, 000, the
systems adapt to the new environment (PA 5 0.6 and PB 5 0.4).
Beyond t 5 6, 000, the systems adapt to the first environment again
(PA 5 0.4 and PB 5 0.6). It is noted that we set b 5 0 at the switching
points because the softmax rule cannot detect the environmental
change. Nevertheless, the adaptation (slope) of the QDM was found
to be faster (steeper) than that of the softmax rule to the initial
environment (PA 5 0.4 and PB 5 0.6) as well as to the new envir-
onment (PA 5 0.6 and PB 5 0.4). Thus, we can conclude that the
QDM has better adaptability than the softmax rule.

Discussion
In summary, we have demonstrated a QDM on the basis of the
optical energy transfer occurring far below the wavelength of light
by using computer simulations. This paves a new way for utilising
quantum nanostructures and inherent spatiotemporal dynamics of

optical near-field interactions for totally new application, that is,
‘efficient decision-making’. Surprisingly, the performance of the
QDM is better than that of the softmax rule in our simulation studies.
Moreover, the QDM exhibits superior flexibility in adapting to envir-
onmental changes, which is an essential property for living organ-
isms to survive in uncertain environments.

Finally, there are a few additional remarks. First, it has been
demonstrated that the optical energy transfer is about 104 times more
energy efficient as compared with the bit-flip energy of conventional
electrical devices31. Furthermore, nanophotonic devices based on
optical energy transfer with such energy efficiency have been experi-
mentally demonstrated, including input and output interfaces with
the optical far-field32. These studies indicate that the QDM is highly
energy efficient. The second remark is about the experimental imple-
mentation of size- and position-controlled quantum nanostructures.
Kawazoe et al. successfully demonstrated a room-temperature-oper-
ated two-layer QD device by utilising highly sophisticated molecular
beam epitaxy (MBE)17. In addition, Akahane et al. succeeded in
realising more than 100 layers of size-controlled QDs33. Besides,
DNA-based self-assembly technology can also be a solution in realis-
ing controlled nanostructures34. Other nanomaterial systems, such as
nanodiamonds35, nanowires36, nanostructures formed by droplet
epitaxy37, have also been showing rapid progress. These technologies
provide feasible solutions. Finally, in the demonstration of decision-
making in this study, for simplicity, we dealt with restricted pro-
blems, namely, PA 1 PB 5 1. However, general problems can also
be solved by the extended QDM although the IA dynamics becomes a
bit more complicated. The IA and its dynamics can also be imple-
mented by using QDs.

Figure 2 | Intensity adjuster (IA) and difference between radiation probabilities from ML1 and MR1. The difference between radiation probabilities

SB(j) 2 SA(j) as a function of the IA position j, which are calculated from the quantum master equation of the total system, is denoted by the solid red line.

Here we used the parameters CLR2 ~
1

100
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. As supporting information, the dashed line denotes

the case where CLR2 ~
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Methods
Calculation of radiation probabilities SA(j) and SB(j). Using the quantum Liouville
equation (see Supplementary Information), we can calculate the probabilities of
radiation from ML1 and MR1. We used the following relaxation rate and radiative

decay parameters as shown in Fig. 1(c), cS1
~

1

2ð Þ31,000
, cMR1

~
1ffiffiffi

2
p� �3

1,000
,

cML1
~

1ffiffiffi
2
p� �3

1,000
, cLR1

~
1

1,000
, cLL1

~
1

1,000
, CMR2 ~

1
10

, CLR3 ~
1

10
,

CLR2 ~
1

100
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1
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jz
1

100,000
, CML2 ~

1
10

, CLL3 ~
1

10
and CLL2 ~

1
100

z

1
10,000

jz
1

100,000
, where j represents the position of the intensity adjuster (IA).

Note that we used the following optical near-field interaction parameters so that
the QDs are one-dimensionally arranged in ‘‘M-L-S-L-M’’ order for this calculation:

US1MR2 ~
1

10,000,000
, US1LR3 ~

1
100

, UMR2LR3 ~
1

10,000
, UMR1LR2 ~

1
10,000

,

US1ML2 ~
1

10,000,000
, US1LL3 ~

1
100

, UML2 LL3 ~
1

10,000
and UML1 LL2 ~

1
10,000

. Here

we used A 5 0.1 and a 5 1029 for the parameters in eq.(1). Then, the distance between
QDS and QDL (r1) is 20 nm, and the distance between QDL and QDM (r2) is 24.5 nm,

such that U r1ð Þ~
1

100
and U r2ð Þ~

1
10,000

. Finally, we obtained two radiation

probabilities whose maximum ratio is 8520.82. The difference between radiation
probabilities, SB(j) 2 SA(j), is shown by the solid red line in Fig. 2.

Algorithms. Softmax rule. In the softmax rule, the probability of selecting A or B,
P’A tð Þ or P’B tð Þ, is given by the following Boltzmann distributions:

P’A tð Þ~ exp bQ’A tð Þ½ �
exp bQ’A tð Þ½ �zexp bQ’B tð Þ½ � , ð2Þ

P’B tð Þ~ exp bQ’B tð Þ½ �
exp bQ’A tð Þ½ �zexp bQ’B tð Þ½ � , ð3Þ

where Q’k k[ A,Bf gð Þ is the estimated reward probability of slot machines k, denoted
by Pk, and ‘temperature’ b is a parameter. These estimates are given as,

Q’k tð Þ~ Wk tð Þ
Mk tð Þ , ð4Þ

Wk tð Þ~wk tð ÞzaWk t{1ð Þ, ð5Þ

Mk tð Þ~mk tð ÞzaMk t{1ð Þ: ð6Þ

Here wk(t) (kg{A, B}) is 1 if a reward is dispensed from machine k at time t, otherwise
0, and mk(t) (kg{A, B}) is 1 if machine k is selected at time t, otherwise 0. a is a
parameter that can control the forgetting of past information. We used a 5 1 for
Figs. 3(a) and (b), and a 5 0.999 for (c).

In our study, the ‘temperature’ b was modified to a time-dependent form as
follows:

b tð Þ~t:t: ð7Þ

Here, t is a parameter that determines the growth rate. b 5 0 corresponds to a random
selection, and b R ‘ corresponds to a greedy action. Greedy action means that the
player selects A if Q’AwQ’B , or selects B if Q’AvQ’B .

Figure 3 | (a) Efficiency comparison 1. The efficiency comparison between the QDM and the softmax rule is for slot machine reward probabilities of PA 5

0.2 and PB 5 0.8. The cumulative rate of correct selections for the QDM with fixed parameter D 5 50 (solid red line) and the softmax rule with optimised

parameter t 5 0.40 (dashed line) are shown. (b) Efficiency comparison 2. The efficiency comparison between the QDM and the softmax rule for PA 5 0.4

and PB 5 0.6. The cumulative rate of correct selections for the QDM with fixed parameter D 5 50 (solid red line) and the softmax rule with optimised

parameter t 5 0.25 (dashed line) are shown. (c) Adaptability comparison. The adaptability comparison between the QDM and the softmax rule for PA 5

0.4 and PB 5 0.6. In every 3,000 steps, two reward probabilities switch. The percentage of correct selections for the QDM with fixed parameter D 5 50 (red

line), and the softmax rule with the optimised parameter t 5 0.08 (black line) are shown. In this simulation, we used the forgetting parameter a 5 0.999

(see Methods).
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Dynamics of the intensity adjuster. We adopt the IA to modulate the intensity of
incident light to large QDs as shown at the bottom of Fig. 2. The dynamics of the IA
also uses estimates Qk (kg{A, B}) which are different from those of the softmax rule.
The IA position j is determined by

j~floor QB{QAð Þ, ð8Þ

Qk tð Þ~rk tð ÞzaQk t{1ð Þ, ð9Þ

where the function floor(x) truncates the decimal point. rk(t) (kg{A, B}) is D if a
reward is dispensed from the machine k at time t, 2D if a reward is not dispensed
from the machine k and 0 if the system does not select the machine k. Here D is a
parameter and a is also a parameter that can control forgetting of past information.
We used a 5 1 for Figs. 3(a) and (b), and a 5 0.999 for (c).

If we set a 5 1, the dynamics can be stated by the following rules.

1. If a coin is dispensed, then move the IA to the selected machine’s direction, that
is, j 5 j 2 D for A and j 5 j 1 D for B.

2. If a coin is not dispensed, then move the IA to the inverse direction of the
selected machine, that is, j 5 j 1 D for A and j 5 j 2 D for B.
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Brightening of excitons in carbon nanotubes on
dimensionality modification
Yuhei Miyauchi1,2*, Munechiyo Iwamura1, Shinichiro Mouri1, Tadashi Kawazoe3, Motoichi Ohtsu3

and Kazunari Matsuda1

Despite the attractive one-dimensional characteristics of
carbon nanotubes1, their typically low luminescence quantum
yield, restricted because of their one-dimensional nature2–9,
has limited the performance of nanotube-based light-emitting
devices10,11. Here, we report the striking brightening of excitons
(bound electron–hole pairs)12,13 in carbon nanotubes through an
artificial modification of their effective dimensionality from one
dimension to zero dimensions. Exciton dynamics in carbon
nanotubes with luminescent, local zero-dimension-like states
generated by oxygen doping14 were studied as model
systems. We found that the luminescence quantum yield of
the excitons confined in the zero-dimension-like states can be
more than at least one order larger (∼18%) than that of the
intrinsic one-dimensional excitons (typically ∼1%), not only
because of the reduced non-radiative decay pathways but also
due to an enhanced radiative recombination probability
beyond that of intrinsic one-dimensional excitons. Our findings
are extendable to the realization of future nanoscale photonic
devices including a near-infrared single-photon emitter oper-
able at room temperature.

The low luminescence quantum yield of semiconducting carbon
nanotubes (hereafter, termed (carbon) nanotubes), which is typi-
cally, at most, only a few percent for dispersed nanotubes7,8,15–17,
is deeply related to their one-dimensional nature. The balance
between radiative and non-radiative relaxation rates (that is, the
probability) of electron–hole bound states, termed excitons12,13,
determines the nanotube luminescence quantum yield. Fast non-
radiative decay, which dominates exciton recombination in nano-
tubes and results in their low luminescence quantum yield, is
mainly caused by the quenching of one-dimensional mobile exci-
tons due to the rapid collision between these excitons and local
quencher states, which include nanotube defects and end sites4–6,8,9.
Moreover, the temperature-limited radiative relaxation rate
(/T21/2), characteristic of one-dimensional excitons, substantially
reduces the quantum yield at room temperature2,3,7. Efforts to
improve the luminescence quantum yield by reducing the defect
quenching of excitons18,19 have been reported. Conversely, if a
local defect is not an exciton quencher18–20 but is luminescent by
virtue of appropriate local electronic structures14,21–25, the local
state may function as a zero-dimension-like quantum state that cap-
tures mobile excitons and converts them to photons (as shown in
Fig. 1) with a radiative relaxation rate possibly lying beyond that
of intrinsic one-dimensional excitons. Therefore, one-dimensional
nanotubes with luminescent, local zero-dimension-like states offer
a unique opportunity for photophysical investigation of nearly
ideal zero-dimensional–one-dimensional hybrid systems.
Moreover, understanding the excitonic properties of these states

can lead to the development of novel strategies for brightening
nanotube excitons beyond the intrinsic limit for future
photonics applications.

We examined the excitonic characteristics of luminescent, local
zero-dimension-like states embedded in one-dimensional carbon
nanotubes. Figure 2a shows photoluminescence excitation maps
of carbon nanotubes with and without the doping of oxygen
atoms that generate these local states14. The distinct luminescence
peak at E11* (�1.07 eV) appears after oxygen-doping treatment14

(see Methods and Supplementary Section S1), while the change in
the intrinsic luminescence feature at E11 (�1.25 eV) is small. The
luminescence peak at E11* has been attributed to light emission
from the zero-dimension-like local states generated by oxygen
doping in carbon nanotubes14. The excitation maxima at E11 and
E11* are coincident with the second sub-band exciton energy E22
of (6,5) nanotubes, indicating that the photogenerated intrinsic
excitons are converted into local excitons with energy E11*.

Figure 1 | Schematic of a carbon nanotube with a luminescent local state.

A photoexcited intrinsic exciton is mobile along the nanotube axis (blue

spot). When the mobile exciton collides with a local state (red spot), where

the exciton energy becomes lower than that of the intrinsic state, the mobile

exciton can be trapped by the local state. If the local state has no efficient

non-radiative decay paths, it should work as a luminescence centre, and the

exciton can decay radiatively by emitting a photon.
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Hereafter, we denote the intrinsic exciton state with energy Eii as
Xii , and the oxygen-derived local states with energy E11* as
X11*. Figure 2b compares the absorption spectra of pristine
(non-doped) and oxygen-doped nanotubes. The distinct absorption
peaks of intrinsic X11 and X22 excitons of (6,5) nanotubes are
almost unchanged, and there are no prominent absorption
features originating from the X11* excitons around E11*. The small
changes in the absorption spectra indicate that the number
density of the X11* sites is very small (deduced to be on the order
of one X11* site per micrometre; Supplementary Section S4), and
most parts of the nanotubes, except for the oxygen-doped sites,
remain unchanged.

Figure 2c–h compares the photoluminescence and absorption
spectra of various oxygen-doped nanotubes with different X11*
peak intensities, which reflect the variable density of the local
X11* states. We see a considerable change in the photoluminescence
spectra of the pristine nanotubes, as shown in Fig. 2c–e. As the inte-
grated photoluminescence intensity of the X11 peak at E11 (I11)
decreases slightly, that of the X11* peak at E11* (I11*) appears and
increases drastically.

In Fig. 3a we plot the integrated photoluminescence intensity of
the X11* state, I11*, as a function of the decreasing X11 photolumi-
nescence intensity DI11. Here, DI11 is defined as DI11¼ |I11 2 I0|,
where I0 is the X11 photoluminescence intensity of the pristine
nanotubes. A linear relationship was found to exist between
the change in I11 (DI11) and the value of I11*, as indicated by the
dotted, straight line in Fig. 3a, where the slope of the line,
I11*/DI11, is 7.5+0.6. This linear relation contains rich information
on the photophysical parameters of the zero-dimension-like
X11* states.

In this study, as shown in Fig. 3b, we consider the migration (dif-
fusion) of the intrinsic one-dimensional excitons along the nano-
tube and the successive trapping at extrinsic local quenching sites
(defect sites), with a density of nq, or at local luminescent sites

(X11* sites), with a density of nx. Based on a one-dimensional diffu-
sion-limited exciton contact-quenching mechanism8,9 that predicts
the luminescence quantum yield h of one-dimensional excitons,
where h/ (nqþ nx)22, the ratio of I11* to DI11 (for DI11 ≪ I0) is
evaluated as (Supplementary Section S2)

I11
∗

DI11
≤ 1

2
h∗

h0

( )
E11

∗

E11

( )
(1)

where h0 and h* are the luminescence quantum yields of an exciton
in the X11 (non-doped) and X11* states, respectively. Hence, a linear
relationship between I11* and DI11 is expected for small DI11. From
equation (1), a value of h*/h0 ≥ 18+1 is derived from the exper-
imental results in Fig. 3a. That is, the quantum yield of a single
X11* site is at least �18 times larger than that obtained from a
X11 state. Thus, at room temperature, the luminescence quantum
yield of the X11* state, h*, is estimated to be h* ≥ 18+6%, given
that the quantum yield of the X11 excitons is h0 ¼ 1.0+0.3%, as cal-
culated from the reported radiative lifetime of 1.6+0.3 ns (ref. 8)
and the observed photoluminescence decay of X11 excitons,
described in the following (Supplementary Section S3).

To clarify the mechanism of the large quantum yield enhance-
ment of the X11* states discussed above, we examined photolumi-
nescence decay in pristine and oxygen-doped nanotubes
(Fig. 4a,b). Clearly, the photoluminescence decay of the X11* exci-
tons at E11* (red filled circles in Fig. 4b) is much slower than that
of the X11 excitons at E11. We conducted a numerical fitting pro-
cedure of the intensity decay I 11

(*)(t) using the stretched exponential
function exp[2(t/t0)1/2] with a characteristic timescale t0 for the
E11 photoluminescence decay based on a kinetic model of the diffu-
sion-limited one-dimensional exciton contact quenching8, and
using the double exponential functions for the decay of the one-
dimension-like X11* excitons at E11* (Supplementary Section S3).
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Figure 2 | Optical spectra of carbon nanotubes with luminescent local states. a, Photoluminescence excitation maps of nanotubes before (pristine) and

after (O-doped) oxygen-doping treatment. Vertical and horizontal axes correspond to the excitation and emission photon energies, respectively. Colours in

the map correspond to the photoluminescence intensity (white being the highest and black the lowest). b, Optical absorption spectra of the pristine (black
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the various nanotubes with variable oxygen-doping measured under E22 energy excitation (2.175 eV). The slight differences observed for the pristine spectra

are due to the use of different batches of starting material. f–h, Optical absorption spectra of various nanotubes around the E11 energy. The

photoluminescence and absorption spectra with the same background colours [(c,f), (d,g), (e,h)] were taken from the same nanotubes. In c–h, the black and

red solid curves correspond to optical spectra of pristine and oxygen-doped carbon nanotubes, respectively.
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Here, we define a quantity kt (*)l¼
�

0
1I11

(*)(t)/I11
(*)(0)dt, which cor-

responds to the time-integrated exciton number normalized by the
initial exciton number and related to h0 and h* as h0¼ tR

21kt l and
h*¼ tR

*21kt*l, respectively, where tR and tR* are the radiative life-
times of the X11 and X11* states, respectively. From the fitting pro-
cedure (Supplementary Section S3), the values ktl¼ 16+4 ps and
kt*l¼ 95+7 ps are obtained. This contributes to an enhancement
of the quantum yield of the X11* excitons equivalent to approxi-
mately six times that of the intrinsic X11 excitons.

The further quantum yield enhancement necessary to account
for the net 18× quantum yield enhancement is attributed to the
shortened radiative lifetime. Considering the experimentally esti-
mated values of h*/h0 ≥ 18+1 and ktl/kt*l¼ 0.17+0.04 ≈ 1/6,
the ratio of the radiative lifetimes can be evaluated through the
relation tR/tR*¼ (h*/h0)(ktl/kt*l) as tR/tR* ≥ 3.0+0.8, which
indicates that the radiative decay rate of the X11* exciton (1/tR*)
is more than approximately three times that of the intrinsic X11
excitons (1/tR).

Let us now discuss the mechanisms of the reduced non-radiative
decay rate, given as a factor of 1/6× (the extended exciton lifetime),
and the enhanced radiative decay rate, given as a factor of ≥3× (the
shortened radiative lifetime), of the X11* excitons relative to the X11
excitons. First, the reduced non-radiative exciton decay is mainly
attributed to exciton immobilization by the localization effect.
Once the mobile exciton is stopped at a local X11* state, the
exciton can avoid collision with quenching sites and live longer,
which contributes to the �6× quantum yield enhancement. If

only this 6× enhancement is considered, the quantum yield is eval-
uated to be 6+2%, which is close to the quantum yield of �7% esti-
mated for a clean air suspended nanotube26.

The dimensionality modification of the excitons is more critical
for understanding the further quantum yield enhancement than
recovering the original quantum yield of intrinsic one-dimensional
excitons. Because of the one-dimensional nature of the intrinsic X11
excitons, their effective radiative decay rates are limited by the
momentum mismatch between photons and thermally excited exci-
tons in the one-dimensional band dispersion2,3,7. This restriction is
responsible for the characteristic one-dimensional radiative decay
rate that is proportional to T21/2. In contrast, the spatially localized
zero-dimension-like states should be free from this momentum
restriction, which could lead to enhancement of the radiative
decay rate. Considering the possible E11 homogeneous line width
of at least 10 meV at room temperature7, however, the enhancement
factor due to this effect is at most 1.6. Hence, to fully explain the
enhancement of the radiative decay rate by a factor of 3+0.8, an
additional enhancement mechanism of a factor of at least 1.9+0.5
is required.

The remaining issue that should be addressed before we further
discuss the enhancement mechanism is whether there is a lower-
lying dark (optically forbidden) X11* exciton state. If a lower-lying
dark state exists, the effective radiative decay rate of excitons can
be reduced due to the accumulation of excitons in this dark state,
as is actually the case for the intrinsic X11 excitons2,3. In contrast,
if there is no X11* dark state, excitons in the X11* sites can be free
from the restriction caused by the dark state and may achieve a
larger effective radiative decay rate. To examine this issue, we con-
ducted temperature-dependent photoluminescence studies
(Fig. 4c–e). The major findings are summarized as follows. The
temperature-dependent variations of both I11 and I11* in the low-
temperature range shown in Fig. 4d,e are reproduced well by consid-
ering exciton diffusional transport and reduction of the bright
exciton population due to the existence of lower-lying dark states,
not only in the X11 states, but also in the X11* states, which is con-
sistent with a theoretical prediction of an impurity-bound exciton in
carbon nanotubes27 (Supplementary Sections S5, S6). From the
numerical fitting results, we infer the existence of the X11* dark
state, eventually leading to no significant change in the X11* effective
radiative decay rate compared to that of the X11 excitons at room
temperature (Supplementary Section S6).

Given the negligible change related to the existence of the dark
state, we attribute the remaining enhancement of the radiative
decay rate by a factor of �2 to the increased oscillator strength
due to the squeezing of an exciton in the zero-dimension-like
X11* state, which is known as the ‘giant-oscillator-strength effect’
of a localized exciton28. The radiative decay rate tR

21 and the oscil-
lator strength f of an exciton follow the relation tR

21/ E2f, where
E is the exciton energy and f is approximately inversely proportional
to the average electron–hole separation, that is, the exciton size in a
one-dimensional nanotube. Hence, the radiative decay rate can be
enhanced by a factor of �2 for an exciton squeezed to be �40%
of its original size, considering the different exciton energies E11
and E11*. From the size of the X11 exciton29 (�2 nm in (6,5) nano-
tubes), the size of the X11* exciton is deduced to be �0.8 nm.

Our findings regarding the strongly enhanced luminescence
properties of sparsely distributed, zero-dimension-like excitonic
states beyond the intrinsic properties in one-dimensional carbon
nanotubes will stimulate research on the physics of zero-dimen-
sional–one-dimensional hybrid systems. Furthermore, the findings
presented here will allow the development of nanotube-based
novel optoelectronic devices while utilizing the advantages of both
zero-dimensional and one-dimensional electronic systems, such as
a near-infrared single-photon emitter21 driven by direct carrier-
injection30 that can be operated even at room temperature.
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Figure 3 | Relationship of luminescence intensities from mobile and local

excitons. a, Integrated photoluminescence intensity of the X11* peak (I11*) as

a function of the absolute value of the change in photoluminescence

intensity of the X11 peak DI11. I11* and DI11 are normalized by the

photoluminescence intensity of the X11 peak (I0) of pristine (non-doped)

nanotubes. The integrated photoluminescence intensities are evaluated by

peak decomposition procedures, where the X11* peak is fit by a Voigt

function, and where the weak and broad intensity tail of the lower energy

side is not included as I11*. b, Schematic of exciton migration and successive

trapping by local quenching sites (including the end sites of nanotubes) with

density nq or by local luminescent (X11*) sites with density nx.
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Methods
Sample preparation. The oxygen-doped (6,5) carbon nanotubes dispersed in a D2O
solution used in this work were prepared with ozone using the procedure reported
by Ghosh et al.14, but the experimental conditions and parameters were considerably
modified so that the broadening of the absorption peak14, indicating the degradation
of the intrinsic part of the nanotubes, could be minimized. Details of the sample
preparation procedure are described in Supplementary Section S1. In short, (6,5)-
rich CoMoCAT nanotubes were isolated by dispersion in D2O with 0.2% (wt/vol)
sodium dodecyl benzene sulphonate (SDBS), 60 min of moderate bath sonication,
40 min of vigorous sonication with a tip-type sonicator, and centrifugation at
130,000g for 4 h. A 0.75 ml volume of D2O, containing dissolved ozone with variable
density, was added to the resulting 2 ml of isolated nanotube dispersion. For the
control samples that were denoted as ‘pristine’ (non-doped) nanotubes, 0.75 ml of
D2O was added without dissolved ozone. The samples were left under a lighted desk
lamp (�5 mW cm22), typically overnight, before conducting the optical
measurements. In our protocol, the relative oxygen-doping level (number density of
the X11* site) was mainly controlled by the density of ozone dissolved in the D2O
solution. The relation between I11* and the estimated absorbance of ozone at 260 nm
in the added D2O solution is presented in Supplementary Fig. S2. The moderately
oxygen-doped nanotubes utilized for the temperature-dependent
photoluminescence measurements were deposited on a membrane filter and dried in
vacuum before the measurements. Further details of the sample preparation
protocols and parameters are presented in Supplementary Section S1.

Optical measurements and data analysis. Continuous-wave absorption and
photoluminescence spectra of dispersed nanotubes in D2O were measured at room
temperature using a near-infrared spectrometer with monochromated incident light.
All the optical measurements at room temperature were conducted on the liquid
samples in optical quartz cells. The time-resolved photoluminescence decay profiles
of the dispersed nanotubes in D2O were recorded at room temperature using a time-
correlated, single-photon counting technique under pulsed laser excitation
(80 MHz, �6 ps pulse duration with a photon energy of 1.378 eV) with a liquid-
nitrogen-cooled near-infrared photomultiplier attached with a microchannel plate.
The photoluminescence from each peak feature (E11 or E11*) was separated using
optical filters with a bandpass of �0.1 eV. The time-resolved measurements were
conducted on the same nanotubes for which the photoluminescence excitation maps
shown in Fig. 2a were taken. We fitted the data using the convolution of the
instrumental response function (IRF) with model functions to obtain the original
photoluminescence decay profiles (Supplementary Section S3). Temperature-
dependent photoluminescence measurements were performed on the as-deposited
samples attached to the cold finger of a liquid-helium-cooled microscopy cryostat,
with monochromated light from a broadband light source (Fianium, SC450) used
for photoexcitation. The measurements were conducted with an excitation energy of
2.175 eV (570 nm), corresponding to the second sub-band exciton energy E22 of

(6,5) nanotubes. The photoluminescence peaks of the nanotubes cast on a
membrane filter were broadened, suggesting a more inhomogeneous environment
for the cast nanotubes than that of the micelle-suspended nanotubes. We confirmed
that the temperature-dependent variation of the E22 exciton energy is sufficiently
small by observing the photoluminescence excitation spectra at 5 K and 298 K.
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Abstract We have previously demonstrated a novel

technique for autonomously forming a nanophotonic

droplet, which is micro-scale spherical polymer structure

that contains paired heterogeneous nanometric compo-

nents. The sort-selectivity and alignment accuracy of the

nanometric components in each nanophotonic droplet, and

the related homogeneity of the optical function, are due to a

characteristic pairing process based on a phonon-assisted

photo-curing method. The proposed method requires irra-

diating a mixture of components with light to induce

optical near-field interactions between each component,

and subsequent processes based on these interactions. The

pairing yield of components via the interactions is con-

sidered to mainly depend on the frequency of their

encounters and the size-resonance effect between encoun-

tered components. In this paper, we model these two fac-

tors by individual stochastic procedures and construct a

numerical model to describe the pairing process. Agree-

ment between the results of numerical and experimental

demonstrations shows the validity of our stochastic

modeling.

1 Introduction

Nanophotonic devices utilize local interactions between

nanometric components via dressed photon (DP), which

have been proposed to meet the requirements of future

optical technologies [1]. A DP is a quasi-particle repre-

senting the coupled state of a photon and an electron in a

nanometric space [2]. DPs can excite multi-mode coherent

phonons in the components during the interactions, and the

DPs and phonons can electrically couple with each other

[3–6]. The quasi-particle representing this coupled state has

been named a dressed-photon–phonon (DPP). In particular,

utilization of the energy transfer between semiconductor

quantum dots (QDs) based on such interactions has been

experimentally demonstrated, and novel functions and

characteristic features have been realized [7–10]. One of

the fundamental problems faced in using micro- and nano-

scale physics to realize practicable nanophotonic devices

and systems is the difficulty of establishing appropriate

mechanisms for inducing the intended optical functions,

which can be directly applied to macro-scale applications.

At the same time, mass-production and uniform quality are

also essential.

Self-assembly is one promising method of resolving such

difficulties [11–14]. Also, several self-assembly methods for

constructing nanophotonic devices have been developed

[3,15–17]. Previously, the authors reported an autonomous

technique for producing nanophotonic droplets [18]. A na-

nophotonic droplet is a micro-scale spherical structure that

contains coupled QDs encapsulated by a locally cured photo-

curable polymer. As has been experimentally verified [19],

the produced nanophotonic droplets exhibit homogeneous

sizes, shapes, and optical properties due to their autonomous

formation process. During the process, a mixed solution of

heterogeneous QDs and polymer is continuously irradiated

with incident light having a lower photon energy than the

activation energy of the polymer to induce DPP-mediated

optical near-field interactions between the components and a

subsequent phonon-assisted process [3–6]. The process
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realizes multistep excitation via excited phonon levels,

allowing the polymer to be cured by such low-photon-energy

light. The essential point is that this process occurs only

when heterogeneous QDs possess appropriate sizes, which

has been called a size-resonance, and also electronic energy

conditions.

The efficiency of the phonon-assisted process depends

on the velocity-fluctuation of components in the mixed

solution in addition to the size-resonance effect [20]. As

theoretically reported in [20], the energy of the DPP-

mediated optical near-field interactions between two

nanometric structures is expected to be maximized when

the sizes of the two components are similar. Because the

phonon-assisted process for the coupling of QDs is fun-

damentally based on the DPP-mediated optical near-field

interactions between the QDs, QDs with similar sizes are

preferably coupled with each other due to the size-reso-

nance effect. Therefore, if the sizes of the encountered QDs

are quite similar so that they exhibit size-resonance, the

phonon-assisted process is induced, and the encountered

QDs are successfully coupled with each other.

In this paper, we focus on fluctuating behaviors of

components in the mixed solution during the coupling

process. In order to discuss fundamentals of the behaviors,

we constructed a numerical model that consists of two

individual stochastic procedures corresponding to the

fluctuation and the size-resonance. Here, we considered

thermal equilibrium state of the mixed solution in a finite

temperature in which velocities of its components are

distributed along Maxwell–Boltzmann distribution law. In

such case, fluctuating behavior of each component is often

simply described by using random walk model. First, we

briefly review the basics of our phonon-assisted coupling

process for forming a nanophotonic droplet. Then, we

describe some experimental demonstrations. Finally, we

propose a stochastic model of the coupling process and

verify the validity of our model by comparison with the

results of experimental demonstrations.

2 Basics of forming nanophotonic droplet

In our proposed method for producing nanophotonic

droplets, a mixed solution of QDs and photo-curable

polymer is illuminated by the light to generate DPP around

each QD for fixing and coupling QDs by local-curing of the

polymer via the phonon-assisted process based on DPP-

mediated optical near-field interactions.

An overview of our proposed method is schematically

shown in Fig. 1a. The sequence of forming a nanophotonic

droplet is divided into two steps: coupling and encapsu-

lating. We assume a mixed solution of two sorts of heter-

ogeneous QDs, called QDA and QDB, and a photo-curable

polymer. In order to induce the sequence, the mixed

solution is illuminated by assisting light having photon

energy hvassist. The transition energies of QDA and QDB are

represented by EA:trans and EB:trans, respectively, and the

activation energy of the photo-curable polymer is repre-

sented by Epoly:act. The following process is induced

only when their energy conditions fulfill EA:trans

\hvassist\Epoly:act\EB:trans. If the volume densities of the

QDs are low, resulting in the long separation between both

QDs, only QDAs spontaneously emit light with the

appropriate energy upon absorbing the assisting light. In

this case, no physical or chemical reactions occur. How-

ever, if the volume densities of the QDs are sufficiently

high, resulting in a sufficiently short separation between

each other, multistep energy excitation of the photo-
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Fig. 1 a Schematic diagram of nanophotonic droplet formation,

consisting of pairing and encapsulating processes based on a phonon-

assisted photo-curing method. b Detailed diagram of the pairing

process, considering the effects of velocity-fluctuation and size-

resonance between QDA and QDB
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curable polymer occurs due to DPP-mediated optical near-

field interactions with neighboring QDAs and QDBs, and

the photo-curable polymer is subsequently cured. Although

there is a subsequent process of encapsulating the coupled

QDs by the spontaneous emission of optical energy from

the QDs, we focus only on the coupling process in this

paper, because the actual electronic transitions involved in

the encapsulating process has been described in the

authors’ previous paper [18].

The detailed coupling process is schematically shown in

Fig. 1b. As shown, two factors are considered before and

after an encounter, namely, the velocity-fluctuation of QDs

for encountering each other and the size-resonance

between the encountered QDs, respectively. The former

mainly depends on the temperature, i.e., the energy of the

fluctuation in the mixed solution. Because higher mobility

causes higher frequency of encounter, the temperature of

the mixed solution directly affects the pairing process.

Then, if the QDs encounter, the size-resonance must gov-

ern the efficient induction of the DPP-mediated optical

near-field interactions between encountered QDs [19].

3 Experimental formation of nanophotonic droplet

In order to verify the size-resonance in the pairing process,

three kinds of CdSe QDs (QDA) (CdSe546, CdSe557, and

CdSe578; Ocean Optics, Inc., Evidot) were individually

used for coupling with the CdS QDs (QDB) (CdS415; NN-

Labs, LLC., Nanocrystals). The QDs exhibited evidently

different emission spectra, as shown in Fig. 2b. A mixed

solution of the QD solutions and a UV-curable polymer

(Tesk Co., Ltd.; A1527) was illuminated assisting light

emitted from a 120 mW laser diode having a photon

energy of 2.33 eV. Figure 2a shows the relevant energy

levels of QDs and UV-curable polymer molecule in the

following experiment. These experimental conditions ful-

fill the previously described energy conditions for inducing

the phonon-assisted photo-curing to form nanophotonic

droplets. The total amount of mixed solution was limited to

50 lL to maintain spatially uniform illumination by the

assisting light. This volume contained about 1014 CdSe

QDs and about 1015 CdS QDs. Under these experimental

conditions, the QDs can be assumed to encounter each

other at a sufficiently high frequency to induce the phonon-

assisted process efficiently.

After 3 h of illumination by the assisting light, the cured

substances were extracted from the mixed solution by

centrifugation at 10,000 rpm for 5 min. The extracted

cured substances, containing a large number of nanopho-

tonic droplets, were dispersed in a toluene solution and

uniformly spin-coated on a Si substrate. Figure 3a, b,

respectively, show SEM images and microscope emission

images under UV light illumination. As shown, homoge-

neous-sized spherical nanophotonic droplets were suc-

cessfully obtained, exhibiting bright emission light spots.

4 Size- and temperature-dependencies in the formation

process

The nanophotonic droplet formation process is studied by

measuring the temporal evolution of their emission spectra
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verify the size-dependency, three sorts of CdSe QDs were individ-

ually used. b Emission spectra of QDs under UV light irradiation

Fig. 3 a SEM images and b microscope emission images of formed

nanophotonic droplets
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while radiating the assisting light. As we previously

reported in [19], because each QD preferably make a pair

with another QD of similar size due to the size-resonance

effect [20], emission from paired CdSe QDs decreases as a

result of the energy transfer to its partner of the pairing, i.e.,

to CdS QD with resonant size. As a result, the peak photon

energy of the total emission spectrum from CdSe and CdS

necessarily shifts. The magnitude of the shift depends on

the sizes of these QDs. Moreover, because only paired QDs

are allowed to transfer the irradiated optical energy to the

surrounding polymer for its activation, the light intensity of

the emission from paired QDs necessarily decreases in the

formation process of nanophotonic droplets.

Figure 4a shows the experimentally obtained temporal

evolution of the emission spectra from CdSe QDs in a

mixed solution of CdSe557 QDs, CdS415 QDs, and UV-

curable polymer during irradiation with assisting light.

Their peak photon energies and their emission intensities

are plotted as a function of time in Fig. 4b, which

monotonously change, as are expected. Here, we focus on

the shift of the peak photon energy and describe below.

Figure 5a shows the magnitude of the shift in photon

energy during the pairing between CdS415 QDs, and

CdSe546, CdSe557, and CdSe578 QDs. In this figure, because

average size of the CdSe557 QDs is tuned to size-resonant

to the CdS415 QDs, they showed the steepest gradient of the

blue shift in the photon energy. On the other hand, the

average sizes of CdSe546 and CdSe578 are slightly off-res-

onant to CdS415 QDs, resulting in red shift, which is

exhibited at an early phase in the coupling process, from 0

to 30 min. The magnitude of such the red shift depends on

the degree of off-resonance.

Next, to verify the dependence of the velocity-fluctua-

tion on the temperature during the pairing process, further

experiments were performed to measure the temporal

evolution of the emission spectra using a hot-water bath. Its

temperature, T, was fixed to 350 and 290 K, that is, the

temperature in the former was 1.2 times that in the latter.

Size-resonant CdSe557 QDs and CdS415 QDs were used for

this experiment. Figure 5b shows the observed time vari-

ation of the peak photon energy of the emission during

irradiation with assisting light. Similarly to the cases of

blue circles in Fig. 5a, a lower gradient was observed at an

early phase of the variation in the case of T = 350 K.

Moreover, after this early phase, a steeper gradient was

observed, and a larger shift than in the case of T = 290 K
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is obtained. Such differences are due to increased fre-

quency of encounters driven by higher temperature.

5 Stochastic modeling of the coupling process

In order to numerically model the QD pairing process, we

defined a pairing rate and constructed a stochastic model.

The pairing rate depends on two factors, the frequency of

encounter and the pairing, as schematically shown in

Fig. 1b. Thus, our model consists of two stochastic pro-

cedures. For the sake of simplicity, one-dimensional

coordinate space is considered in the modeling.

As shown by the experiments described above, the

pairing rate depends on the size-resonance. It is numeri-

cally modeled by considering the size distribution of QDBs.

Figure 6a shows assumed size distributions of three sorts of

QDBs, QDsmall, QDmedium, and QDlarge, which correspond

to the actual emission spectra observed in the above

experimental demonstrations, as shown in Fig. 2b. Here,

we define the allowance size for pairing, D/pref , which was

experimentally estimated to be 3:90\D/pref\3:98. At the

first step of the numerical trial in our model, the size of

QDB is randomly selected. Then, the following sequence is

executed only when the selected size is within the distri-

bution of D/pref . Otherwise, the trial is terminated and

another trial is launched.

The frequency of encounter experimentally depends on

the temperature. Here, two one-dimensional coordinates are

assumed for its estimation. Each coordinate representing the

position of QD randomly fluctuates within an appropriate

range until the coordinates of the two QDs crosses, or until a

sufficient number of numerical steps is processed. Here, the

range of the coordinate fluctuation corresponds to the tem-

perature. Figure 6b shows the calculated temporal evolu-

tions of the coordinate for higher and lower temperature,

where the amplitude of the former was on average 1.2 times

larger than the latter. This ratio was approximately set based

on the difference in velocity-fluctuation due to the temper-

ature in the cases of T = 350 and 290 K, which correspond

to the experimental conditions in the demonstration descri-

bed above. In the following, corresponding cases to T = 350

and 290 K in the experimental demonstrations are described

as high-T and low-T cases, respectively. As shown, the high-

T case shows that the QDs encounter within shorter period

than the low-T case. After the two QDs successfully

encounter, another trial is started selecting other sized QDs.

After a sufficient number of iterations, pairing rate of the

QDs is calculated as the ratio of the total number of suc-

cessful encounters to the number of trials.

Based on the above modeling, the dependency of the

size-resonance and the temperature on the pairing rate was

numerically verified. The results are shown in Fig. 7a, b,

respectively. As shown, all curves showed monotonous

increases of the pairing rate. In particular, in Fig. 7a, the

increase with the steepest gradient was found with QDme-

dium, rather than QDsmall and QDlarge, agreeing with the

previous experimental results in Fig. 5a. Moreover, in

Fig. 7b, the pairing rate for the high-T case was higher than

for the low-T case agreeing with the experimental results in

Fig. 5b.

In our stochastic model, only the frequency of successful

pairing between QDs is considered, and subsequent shifts

in the peak photon energy of their emission spectra are

ignored for the sake of simplicity. This may be one

explanation for some of the differences between the

experimental and numerical results, especially the red shift

in the early phase of the coupling process. Nevertheless,

with such approximations in our models, the time-evolving

behaviors were in sufficient agreement. The results
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strongly indicate that the autonomy of the process and the

homogeneity of the products depend on the size-resonance

and the temperature, as we expected.

6 Summary

We have described some experiments demonstrating the

formation of nanophotonic droplets consisting of CdSe

QDs, CdS QDs, and UV-curable polymer. Temporal evo-

lutions of the emission spectra were experimentally

obtained to verify the effects of size-dependency and

temperature on the pairing process. To numerically verify

the dependency of each factor, a numerical model based on

two stochastic procedures was constructed, and temporal

evolutions of the QD pairing rate were calculated. Com-

parison of the experimental and numerical time variations

showed sufficient agreement. These results strongly indi-

cate that the characteristics of the phonon-assisted photo-

curing method for formation of nanophotonic droplets,

namely, the autonomy of the process and the homogeneity

of the products, depend on the size-resonance of DPP

interactions and the temperature. In future research, based

on the findings described here, it should be possible to

assemble nanophotonic droplets that exhibit particular

optical properties.
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Dressed photon (DP) technology utilizes the electromagnetic fields localized in nanometric space. These fields 

have been named optical near-fields due to their non-propagating feature[1]. The principles and concepts of DP 

technology are quite different from those of conventional wave-optical technology encompassing photonic 

crystals, plasmonics, metamaterials, silicon photonics, and quantum-dot photonic devices. This is because these 

devices use propagating light even though the materials or particles used may be nanometer-sized. The 

theoretical picture of DP has been proposed to describe the electromagnetic interactions between nanometric 

particles located in close proximity to each other. The optical near-field is a virtual cloud of photons that always 

exists around an illuminated nanometric particle. A real photon (, i.e., conventional propagating scattered light) 

can be emitted from an electron in an illuminated nanometric particle. Independently of the real photon, another 

photon is emitted from the electron, and this photon can be re-absorbed within a short duration. This photon, i.e., 

a virtual photon, is nothing more than the optical near-field, and its energy is localized at the surface of the 

nanometric particle. Since the virtual photon remains in the proximity of the electron, it can couple with the 

electron in a unique manner. This coupled state is a quasi-particle from the standpoint of photon energy transfer. 

It is the DP that carries the material excitation energy. The DP has been theoretically described by assuming a 

multipolar quantum electrodynamic Hamiltonian in a Coulomb gauge in a finite nano-system. The creation and 

annihilation operators of the DP are expressed as the sum of the operators of the real photon and an 

electron–hole pair. A real nanometric material is composed not only of electrons but also of a crystal lattice. In 

this case, after a DP is generated on an illuminated nanometric particle, its energy can be exchanged with the 

crystal lattice. By this exchange, the crystal lattice can excite the vibration mode coherently, creating a 

multi-mode coherent phonon state. As a result, the DP and the coherent phonon can form a coupled state 

(dressed-photon – phonon: DPP). This coupled state is a quasi-particle and is generated only when the particle 

size is small enough to excite the crystal lattice vibration coherently. Novel LEDs[2] and a laser[3] will be 

demonstrated by using indirect transition-type semiconductors (Si and SiC), which are fabricated and operated 

by DPP. Future problems to be solved will be also presented. 
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Nanophotonic droplet: a novel optical device consisting of autonomously-coupled quantum dots 
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Various fabrication technologies are being actively developed for realizing novel devices and 
systems that operate on the nanometric scale. Among these technologies, self-assembly is one 
promising method of achieving mass-production of nanometric devices. Recently, we have been 
studying an original technique for autonomously forming nanophotonic droplets (NDs) [1–3], 
which are micro-scale spherical polymer structures containing coupled quantum dots (QDs). The 
sort-selectivity and alignment accuracy of coupled QDs and the related homogeneity of NDs’ 
optical functions are due to a characteristic fabrication process based on dressed-photon–phonon 
(DPP) interactions between each component [4]. As schematically shown in Fig. 1(a), the 
fabrication method only requires irradiating a mixture of QDs and several types of curable 
polymers with light having a much lower photon energy than the curing energy of the polymer to 
induce multistep electron excitation due to DPP interactions, which locally cures the polymer via 
excited phonon levels only when heterogeneous QDs encounter each other.  

To experimentally demonstrate our idea, we mass-produced NDs by irradiating a mixed 
solution of CdSe-QDs, CdS-QDs, and a thermocurable polymer with visible light. As shown in the 
microscope emission images in Fig. 1(b), similar-sized spherical regions of cured polymer were 
successfully obtained. Moreover, we also demonstrated the homogeneity of their optical properties, 
which indicates homogeneous combinations and alignment of coupled QDs in each ND.  

 
Fig. 1. (a) Schematic diagram of basic mechanism of ND formation. (b) Microscope emission image of fabricated NDs 
and (inset) a magnified view of them. 

Our method can be easily used in a number of applications where the development of novel 
nanometric optical devices will be required. Concurrently with this, we have been studying the 
implementation of an optical functional system that works based on the fundamental characteristics 
of ND formation, as a representative implementation of a nano-photonic information system. 

Part of this work was supported by the “Development of next-generation high-performance 
technology for photovoltaic power generation system” program of NEDO, Japan. 
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Near-field nanophotonics for computing and security 
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Nanophotonics has been extensively studied with the aim of unveiling and exploiting 

light–matter interactions that occur at a scale below the diffraction limit of light. From the 

viewpoint of information, novel architectures, design and analysis principles, and even novel 

computing paradigms should be considered so that we can fully benefit from the potential of 

nanophotonics for various applications. In this presentation, we first present some 

fundamental and emergent attributes associated with optical excitation transfer mediated by 

optical near-field interactions. Toward achieving a computing paradigm that surpasses the 

classical von Neumann architecture, we describe stochastic solution searching, which exploits 

the spatiotemporal dynamics of optical excitation transfer. Second, we show information 

security applications based on optical near-field processes together with their theoretical and 

experimental foundations. A common feature across all of these demonstrations is the 

extraction of “intelligent” functions and behaviors from optical near-field processes in the 

nanoscale based on an information-based standpoint.  

Acknowledgement: Part of this work was supported in part by SCOPE of the Ministry of 
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Society for the Promotion of Science.  
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A reduction of the surface roughness, Ra, is required in various applications including electronic devic-

es and / or optical devices. Although chemical-mechanical polishing (CMP) has been used to flatten the sur-

faces, it is generally limited to reducing Ra to about 2 Å because the polishing pad roughness is as large as 

10 m, and the polishing-particle diameters in the slurry are as large as 100 nm. We therefore developed a 

new polishing method, dressed-photon and phonon etching (DPP etching), that uses dressed photon based 

on an autonomous phonon-assisted process. DPP etching does not use any polishing pad, with which we 

obtained ultra-flat silica surface with angstrom-scale average roughness as small as Ra of 0.1 nm. Addi-

tionally, we succeeded in reduction of the Ra for the three-dimensional structures. 
 

Keywords: Dressed-photon method, Phonon etching method, Surface roughness. 
 

 PACS numbers: 81.16. – c, 81.16.Dn 
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1. INTRODUCTION 
 

Ultra-flat substrate surfaces with sub-nanometer 

scale roughness are required for various applications, 

including optical components for the extreme ultravio-

let (UV) region and high-power lasers, and future opto-

electronics devices on a sub-100 nm scale. To obtain a 

flat surface, conventional methods have used chemical-

mechanical polishing (CMP) [1]. We have studied the 

application of the optical near-field to nanostructure 

fabrication using its properties of resolution beyond the 

diffraction limit and a novel nonadiabatic photochemi-

cal reaction. For chemical vapor deposition, we demon-

strated photodissociation with a light source, with a 

photon energy lower than the absorption band edge 

energy of the molecules. The optical near-field is a vir-

tual photon that can couple with an excited electron. In 

the coupled state, it is known as a dressed photon. Ad-

ditionally, it can be coupled with multiple-mode of pho-

nons, and thus, the quasi-particles of coupled state as 

dressed-photon-phonon (DPP). Thus, the energy of the 

DPP, is larger than the energy of a free photon due to 

coupling with and excited electron [2]. This DPP theory 

has been used to explain numerous experiments on 

topics such as photochemical vapour deposition [3], 

photolithography [4], and visible-light water splitting 

[5], as well as studies on photovoltaic devices [6] and 

energy up-conversion devices [7]. 
 

2. DPP ETCHING 
 

Chlorine gas was used as the etching gas source. A 

continuous wave (CW) laser (   532 nm) was used as 

the light source to dissociate the Cl2. Since its photon 

energy is lower than the absorption band edge energy 

of Cl2 (   400 nm [5]), this avoids conventional adia-

batic photo-etching. However, since the substrate sur-

face has nanometer-scale protrusions, depending on its 

roughness, a strong optical near-field can be generated 

at the edge of such a protrusion (Fig. 1a). Since the 

optical near-field has a steep spatial gradient, a higher 

molecular vibrational state can be excited in the Cl2, 

although the photon energy is lower than the absorp-

tion band energy of Cl2, which cannot be excited by a 

uniform optical far-field. As a result, Cl2 is selectively 

photodissociated and the activated Cl atoms etch away 

the protrusions on the substrate. Finally, the etching 

process automatically comes to a halt when the surface 

becames sufficiently flat so that the optical near-field 

disappears (Fig. 1b). 
 

 
 

Fig. 1 – Schematic of DPP etching 
 

We used silica substrates. The Cl2 pressure was 

100 Pa. Figures 2(a) and 2(b) show typical atomic force 

microscopy (AFM) images of a 10 m  10 m of the 

scanning area of the silica substrate before and after 

DPP etching, respectively. By comparing these images, 

the drastic decrease in surface roughness was realized. 

Additonally, the cross-sectional profiles revealed this 

technique can reduced the pits, as well as bumps [8]. 

DPP etching does not require the polishing pad, it 

can be applicable to the three dimensional structures 

(Figs. 3(a) and 3(b)). We performed DPP etching on the 

grating structures of the soda lime glass. The compari-

son between Figs. 3(a) and 3(b) of before and after DPP 

etching confirmed that the DPP etching can etch the 

side wall of the three dimensional structures [9]. 
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Fig. 2 – AFM images: (a) before and (b) after DPP etching. (c) Cross-sectional profiles along the dashed white lines in (a), and (b) 
 

 
 

Fig. 3 – (a and b) Schematic of DPP etching on three dimensional structure. AFM images: (c) before and (d) after DPP etching 
 

3. CONCLUSION 
 

We reviewed recent developement of DPP etching. 

DPP etching is based on photo-chemical reaction, it can 

be applicable to other materials, including semiconduc-

tor, metal, plastic, and so on. 
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We have previously demonstrated a novel technique for 

autonomously forming a nanophotonic droplet (ND) [1–3], 

which is a micro-scale spherical polymer structure that 

contains coupled heterogeneous nanometric components, 

such as quantum dots (QDs) and organic dye molecules. The 

sort-selectivity and alignment accuracy of the nanometric 

components in each ND, and the related homogeneity of their 

optical functions, are due to a characteristic coupling and 

encapsulation process based on a phonon-assisted photo-

curing method involving dressed-photon–phonon 

interactions [4]. The method only requires irradiating a 

mixture of components with light to induce optical near-field 

interactions between each component, and subsequent 

processes based on these interactions.  

As schematically shown in Fig. 1, the basic concept of an 

ND enables hierarchical interconnection between the scale of 

nanometric optical behavior and macro-scale applications. 

Our recent work on the development of a system for mass-

producing NDs has shown that it is possible to achieve 

arbitrary sizes and optical properties. Concurrently with this, 

we have been studying the implementation of an optical 

functional system that works on fundamental characteristics 

of NDs, as an example of a nanophotonic information system 

[5].   

  
Figure 1: Basic concept of ND based on hierarchical 
interconnection between nano and macro scales.   

Recent research in the field of beyond von Neumann 

computing [6] suggests that effective utilization of 

fluctuations in a physical setup forms an essential part of 

such a computing system. On the other hand, autonomy 

observed in the formation of NDs and the homogeneity of 

their optical properties are affected by fluctuations of the 

components in the mixture, which depend on thermal and 

size-resonant effects [7] of optical near-field interactions that 

occur when the components encounter each other. Due to 

such effects, the components freely float in the mixture and 

couple with heterogeneous components of similar size, and 

higher intensity interactions can be expected between them. 

Such behavior corresponds to a kind of solution solving in 

which a particular solution that satisfies appropriate 

conditions is sought. Figure 2 shows some results of 

demonstrations, indicating successive searching of a 

particular size of CdSe-QDs by utilizing coupling with CdS-

QDs, and the subsequent increase in emission intensity. The 

accuracy and efficiency of such processes can be quantified 

with results of experimental measurements, such as optical 

spectrometry and small angle scattering.   

  
Figure 2: Rate of change of emission intensity from CdSe-
QDs, (a) when coupled with CdS-QDs and (b) without CdS-
QDs. The increased intensity at particular wavelengths 
indicates that CdSe-QDs of a particular size are successfully 
coupled with CdS-QDs of corresponding size.   

Furthermore, while the formation process of NDs is 

fundamentally irreversible, more advanced processing 

operations can be realized by incorporating a reversible 

photoreaction mechanism, such as photoisomerization, into 

the formation process, to provide an additional control 

system enabling more advanced processing. These studies on 

NDs are expected to suggest other approaches to practical 

implementations of beyond von Neumann computing.   
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Abstract– Dressed-photon–phonon (DPP) etching is a 
disruptive technology in planarizing material surfaces 
because it completely eliminates mechanical contact 
processes. However, adequate metrics for evaluating the 
surface roughness and the underlying physical mechanisms 
are still not well understood. Here we propose a two-
dimensional multiscale surface roughness measure that 
represents the effectiveness of DPP etching while 
conserving the original two-dimensional surface topology. 
Also, we created a simple physical model of DPP etching 
that agrees well with the experimental observations, which 
clearly shows the involvement of the intrinsic multiscale 
properties of dressed photons, or optical near-fields, in the 
surface processing. 
 
1. Introduction 

 
Nanophotonics, which exploits light–matter local 

interactions on the nanometer scale, has been intensively 
investigated from a variety of aspects, ranging from 
fundamental science, such as atom/molecule and optical 
near-field interactions [1], and spectroscopy [2], to a 
number of practical applications, including information 
security [3], computing [4], the environment and energy 
[5], and healthcare [6], to name a few. What we 
particularly address in this paper is nanofabrication 
involving optical near-field processes [7,8].  

The idea is to induce a nanofabrication process, either 
in the form of material desorption or deposition, 
selectively in a region where optical near-fields are 
present. Nowadays, the optical near-field is understood as 
a virtual photon coupled with an excited electron, called a 
dressed photon (DP). DPs can interact with phonons in the 
crystal lattice structure of nanomaterials in a coherent 
manner [7]. The combined coupled state of a DP and a 
coherent phonon, which is referred to as dressed-photon–
phonon (DPP), has a higher energy than those of the DP 
and the incident photon [7]. Therefore, a DPP can induce 
photochemical reactions even under irradiation with a low 
photon energy at which photochemical reactions are 
conventionally inactive [8,9]. Such a process has been 
called a phonon-assisted process and has been applied to 
numerous demonstrations, including photochemical vapor 

deposition [10], photolithography [11], among others 
[12,13].  

In particular, the DPP-based surface etching, or 
flattening, proposed by Yatsui et al., which planarizes the 
surfaces of devices without any mechanical contact 
processes, is an interesting and industrially important 
technique [8,9,14,15]. It selectively induces 
photochemical reactions in regions on a surface where 
DPPs are excited, namely, in the vicinity of regions 
possessing fine-scale rough structures, leading to reduced 
surface roughness. Planarization of surfaces is important 
for various devices such optical elements [8], solid-state 
materials, such as silicon wafers, diamonds [9], and so on. 

There are, however, several unsolved, important issues 
associated with DPP etching. The first concerns a suitable 
metric for evaluating the surface roughness. 
Conventionally, the roughness average, Ra, defined as the 
average of the absolute values of the deviation from the 
average height, has been widely used. However, by 
definition, Ra depends on the size of the region-of-interest 
(ROI). Furthermore, with such a measure, the effects 
provided by DPPs are concealed, and so it has been 
difficult to obtain physical insights into the underlying 
mechanisms which would serve to reveal the ultimate 
limitations of the method and to improve/optimize 
fabrication processes.  

In fact, with a view to resolving these issues, we have 
previously proposed a parametric statistical spectrum 
analysis method for evaluating surfaces flattened by DPP 
etching [15]. Furthermore, in Ref. [9], we developed 
another measure, namely, the standard deviation of the 
height differences of two adjacent areas averaged over 
every l pixels, inspired by the Allan variance [16] that is 
widely applied in evaluating the stability of time-domain 

signals. Specifically, letting ( )l
kz  be the average height 

over every l pixels, the measure was defined as 

 1

2
( ) ( )( ) / 2
k k

l lR l z z


 
. These methods allowed us to see the 

reduction in surface roughness correlated with spatially 
finer/coarser structures [9,15].  

Nevertheless, important concerns still remain. One is 
that both of the above-mentioned methods must convert 
the original two-dimensional (2D) surface profile data to 
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one-dimensional (1D) data, on which the analysis is made. 
Namely, the topology inherent in the experimental data is 
destroyed, which is a large impediment to gaining an 
accurate physical understanding of the mechanisms 
involved. By overcoming these weaknesses, we will be 
able to understand the fundamental mechanisms of DPP 
etching.  

In this paper, we propose a metric for evaluating 
surface roughness while preserving the original topology, 
what we call the two-dimensional, multiscale surface 
roughness measure, or MRM for short. Furthermore, 
taking into consideration the intrinsic multiscale 
properties of dressed photons, we propose a physical 
model representing the principal attributes of DPP etching. 
The resultant data agrees well with experiments.  
 

 
Fig. 1 (a) Schematic illustration of the dressed-photon–
phonon etching. (b,c) Surface height profiles of a (001) 
GaN substrate (b) before and (c) after 30-minute 
irradiation with continuous-wave (CW) light at a 
wavelength of 532 nm in a Cl2 atmosphere at 200 Pa. The 
roughness average, Ra, decreased from 0.23 nm to 0.14 
nm. 
 
2. Multiscale Roughness Measure 

 
We first review the principles of DPP etching proposed 

by Yatsui et al [8]. The surface of a device to be etched is 
irradiated with a light beam. If the surface is rough, DPPs 
will be generated in the vicinity of the corresponding 
rough structures, and photochemical reactions can be 
induced selectively in the regions where the DPPs are 
generated [8,9]. More specifically, in the case of the 
experiments described below, chlorine gas (Cl2) is filled in 
the space around the device to be processed, and chlorine 
radicals ( Cl) are selectively produced from the Cl2 gas in 
the regions where DPPs are generated. The Cl then reacts 
with and etches the material, decreasing the local surface 
roughness, or bumps. Once the rough structures are 
eliminated, the DPPs will disappear, thus automatically 
terminating the photochemical reaction process. This 
physical principle is schematically shown in Fig. 1(a). In 
the experiment, the device under study was a (001) GaN 
substrate, which was subjected to 30 minutes of 

irradiation with continuous-wave (CW) light having a 
wavelength of 532 nm in a chlorine gas (Cl2) atmosphere 
at 200 Pa. Figures 1(b) and (c) respectively show surface 
profile images taken by an atomic force microscope 
(AFM) before and after the etching process. The surface 
heights were measured at 256  256 equally spaced 
sampling points in a 5 m  5 m area. The value of Ra 
decreased from 0.23 nm to 0.14 nm. 

Now, assume that the height of a surface profile is 
given by ( , )h i j , where the indexes ( , )i j  specify the 

position among N   N sampling points. Both i and j are 
positive integers ranging from 1 to N. The idea of the 
proposed measure, MRM, is (1) to evaluate the average 

height over l  l pixels (denoted by ( )l
Ph ); (2) to see how 

( )l
Ph  differs from the average height of its four neighbors, 

namely, the north ( ( )l
Nh ), south ( ( )l

Sh ), east ( ( )l
Eh ), and west 

( ( )l
Wh ) areas; and then (3) to calculate the variance of such 

differences in the entire region of the sample. A schematic 

illustration of ( )l
Ph  is shown in Fig. 2(a). As a function of 

the scale parameter, or the size of the local area (l), the 
MRM is defined by 

2
( ) ( ) ( ) ( )

2 ( )
2 ( )

4

l l l l
l N S E W

D P

h h h h
l h

    
    

  

                   (1) 

where < > means taking the average over all areas of a 
given sample. For simplicity, we assume that N and l are 
both powers of 2. When the size of a single local area is 
given by l=2k, there are in total (N/l)2 areas at the 
corresponding scale, and the average height in an area 

specified by (s,t), corresponding to ( )l
Ph  in eq. (1), is 

given by  
( ) 2

1 , , 1, ,

( , ) ( ( 1) , ( 1) ) .l

m l n l

h s t h l s m l t n l
 

       
 

       (2) 

Here, ( )l
Nh , ( )l

Sh , ( )l
Eh , and ( )l

Wh  respectively correspond to 
( ) ( , 1)lh s t  , ( ) ( , 1)lh s t  , ( ) ( 1, )lh s t , and ( ) ( 1, )lh s t . The 

indexes s and t are natural numbers ranging from 1 to N/2k.  
In an experimental demonstration using GaN as the 

sample, N was 256, and we used scale parameters l of 1, 2, 
4, 8, 32, and 64 pixels, corresponding to physical lengths 
of about 19.5, 39.0, 78.1, 156.2, 312.5, 625, and 1250 nm, 
respectively. Figures 2(b) and (c) schematically represent 
the scale- and position-dependent metric 

( ) ( ) ( ) ( ) ( ) ( )( ) / 4l l l l l l
P P N S E WE h h h h h     , which we call the 

multiscale etching score (MES), before and after the 
optical processing, respectively. As demonstrated in Fig. 
3(a), we can clearly see that the dashed curve, which is the 
MRM of the surface after DPP etching, is reduced 
compared with the solid curve, which is the MRM of the 
surface before the etching.  

As mentioned above, the surface etching is 
autonomously induced at locations where the DPPs are 
generated by the roughness of the sample under study. We 
may envisage a physical picture in which etching is 
preferentially induced in regions where a tiny bumps exist. 
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Namely, the etching may be dominated by the MES of the 
tiniest scale, (1)

PE , concerning the surface roughness at the 

tiniest scale. Based on such a picture, we can construct a 
physical model of the DPP etching such that the position 
that gives the maximum (1)

PE  decrease the height of that 

position by an amount h. Note that the MES at the tiniest 
scale is considered.  

We applied the above surface etching strategy to the 
original, unpolished surface profile of the GaN device. 
Through such modeling, the resultant surface roughness 
indeed decreased as compared with the original one, but 
the resulting MRM, 2

2 ( )D l , was as shown in Fig. 3(b-1), 

which did not agree with the experimental reality shown 
in Fig. 3(a).  

 

 
 
Fig.2 (a) Schematic diagram of the proposed two-
dimensional multiscale surface roughness measure 
(MRM). (b,c) The two-dimensional distribution of the 
multiscale etching score (MES) (b) before and (c) after the 
DPP etching. 
 
3. Multiscale Property of Optical Near-Field 

 
We should consider that this is clear evidence that the 

DPP etching does not depend only on the finer structures. 
In fact, dressed photons, or optical near-fields, appear in a 
hierarchical manner depending on the spatial fine/coarse 
structures [17,18]. Suppose that there are two spheres 
whose radii are respectively given by aP and aS (Fig. 4(a)). 
The near-field optical potential is given by [18] 

exp( / )
( ) .

P
i

i S

r a
V r

r





                                     (3) 

The scattered signal obtained from the interaction 
between these two spheres is given by  

2
3 3

2

3
2

( ) (| |)

1 1
cosh sinh exp

P

SP

SP r P S S P

S S S SPP
P

P P P SP P

I r V d r d r

a a a ra
a

a a a r r a

  
 

  

                               

 r r  (4) 

where the center positions of the two spheres are 
respectively given by rS and rP, and the distance between 
rS and rP is given by rSP [18]. We can consider that aS 

represents the surface roughness, whereas aP indicates the 
size of the environment, containing chlorine radicals, that 

 
 
Fig. 3 The MRM, ( )

2
l
D , based on experimental results for 

GaN surfaces. (b) Evaluation of MRM, ( )
2
l
D , with respect 

to the calculated surface profiles derived through the 
proposed DPP etching model for different values of the 
maximum physical scale, lmax. 
 
could interact with the surface roughness. The effect of 
the interactions involving these two spheres is defined by 
the quantity given by eq. (4) divided by the square of the 
total volume of the two spheres, so that the evaluation is 
made in the dimension of per unit area. The solid, dotted, 
and dashed curves in Fig. 4(a) indicate the normalized 
quantity given by eq. (4) divided by 3 3 2( )P Sa a , which 

represents the strength of the interaction between the two 
spheres, as a function of aP when aS is given by 10, 20, 
and 40 nm, respectively. Notice that the peak of the signal 
is obtained when the sizes of the two spheres are 
comparable. It turns out that, by regarding aS as the spatial 
fine/coarse surface roughness of the structure, the 
interaction may be stronger at a coarser scale, rather than 
at a finer scale, when the roughness of the sample 
dominates on a large scale. Therefore, we should modify 
the DPP etching model above by taking into account the 
hierarchical attributes of dressed photons, so that the 
surface flatness is evaluated on multiple scales, and a 
reduction in surface roughness may be induced in a region 
that gives the maximum MES.  

Specifically:  
(a) Calculate the MES at each of the regions of a given 
device and at multiple scales: l=1,2,...,lmax. The maximum 
scale considered is given by lmax. 
(b) Find the area that gives the maximum ( )l

PE  among all 

of the calculated positions and scales. Decrease the height 

of the corresponding area by an amount h .  

(c) Repeat the process until all values calculated at step (a) 
are smaller than a certain threshold value.  

In this model, we modify the maximum scale to be 
considered, lmax, in step (a) and investigate the physical 
scales that affect the surface etching. The threshold at step 
(c) was assumed to be sufficiently small, and was set at 
0.1. Figure 3(b) shows the MRM, 2

2 ( )D l , for different 
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values of lmax, namely, 1, 2, 4, 8, 16, 32, and 64. We can 
see that the resultant 2

2 ( )D l  is consistent with the 

experimental demonstrations shown in Fig. 3(b-3) when 
lmax is 4, corresponding to a physical length of 78.1 nm. 
Also, Fig. 4(b) shows the simulated time evolution of Ra 
depending on different lmax values. The resultant Ra in the 
experiment was 0.14 nm, whereas the converged Ra 
obtained through the modeling was 0.13 nm when lmax 
was 78.1 nm. This is another indication of the consistency 
between the proposed model and the experiment. These 
results suggest that the hierarchical properties of dressed 
photons inevitably affect the surface etching. With this 
model, we can predict the converged surface 
characteristics and the achievable flatness of given initial 
surfaces.  

Finally, we remark on the converged surface 
characteristics. Minimizing the multiscale etching score 
(MES) to zero, in the best case, indicates that the height at 
a particular area is equal to the average of its surrounding 
areas. This is the property of the so-called harmonic 
functions, which are solutions of Laplace’s equations [19]. 
What is particularly different from the conventional 
harmonic functions is that the solutions should minimize 
the MES at multiple scales (not just at a single scale). 
Nevertheless, such considerations inspired by harmonic 
functions support the fact that completely flat surfaces 
may not be the only converged pattern of DPP etching.  

 

 
Fig. 4 (a) The hierarchical, or multiscale, nature of near-
field interactions based on two-sphere model where the 
radii are respectively given by aS and aP. (b) Simulated 
time evolution of the roughness average (Ra) with respect 
to the maximum physical scale in the DPP etching model. 
 
4. Conclusion 

 
In conclusion, we proposed a two-dimensional 

multiscale surface roughness measure (MRM) for 
evaluating the surface roughness of a surface planarized 
by DPP etching. Taking into account the intrinsic 
hierarchical properties of dressed photons, we built a 
simplified physical model of the DPP etching, which 
agreed well with the experimental demonstration. It 
clearly demonstrates that the DPP etching involves multi-
scale structures of the rough surface being processed. This 
study has unveiled one fundamental mechanism of 
nanofabrication, and we consider that the method 
described here will help to predict the achievable 
performance of nanofabrication and to optimize 

fabrication processes [20]. The application of the 
proposed measure to other fields, such as image 
processing [21], will also be an interesting future issue.  
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Abstract
Ultraflat surface substrates are required to achieve an optimal performance of future optical, electronic, or optoelectronic devices

for various applications, because such surfaces reduce the scattering loss of photons, electrons, or both at the surfaces and inter-

faces. In this paper, we review recent progress toward the realization of ultraflat materials surfaces. First, we review the develop-

ment of surface-flattening techniques. Second, we briefly review the dressed photon–phonon (DPP), a nanometric quasiparticle that

describes the coupled state of a photon, an electron, and a multimode-coherent phonon. Then, we review several recent develop-

ments based on DPP-photochemical etching and desorption processes, which have resulted in angstrom-scale flat surfaces. To

confirm that the superior flatness of these surfaces that originated from the DPP process, we also review a simplified mathematical

model that describes the scale-dependent effects of optical near-fields. Finally, we present the future outlook for these technologies.
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Review
Introduction
In order to improve device performance and to conserve energy,

a reduction of the surface roughness (Ra) is the most important

challenge for the future of the electronic and opto-electronic

industry. As for the optics in the extreme ultraviolet (EUV)

region, in which the wavelength is extremely short, i.e., down to

values of 13.4 nm, Ra must be brought down to around 1 Å in

order to reduce the light-scattering loss [1]. The use of ultraflat

mirrors is expected to help in realizing the high-power lasers

that are required for future applications such as EUV system

[2]. In addition, the necessity of shortening the pulse widths of

123

http://www.beilstein-journals.org/bjnano/about/openAccess.htm
mailto:yatsui@ee.t.u-tokyo.ac.jp
http://dx.doi.org/10.3762%2Fbjnano.4.99


Beilstein J. Nanotechnol. 2013, 4, 875–885.

876

lasers is a major topic in the field of laser-machining processes,

in which a flattened mirror can increase the laser durability [3].

The electron scattering losses must also be reduced for various

industrial and scientific applications. To realize high-power

light-emitting diodes (LEDs), the surface roughness of the sub-

strate can be a serious problem, because substrates with large Ra

values induce defects or dislocations in the deposited active

layer [4]. Diamond is a promising material for future power

devices because of its many excellent characteristics including

high values for hardness and thermal conductivity, and excel-

lent semiconductor properties such as a high dielectric break-

down field and a high carrier mobility [5]. However, at the

same time, the hardness of diamond makes it difficult to realize

a flattened surface, and therefore the performance of diamond

devices has not been as good as expected. Furthermore,

diamond is also a promising material for future quantum

computing, because diamond with nitrogen vacancies can be a

stable single-photon emitter at room temperature [6]. However,

the high surface roughness of the diamond due to its hardness

limits its performance.

Conventionally, mechanical polishing has been used to flatten

surfaces. However, this method is generally limited to reducing

Ra to around several angstroms, because the minimum value is

governed by the roughness of the polishing pad, which is on the

order of 10 μm, or the diameter of the polishing particles in the

slurry, which can be as small as 100 nm. The slurries that are

used for chemical–mechanical polishing (CMP) [7] consist of a

large amount of the rare-earth material CeO2, which chemically

polishes the substrate. Owing to issues of cost and material

availability, there has recently been an effort to reduce the usage

of such rare-earth materials [8]. To reduce the usage of the

CeO2, many groups have attempted to develop alternative

polishing pads [9] and slurries [10]. Watanabe et al. developed a

surface treatment for SiC and diamond that uses a photocat-

alytic effect [11]. To induce this photocatalytic effect, they use

a light source of shorter wavelengths to excite the carriers in

TiO2, so that the generated electrons and holes induce a photo-

catalytic effect and etch the substrate [12]. Those techniques

resulted in ultraflat surfaces with Ra values as small as 2 Å.

Although CeO2 is not required in this technique, it does require

a polishing pad to heat the substrate through friction between

the polishing pad and substrate. Thus, the light must be intro-

duced through the substrate, which should therefore be thin.

Furthermore, mechanical polishing causes surface damage

(scratches or pits) when the polishing particles and/or impuri-

ties in the slurry abrade the substrate.

A recent increase in electron mobility was achieved by intro-

ducing Ge in an Si device [13]. The higher electron mobility

was realized through the modification of the band structure by

in-plane tensile strain due to the wider interatomic distance for

Ge compared to Si [14]. Furthermore, the wider interatomic dis-

tance induced a stretching force and resulted in a flattening of

the interface between Si and Ge. However, the surface still

remained rough. These problems can be overcome by elimi-

nating contact polishing entirely. One promising approach for

reducing the surface roughness is ion-beam smoothing [15].

Ion-beam irradiation at angles that are near grazing incidence

preferentially removes large protrusions from the surface. This

way a smoothing of wide areas can be achieved, while the

surface damage is reduced. In addition, the use of a clustered

ion beam to reduce the surface damage can lead to ultraflat

surfaces of several hundred mm in diameter with a small Ra of

1 Å [16]. Although ion-beam smoothing does not require a

polishing pad, it can still cause damage due to ion bombard-

ment, and this technique also requires high-vacuum conditions,

which is another obstacle to its widespread application.

In the context of these challenges, researchers have developed

nanophotonic methods as alternative polishing techniques.

Before reviewing recent studies of nanophotonic smoothing, we

first provide an overview of the development of nanophotonics

in the next section.

Optical near field: dressed photon–phonon
Near-field optics has made it possible to reduce the size of

photonic devices to the sub-wavelength scale or smaller [17]. In

particular, nanoscale photonic devices such as AND-gates,

NOT-gates, and focusing devices have been developed that

utilize the optical near field generated in nanoscale semicon-

ductor quantum structures and the dipole-forbidden near-field

energy transfer. Moreover, near-field optics has been used to

fabricate nanoscale structures beyond the diffraction limit of

light. For example, photolithography has been used to fabricate

structures of several tens of nanometres in size by introducing

near fields with the use of a visible light source [18]. Such

advances can lead to the realization of systems that do not

require EUV light sources, which are currently of limited prac-

tical use in industry because the equipment involved is large

and expensive [19]. Thus, with further development, near-field

lithography will be able to satisfy the requirements of future

semiconductor electronic devices, such as highly integrated

DRAMs.

The physics of these nanoscale optics has been developed under

the assumption of a conventional multipolar quantum electrody-

namic Hamiltonian in a Coulomb gauge and of single-particle

states in a finite nanosystem [20]. In such a system, fluctua-

tions in the electromagnetic field (e.g., zero-point fluctuations

of the vacuum) cause nanomaterials to emit or absorb virtual

photons, i.e., the optical near fields are continuously present
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around illuminated materials. These so-called virtual absorp-

tion and emission processes violate the energy conservation law

but are consistent with the Heisenberg uncertainty principle,

and to take these processes into account, nanomaterial can be

considered to be covered with a cloud of virtual photons.

Within this framework, the virtual photon can be described as a

coupled state of an electron and a real photon (i.e., a free photon

(FP); Figure 1a). This virtual photon, also referred to as a

dressed photon (DP) [21], is distinguished from the FP because

it carries a material excitation energy. Therefore, the energy of

the DP, hνDP, is larger than that of the FP, hνDP.

Figure 1: (a) Schematic diagram of a dressed photon–phonon (DPP).
(b–d) Schematic diagrams of DPP etching. The etching gas is selec-
tively photodissociated at the protrusions. The activated etching gas
atoms etch away the protrusions. DPP etching stops automatically
when the substrate becomes sufficiently flat.

To take advantage of nanoscale optics, a thorough under-

standing of the nanoscale material is required. Such nanoscale

materials are composed of a crystal lattice, and after a DP is

generated at the surface of an illuminated nanoscale particle, its

energy can be exchanged with this crystal lattice. Through this

exchange, vibrational modes can be coherently excited in the

crystal lattice, creating multiple modes of coherent phonon

states [22]. Consequently, the DP and a coherent phonon form a

coupled state (Figure 1a). This state (the dressed photon and a

phonon: DPP) constitutes a quasi-particle that is generated only

when the particle size is sufficiently small so that the crystal

lattice vibration is excited coherently. In contrast, vibrational

modes cannot be excited coherently in bulk materials, and

energy is instead dissipated as heat throughout the material.

Therefore, the energy of the DPP, hνDPP, is higher than hνDP

(hνFP < hνDP < hνDPP).

This DPP theory has been used to explain numerous experi-

ments on topics such as photochemical vapour deposition [23],

photolithography [24], and visible-light water splitting [25], as

well as studies on photovoltaic devices [26] and energy

up-conversion devices [27]. The efficiency of energy

up-conversion by using DPP is reported to be more than three-

fold higher than that of up-conversion by using conventional

two-photon absorption for the generation of second harmonics,

because the phonon state cannot be coupled with propagating

light in the far-field [27]. Furthermore, DPPs have been

reported to be localized selectively at disordered nanostructures

such as impurity sites or protrusion edges [28].

As described above, the principles and concepts of DPP tech-

nology differ significantly from those of conventional wave-

optical technologies such as photonic crystals [29], plasmonics

[30], metamaterials [31], or quantum-dot photonic devices [32],

in which the size and function are governed by the light diffrac-

tion limit. Therefore, we next use the framework of the DPP

theory to review a nanophotonic fabrication process that real-

izes angstrom-scale flattening of substrate surfaces.

Dressed photon–phonon etching
DPPs can be consistently generated by irradiating a rough ma-

terial surface with nanoscale structures. The generated DPPs in-

duce the photodissociation of molecules at protrusions on the

substrate (Figure 1b) even when the incident photon energy is

smaller than the photodissociation energy, Ed. The dissociated

molecules in turn induce the etching of the protrusion and the

flattening the substrate (Figure 1c). This etching process stops

automatically when the surface becomes flat and more homoge-

neous, because then the DPPs disappear. Therefore, surface

smoothing by utilising DPPs is a self-organized process [26].

The DPP etching technique was developed to smooth various

materials, including SiO2 (fused silica and soda lime glass),

plastic films, and crystal substrates. DPP etching on a diamond

substrate [33] was performed by using O2 gas, which has an Ed

of 5.12 eV (wavelength, λ, of 242 nm) [34]. A continuous-wave

(CW) He–Cd laser (λ = 325 nm, 3.81 eV, excitation power

0.8 W/cm2) was used to dissociate the O2 gas in the DPP

etching, which produced the oxygen radicals O* to etch the

protrusions of the diamond substrate and ultimately yielded an

ultra-flat surface. Since the photon energy of the laser is lower

than Ed of O2, the conventional O2 adiabatic photochemical

reaction was avoided. Furthermore, the laser power density of

approx. 1 W·cm−2 was 1015 times smaller than that associated

with multi-photon processes using ultra-short pulse

(femtosecond) lasers [35]. Therefore, the DPP etching process

cannot be attributed to conventional multi-photon excitation

processes [36]. A comparison of atomic force microscopy

(AFM) images before (Figure 2a) and after 60 min of DPP

etching (Figure 2b) confirmed that this treatment resulted in an

ultra-flat surface with a small Ra value of 0.154 nm. The
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minimum value of Ra is to be determined by the interatomic dis-

tance. As reported in [33], the surface roughness after 30 min

was 0.181 nm, which is almost as small as that after 60 min

(0.154 nm). These values are comparable to the interatomic dis-

tance of 0.206 nm for (111) diamond [37], which indicates that

the surface roughness reduction might be completed already

after 30 min of etching. This was also supported by the fact that

the Ra value remained the same after 24 hours of etching.

Figure 2: Typical atomic force microscopy (AFM) images of a type-Ib
diamond (111) substrate with a 5 μm × 5 μm scanning area. The
images were 256 × 256 pixels, which corresponds to a spatial resolu-
tion of 20 nm. AFM images were obtained for etching times of (a)
0 min (before etching) and (b) 60 min (after etching). The corres-
ponding surface roughness values Ra were 0.457 nm and 0.154 nm,
respectively. Schematic diagrams of the (c) surface roughness Ra and
(d) standard deviation R(l). (e) Calculated values of R(l). Dashed and
solid red lines show values before (T0_DPP (0 min)) and after (T60_DPP
(60 min)) DPP etching (3.81 eV), respectively. Dashed and solid blue
lines show values before (T0_conv (0 min)) and after (T60_ conv
(60 min)) conventional adiabatic etching (5.82 eV), respectively.
Reproduced with permission from [33]. Copyright 2012 IOP Publishing.

To verify that the smoothing effect originated from the DPP

process, the surface roughness was compared by using AFM

images taken after conventional photoetching, in which a

photon energy higher than Ed was used and after DPP etching

(i.e., nonadiabatic photoetching). We note that in the AFM

images shown, the tilt in the scan was compensated by using the

third-order least-squares method. The light source for the

conventional photoetching was a 5.82 eV light (λ = 213 nm;

20 Hz; pulse width 5 ns), the energy of which was higher than

Ed of O2 (5.12 eV). This light source induced adiabatic

photodissociation of the O2 molecules. For this comparison,

instead of using the usual value of Ra, which is the average

value of the absolute surface height deviations from the best-

fitting plane (dashed blue line in Figure 2c), we developed a

simplified mathematical model to describe the scale-dependent

DPP effect. The value of Ra is determined as

where |z(xi)| are the absolute deviations from the best-fitting

plane, L is the evaluation length, dx is the spatial resolution of

z(x), and n (= sL/dx) is the number of pixels in the measure-

ment. Ra thus provides information about the average surface

roughness for the entire scanning region. The standard devia-

tion of the height difference function is given by

where l is the bin size, z is the height from the best-fitting plane,

and  is the average z value of the bin (Figure 2d) [38]. This

R(l) can be used to determine the contributions of the surface

roughness values at different length scales to the overall surface

roughness.

The red curves labelled T0_DPP and T60_DPP in Figure 2e show

the calculated R(l) after 0 and 60 min of DPP etching, respect-

ively. These results show that R(l) decreased for all scales of l.

Furthermore, the R(l) values were comparable in magnitude to

the Ra values shown on the left side in Figure 2e and they

decreased as Ra decreased. The blue curves labelled T0_conv and

T60_conv in Figure 2e represent the R(l) values calculated after 0

and 60 min of conventional photochemical etching, respective-

ly. Etching for 60 min with 5.82 eV light (conventional adia-

batic photochemical etching) resulted in a marked reduction in

surface roughness from 0.949 nm (Ra_0_conv) to 0.461 nm

(Ra_60_conv), as shown on the left side of Figure 2e. However,

comparing the R(l) curves for 5.82 eV etching (T0_conv (0 min)

and T60_conv (60 min)) revealed that R(l) was unchanged at

l = 20 nm. Since the apex of the protrusion has a larger surface

area and thus a higher etching rate, a reduction in the surface

roughness is expected. However, the 5.82 eV light induced an

adiabatic photochemical reaction in the gas-phase molecules,
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and there was no selective etching in this case. Therefore,

etching with the 5.82 eV light did not the change the small-scale

surface roughness profile. Moreover, it is noteworthy that this

information could be revealed only by considering the R(l)

values. The results shown in Figure 2e also indicate that

conventional photochemical etching changes the large-scale

surface roughness profile. Therefore, if the initial structure has a

large surface roughness, at the beginning states, conventional

photochemical etching can reduce the large-scale surface rough-

ness faster than DPP etching only.

DPP etching was also performed on GaN(001) substrates while

using Cl2 gas at a pressure of 200 Pa. A 532 nm light (2.33 eV,

CW laser, power density of 0.28 W·cm−2) was used for this

photochemical etching, because Ed of Cl2 is 3.10 eV (which

corresponds to a wavelength of 400 nm) [39]. The low power

density also prevented any multiphoton excitation associated

with irradiation from ultrashort-pulse lasers. The AFM images

taken before (Figure 3a) and after 30 min (Figure 3b) of etching

show that Ra decreased from 0.23 to 0.14 nm. GaN is a com-

pound semiconductor, so the Ra value of 0.140 nm obtained for

GaN might be limited by the value of the interatomic distance

between Ga and N of 0.195 nm for hexagonal GaN [40].

Furthermore, R(l) again shows the individual contributions of

the surface roughness at different length scales to the overall

surface roughness, as shown in Figure 3e. In this figure, the

solid blue circles and solid green diamonds in represent the R(l)

values before the etching began (corresponding to the AFM

image in Figure 3a) and after 30 min into the etching process

(corresponding to the AFM image in Figure 3b), respectively.

The horizontal axis corresponds to the scale l in units of length.

It can be seen that R(l) decreased at both finer and broader

scales. In addition, the open blue circle and open red square in

Figure 3e correspond to the Ra values for Figure 3a and

Figure 3b, respectively. The R(l) values were comparable to the

Ra values and decreased as Ra decreased. It is noteworthy that

R(l) decreased to less than 0.10 nm, which indicates that an

ultrasmooth surface was obtained. This result is supported by

the fact that Ra also decreased to 0.10 nm (open black triangle

in Figure 3e for the smaller (1.0 μm × 1.0 μm) scanned area in

Figure 3c).

To simulate the time evolution of the surface roughness and

evaluate the scale-dependent attributes of DPP etching, we

developed a scale-dependent etching score defined as

where Δ is the spatial resolution of the AFM image and the

scale l is defined as nΔ, Y is the height, and  is the average

Y value of the pixels, and n is the number of pixels (Figure 3d).

In this approach, a highly convex region exhibits a larger score

than regions that are more flat, which is useful because etching

is more likely to occur at these sites. By using this scoring

system, a virtual etching process was repeated and the etched

surface profile was compared with the initial surface profile in

the same experiment (Figure 3a). Meanwhile, a multiscale

etching score was evolved for scales of n = 2m pixels (m = 0 to

4), as shown in Figure 3f. Over 10,000 repetition cycles, the

surface height profile produced the R(l) values shown by the

solid red squares in Figure 3e, which are consistent with the

experimental results. Furthermore, the time evolution of Ra was

investigated by calculating the scale-dependent etching scores

(Figure 3f). The calculated Ra values decrease with the etching

time when all etching scores  (n = 2m, m = 0 to 4) are

considered (red curve in Figure 3g). In comparison, when the

progress of the etching depended only on the etching score at

the finest scale (n = 20), the calculated Ra values (considering

the finest etching score ) increase (blue curve in

Figure 3g), whereas the finest-scale etching score decreased

over time. This is another clear manifestation of the scale-

dependent nature of optical near-fields and of the crucial role

they play in DPP etching.

DPP etching is potentially applicable to various three-dimen-

sional surfaces including concave and convex lenses, diffrac-

tion gratings, and the inner wall surfaces of cylinders, because it

is a non-contact method, i.e., it does not require polishing pads.

These potential applications have been confirmed by using the

procedure to smooth a substrate with a nanostripe corrugation

pattern (Figure 4a and Figure 4b). In particular, the side walls of

diffraction grating corrugations in soda lime glass were polished

by using DPP etching [41]. Consequently, the Ra values

decreased for both the substrate and the grooved surface, and an

additional reduction in the line edge roughness was observed.

Another application of this technique involved the fabrication of

a nanostripe pattern on TiO2. Direct ArF-laser photopatterning

was followed by the application of a sol–gel negative tone

photoresist to produce TiO2 nanostructures by using deep-UV

(DUV) direct-write imaging [42,43]. Figure 4c and Figure 4f

show representative AFM images taken at different positions

(positions A and B, respectively) of a TiO2 sol–gel photoresist

nanostripe corrugation pattern on a Si wafer.

DPP etching was performed under CW laser illumination

(λ = 532 nm; power density (spatially uniform) 0.28 W·cm−2)

and Cl2 gas exposure. Figure 4d and Figure 4f show typical

AFM images after 10 min and 30 min of DPP etching, where

reductions in both the width and the height of corrugations were

observed as compared to those in the images taken before

etching (Figure 4c and Figure 4f). Figure 4i shows the depend-
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Figure 3: AFM images of the GaN surface (a) before and (b) after DPP etching. (c) Enlarged view (1.0 μm × 1.0 μm area) of the etched GaN surface.
(d) Evaluation of surface roughness considering scale dependence. (e) Calculated R(l). Solid blue circles denote results before DPP etching; solid
green diamonds, after DPP etching; and solid red squares, after 10,000 cycles of virtual etching. (f) Time evolution of the scale-dependent etching
score  (see main text). (g) Calculated time evolution of Ra during virtual etching using the scale-dependent etching score. Red denotes the
results for the multidimensional scale considering all etching scores, (n = 2m, m = 0 to 4), and blue, the unidimensional scale considering only
finest-scale etching score .

ence of the corrugation width and height on the etching time,

from which the etching rate for the width and height were deter-

mined to be 2.6 nm/min and 1.8 nm/min, respectively. The

higher etching rate for the width should originate from the

developing process. As indicated by the white arrows in

Figure 4c, undeveloped material remained at the sides of the

land structures. These remaining structures induced DPPs and

resulted in a higher etching rate. Table 1 shows the Ra value that
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Figure 4: (a, b) Schematic diagrams of the DPP etching of substrates with nanostripe patterns. AFM images of TiO2 (c, f) before and (d, g) after DPP
etching (after etching times of (d) 10 min and (g) 30 min). (e) Cross-sectional profiles along the white dashed lines in (c) and (d). (h) Cross-sectional
profiles along the white dashed lines in (f) and (g). (i) Dependence of corrugation width and height on the etching time. Blue solid squares and red
solid triangles are data for (c) and (d), blue open squares and red open triangles are for (f) and (g).

Table 1: Dependence of the surface roughness on the etching time. AL is measured along the land structures at position A (Figure 4c and Figure 4d),
and AG is measured along the grooves at position A (Figure 4c and Figure 4d). BL is measured along the land structures at position B (Figure 4f and
Figure 4g), and BG is measured along the grooves at position B (Figure 4f and Figure 4g).

etching time (min) AL (nm) AG (nm) BL (nm) BG (nm)

0 0.39 0.50 0.41 1.25
10 0.29 0.41 — —
30 — — 0.33 0.84
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was taken along the nanostripes, from which the decrease in

surface roughness along both land structures and grooves is

confirmed. In addition, the undeveloped structures at the bottom

of the grooves (arrows in Figure 4f and Figure 4h) disappeared.

TiO2 was transparent to the incident light, so the coherent oscil-

lation of electrons over its periodic structure was negligible.

Therefore, plasmonic effects, which can sometimes originate

from periodic enhancement of the local field [35], did not

contribute to the smoothing of the corrugation pattern. Based on

the results in Figure 4, the maximum roughness for which DPP

etching will be applicable is in the range of 100 nm if the struc-

ture has a small roughness within the roughness envelope (see

Figure 1b and Figure 1c), because the land structures of 100 nm

in height were etched by using this process.

Dressed photon–phonon desorption
A DPP desorption process has also been developed for

smoothing the surfaces of transparent ceramics such as alumina

(Al2O3), which is a hard polycrystalline ceramic [44]. Alumina

can be used as a low-loss gain medium for ceramic lasers [45]

that are used in laser-driven spark plugs for ignition systems in

automobile engines [46]. We expect that the surface roughness

(e.g., scratches) of such media could be reduced by sputtering

with Al2O3 nanoparticles, followed by DPP desorption [47]. In

this study, radio frequency (RF) sputtering was used to deposit

Al2O3 nanoparticles on an alumina substrate. In the case of

conventional RF sputtering, the migration length of the Al2O3

nanoparticles on the substrate surface depends on the Schwöbel

barrier [48] in the free energy profile. The migration length is

short near the scratches because the Schwöbel barrier is high at

their rims. Thus, the rate of deposition of the Al2O3 nanoparti-

cles is higher at ridge sites than in flat areas. Hence, since the

Al2O3 nanoparticles preferentially aggregate at the ridges,

repairing the scratches by conventional deposition techniques is

impossible. To overcome this difficulty, Al2O3 nanoparticles

were deposited under illumination with visible light from a CW

laser (λ = 473 nm; power density 2.7 W·cm−2) with a wave-

length longer than that of the absorption band edge of Al2O3

(λab = 260 nm) [49]. This condition prevented a heating of the

substrate surface. Hence, the DPPs generated on the ridges of

the scratches activated the Al2O3 particles and increased their

migration length, thereby allowing them to desorb from the

ridge [50]. In contrast, the Al2O3 particles on the slopes and flat

regions of the substrate were deposited at the same rate in the

absence of DPPs. We note that DPPs were not generated near

the bottom of the scratches because the substrate material

around this area did not have dimensions at the nanometer-

scale, and thus coherent phonons could not be excited. Deposi-

tion at the ridges was suppressed by this phonon-assisted

process, whereas the bottoms of scratches were filled with

Al2O3 particles. In this way, the scratches were finally repaired.

Again, this demonstrates self-organized smoothing of the

surface by using DPPs. Figure 5a and Figure 5b show AFM

images before and after the RF sputtering of Al2O3 (30 min

sputtering time) under visible light illumination. The average

width of the scratches was found to decrease from 128 to 92 nm

when this method was adopted, according to a statistical

analysis, which employed a Hough transform. Furthermore, the

average depth decreased from 3 to 1 nm.

In order to confirm the selective desorption of nanoparticles at

the ridge edges, the DPP method was applied to a sapphire sub-

strate with a uniform step-and-terrace structure [51]. Figure 5c

and Figure 5d show AFM images after RF sputtering (sput-

tering time of 30 s), without and with visible light illumination,

respectively. To determine the sites of nanoparticle deposition,

we obtained the flattened gray-scale images in Figure 5e and

Figure 5f, which correspond to Figure 5c and Figure 5d, res-

pectively. Figure 5g and Figure 5h show the cross-sectional

profiles along the dashed lines in Figure 5c and Figure 5e, res-

pectively. These images confirm the selective deposition at the

terrace edges during conventional RF sputtering. Furthermore,

as a further confirmation that DPP desorption prevented the

growth of Al2O3 nanoparticles on the terrace edges, no clear

Al2O3 nanoparticle growth sites were formed during RF sput-

tering under visible light illumination. After 10 min of RF sput-

tering under illumination, an ultra-flat sapphire surface with an

Ra value of 0.08 nm was obtained. In contrast, Ra increased as

the sputtering time increased without illumination i.e., when

using conventional sputtering (Figure 5i).

Conclusion
We have reviewed recent progress on the realization of ultraflat

materials surfaces. In summary, DPs can be generated in trans-

parent materials when the wavelength used for illumination is

longer than the length of the absorption edge of the materials,

and the DPP-based technique can be applied to other materials

including semiconductors, dielectric materials, insulators, and

plastics. DPP etching is a noncontact method and therefore does

not cause damage owing to mechanical polishing, and hence,

this technique should help to improve the electrical, optical,

and/or electro-optical performance of devices in a variety of

applications. We also described how the surface roughness

changes when the proposed technique is used. Further surface

characterization is required to verify that DPP etching is effec-

tive for optics and electronics. Because it does not require a

contact pad, this technique can also be easily applied for the

flattening of larger areas [52] by enlarging the beam spot, or by

introducing an LED array. The use of Cl2 in the DPP-etching

process may induce substrate erosion. Hence, DPP etching

requires a vacuum chamber. However, oxygen gas could

smooth a diamond substrate at atmospheric pressure. These
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Figure 5: AFM images of the alumina substrate surface after RF sputtering (a) without and (b) with visible light illumination (Reproduced with permis-
sion from [46]. Copyright 2010 Springer Science+Business Media). Flattened AFM images of the sapphire substrate surface after RF sputtering (c)
without and (d) with visible light illumination. (e, f) Flattened AFM images of (c) and (d), respectively, shown in gray-scale. (g, h) Cross-sectional
profiles along the dashed lines in (c) and (e), respectively. (i) Dependence of Ra on the sputtering time. Solid black squares denote results for conven-
tional RF sputtering, and solid red circles, for RF sputtering under visible light irradiation.

findings should accelerate the progress of DPP etching of

various substrates.
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