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Evaluation of optical amplification properties using dressed
photons in a silicon waveguide

H. Tanaka1 • T. Kawazoe1,2 • M. Ohtsu1,2,3 • K. Akahane4 • N. Yamamoto4

Received: 22 June 2015 / Accepted: 7 August 2015

� Springer-Verlag Berlin Heidelberg 2015

Abstract We fabricated an optical waveguide having a

high optical confinement effect using a silicon-on-insulator

substrate, and we eliminated the difficulty involved with

optical alignment for making laser light pass through a p–n

homojunction that is transparent to infrared light. Laser

light was introduced via one of the cleaved edges of the

optical waveguide and was guided to the transparent p–n

homojunction, and the power of the light emitted from the

other edge was measured. As a result, we successfully

evaluated the optical amplification properties with high

precision. For light with a wavelength of 1.31 lm, we

obtained a differential gain coefficient of g = 2.6 9

10-2 cm/A, a transparency current density of Jtr = 1

mA/cm2, and a saturation optical power density of Psat =

30 kW/cm2. The observation of gain saturation due to the

incident optical power shows that this measurement

method was suitable for evaluating the optical amplifica-

tion properties.

1 Introduction

Silicon (Si) is an indirect transition-type semiconductor

and has therefore been considered unsuitable as a material

for light-emitting devices. However, if an infrared laser

could be fabricated using Si bulk crystal as the lasing

material, the transparency current density, Jtr, would

become extremely small, and consequently, there would be

a possibility of achieving an extremely small threshold

current density, Jth. The main reason for this is that light

absorption loss is small because the photon energy of

infrared light is smaller than the bandgap energy, Eg, of Si.

Other advantages include the natural abundance of Si as a

raw material, the ease of integration with electronic cir-

cuits, and the ability to make use of the wealth of existing

processing technologies that have already been developed

for Si electronic devices [1].

Stimulated Raman scattering [2–5], crystal defects [6],

Si nanocrystals [7], B-doped SiGe/Si quantum wells [8],

etc. have recently been used to realize Si lasers; however,

researchers have encountered problems that prevent the

realization of practical devices, such as the difficulty of

achieving room-temperature operation via current injection

and insufficient quantum efficiency. To solve these prob-

lems, we have proposed a light emission principle based on

dressed photons (DPs) [9], as well as a novel fabrication

technique called dressed photon–phonon (DPP)-assisted

annealing. A DP is a quasiparticle that represents a coupled

state between a photon and an electron–hole pair in a

nanoscale region [9]. DPs also couple with multimode

coherent phonons [9], and the quasiparticle representing

this coupled state is a DPP. By using this technique, we

fabricated the world’s first infrared Si laser having a p–n

homojunction structure and achieved continuous oscillation

at room temperature (oscillation wavelength approximately

& H. Tanaka

tanaka@nanophotonics.t.u-tokyo.ac.jp

1 Department of Electrical Engineering and Information

Systems, Graduate School of Engineering, The University of

Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan

2 Specified Nonprofit Corporation Nanophotonics Engineering

Organization, 1-20-10, Sekiguchi, Bunkyo-ku,

Tokyo 112-0014, Japan

3 International Center for Nano Electron and Photon

Technology, Graduate School of Engineering, The University

of Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656,

Japan

4 The National Institute of Information and Communications

Technology, 4-2-1, Nukui-Kitamachi, Koganei,

Tokyo 184-8795, Japan

123

Appl. Phys. A

DOI 10.1007/s00339-015-9419-2

1



1.3 lm; threshold current density 1.2 kA/cm2) [10]. More

recently, we fabricated a laser having an optical waveguide

with a large optical confinement factor and achieved a

remarkably low threshold current density of 40 A/cm2

[11].

In order to design a high-performance infrared Si laser,

it is important to evaluate the optical amplification prop-

erties with high precision. In a conventional infrared laser

using a direct-transition-type semiconductor, the optical

amplification properties are evaluated by introducing light

into the optical waveguide from the outside and measuring

the power ratio relative to that of the emitted light [12]. In

contrast to this approach, until now we have evaluated the

optical amplification properties by using the photocurrent

density generated in a Si photodetector (Si-PD) with opti-

cal gain [13]. By using this method, we can evaluate the

features of Si as the laser medium, such as the optical gain

and transparency current density, even though the device

has a very small optical confinement factor, like a PD [11].

In the present research, we solved these technical

problems and evaluated the optical amplification properties

with high precision by using the evaluation method

employed for conventional semiconductor lasers. To do so,

we fabricated a wide optical waveguide using a silicon-on-

insulator (SOI) substrate, and by increasing the optical

confinement factor, we improved the alignment precision

of the light incident on one cleaved edge of the optical

waveguide and the measurement precision of the intensity

of light emitted from the other edge. This enabled us to

evaluate the saturation optical power density with high

precision. This paper reports the results of this evaluation.

2 Device structure and DPP-assisted annealing
conditions

The light emission principle, the structure of the SOI

substrate used, the ion implantation profile for introducing

boron (B) atoms, which are p-type dopants, and so forth

were the same as those for the case of the infrared Si laser

reported in our previous paper [11]. However, as shown in

Fig. 1a, the width of the optical waveguide was increased

to 750 lm (compared with 8 lm in the previous paper

[11]). An overview of the SOI substrate is as follows. The

device layer in the SOI substrate was P-doped n-type Si

(resistivity 0.020–0.034 Xcm) with a thickness of 15 lm.

The thickness of the SiO2 insulation layer was 2 lm, and

the thickness of the Si support substrate was 575 lm. The

concentration of B atoms doped in the device layer was

1 9 1019/cm3 (the maximum acceleration voltage for ion

injection was 700 keV). From simulation calculations, the

p–n homojunction interface was found to be at a depth of

1.5–2.5 lm from the surface of the SOI substrate.

After ion implantation, the substrate was cleaned by

SPM (a 1:1 by volume solution of sulfuric acid/hydrogen

peroxide) at 150 �C for 30 min and was washed with

hydrofluoric acid. Next, we performed the following

processes.

1. Chromium/platinum films (5-nm Cr/670-nm Pt) were

deposited on the entire surface of the SOI substrate by

RF sputtering.

2. The Cr/Pt films on the SOI substrate were coated with

electron beam (EB) resist (OEBR-CAP112) by spin-

coating. Then, the EB resist was patterned by EB

lithography to leave a 750-lm-wide stripe.

3. The Cr/Pt films were etched by ICP-RIE using argon

(Ar) gas.

4. Using the 750-lm-wide Cr/Pt stripe formed in Step 3

as a mask, the SOI substrate was etched with CF4 gas

to form a ride-type optical waveguide (thickness 2 lm;

width 750 lm).

5. For use as current injection electrodes, Cr/Pt/Au films

(with thicknesses of 5 nm/400 nm/400 nm) were

deposited by RF sputtering.

6. To form positive (p) and negative (n) electrodes, the

SOI substrate was again coated with an EB resist film,

and EB lithography was performed.

7. The Cr/Pt/Au films were etched by ICP-RIE using Ar

gas so as to form two separate electrodes, serving as

positive and negative electrodes on the p layer and the n

layer, respectively. Multiple optical waveguides were

fabricated on the SOI substrate via the above processes.

Fig. 1 a Schematic diagram of optical waveguide and b SEM image

of edge of waveguide
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8. The SOI substrate was diced by using stealth dicing to

separate adjacent optical waveguides. The two edges

of the optical waveguides were also cut by stealth

dicing. The ridge-type optical waveguides had a width

of 750 lm, a length of 2000 lm, and overall dimen-

sions of 1.5 mm 9 2.0 mm.

Figure 1b is an SEM image of the edge of one of the

waveguides after completing the processing. We confirmed

that vertical etching was performed and that the ridge

height was 2 lm, as designed.

DPP-assisted annealing was performed for 1 h by

introducing laser light with a photon energy of hman-
neal = 0.95 eV (wavelength 1.31 lm) and a power of

40 mW via one of the cleaved edges of the optical

waveguide while simultaneously injecting a triangular-

wave current (current density 0–40 A/cm2, voltage 0–3 V,

frequency 1 Hz) to bring about Joule heating. With this

procedure, we fabricated an infrared Si light amplification

device which was suitable for evaluating the optical

amplification properties with high precision.

3 Measurement of differential gain coefficient,
transparency current density, and saturation
optical power

It is known that an infrared Si laser [10, 11] and an infrared

Si LED [14] fabricated by DPP-assisted annealing emit

light having the same energy as the photon energy, hmanneal,
of the light radiated during annealing. Therefore, we

measured the optical amplification properties for light

having a photon energy of hmanneal = 0.95 eV (corre-

sponding to a wavelength of 1.31 lm). Laser light was

made to enter one of the cleaved edges of the optical

waveguide (optical power, Pin), and after being guided

through the optical waveguide, the power, Pout, of the light

emitted from the other edge was measured. To take the

measurement, we used an infrared camera having an

InGaAs detector array (Xeva-1.7-320 manufactured by

Xenics, wavelength range 0.9–1.7 lm). A triangular-wave

current identical to that injected during annealing (current

density 0–40 A/cm2, voltage 0–3 V, frequency 1 Hz) was

injected into the device in order to amplify the incident

optical power.

The measured dependency of the emitted optical power,

Pout, on the injected current is shown in Fig. 2. The inci-

dent optical power, Pin, was 11 mW. We confirmed that the

emitted optical power increased with increasing injected

current. The relationship between the differential gain

coefficient, g, and the injected current density, J, was

determined from the expression Pout/Pout(J = 0) =

exp(gJd), with reference to the value of Pout when the

injected current density was 0. Here, d is the length of the

waveguide (=2,000 lm). The value of the optical gain

G can be obtained from G = gJ - a, based on the

absorption loss of Si (a = 2.7 9 10-5/cm) at the wave-

length of 1.31 lm [15].

Figure 3 shows the measurement results for the depen-

dency of G on J and the incident optical power, Pin. G was

measured at 36 points in the range of incident optical

powers Pin = 0.6–140 mW. Figure 4 shows the depen-

dency of G on J at Pin = 11 mW. The inset is a magnified

view at J = 0. From these figures, since G was propor-

tional to J at J\ 25 A/cm2, these measurement results

were fitted with a straight line. From the intersection of this

straight line with the horizontal axis, the value of the

transparency current density, Jtr, was determined to be

1 mA/cm2. In this measurement, the length of the gain

layer through which the laser light passed was 1 9 103

times larger than that of the previous measurement using a

Fig. 2 Dependency of emitted optical power on injected current

density at wavelength of 1.31 lm (Pin = 11 mW)

Fig. 3 Dependency of optical gain on incident optical power and

injected current density at wavelength of 1.31 lm
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Si–PD, and we could measure the amplified light precisely

by making the spot size of the laser light ten times larger

than that of the previous measurement. Thus, the volume

involved with the optical gain was 1 9 104 times larger

than the previous measurement. Therefore, the value of Jtr
measured this time is different. Since we could estimate the

value with higher precision in this measurement, we con-

clude that this value should be used in the design of future

devices. In the region J[ 25 A/cm2 in Fig. 4, the slope of

the gain coefficient decreased slightly. In other words,

slight gain saturation was observed. This is considered to

be due to leakage current.

Figure 5 shows the dependency of the differential gain

coefficient, g, on Pin. From this figure, at Pin\ 40 mW,

g does not take a constant value but decreases as Pin

decreases. This is because, when Pin is small, most of the

electroluminescence (EL) is spontaneously emitted light,

which spatially diverges, and therefore, it was not possible

to collect and measure all of the emitted light. However, as

Pin increases, the EL power due to stimulated emission

increases, and the directionality of the emitted light also

increases, and therefore, the measurement precision for

measuring Pout is improved. As a result, at Pin[ 40 mW,

the measured value of g reaches a constant value of

2.6 9 10-2 cm/A. On the other hand, at Pin[ 100 mW,

g decreases as Pin increases. This indicates saturation of the

optical gain. The above measurement results were fitted by

the two straight lines in Fig. 5. This gain saturation has also

been observed in conventional optical amplifiers using

compound semiconductors [16], and therefore, we can

conclude that this measurement method is suitable for

evaluating the optical amplification properties. Although

g takes a constant value of 2.6 9 10-2 cm/A in the center

part of this figure, as described above, by estimating the

value of Pin at which g is reduced by 3 dB from that value

using the fitted straight line, a saturation power density of

Psat = 30 kW/cm2 was obtained.

4 Summary

We fabricated an optical waveguide having a high optical

confinement effect using an SOI substrate, and the

waveguide was endowed with gain by subjecting it to DPP-

assisted annealing. Infrared laser light was introduced into

the waveguide from one of the cleaved edges and was

guided to the gain layer, which was formed of a p–n

homojunction that was transparent to infrared light, and the

power of light emitted from the other edge was measured.

As a result, we were able to evaluate the optical amplifi-

cation properties with high precision. For light with a

wavelength of 1.31 lm, we obtained a differential gain

coefficient of g = 2.6 9 10-2 cm/A, a transparency cur-

rent density of Jtr = 1 mA/cm2, and a saturation power

density of Psat = 30 kW/cm2. Since we were able to

observe gain saturation due to the incident optical power,

we confirmed that this measurement method is suitable for

evaluating the optical gain.
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Current-induced giant polarization 
rotation using a ZnO single crystal 
doped with nitrogen ions
Naoya Tate1, Tadashi Kawazoe2, Wataru Nomura1 & Motoichi Ohtsu3

Giant polarization rotation in a ZnO single crystal was experimentally demonstrated based on a novel 
phenomenon occurring at the nanometric scale. The ZnO crystal was doped with N+ and N2+ ions 
serving as p-type dopants. By applying an in-plane current using a unique arrangement of electrodes 
on the device, current-induced polarization rotation of the incident light was observed. From the 
results of experimental demonstrations and discussions, it was verified that this novel behavior 
originates from a specific distribution of dopants and the corresponding light–matter interactions in a 
nanometric space, which are allowed by the existence of such a dopant distribution.

Oxide semiconductors are widely used direct-transition materials having a large bandgap. Due to their 
natural abundance, innocuousness, and transparency to visible light, they are expected to be widely 
employed for fabricating various electrical and optical devices1–10. Although such oxide semiconductors 
are highly promising from the viewpoint of social needs, it is technically difficult to implement electro- or 
magneto-induced optical functions using the standard doping methods used with other types of semicon-
ductors, because acceptors from the dopants are generally compensated with donors from the numerous 
oxygen vacancies and interstitial metals in the crystal. According to recent research by the authors’ 
group11–19, novel electro-optical characteristics using various indirect- and direct-transition semiconduc-
tors have been successfully demonstrated by employing our original annealing method which exploits 
the characteristic behavior of dressed photons (DPs)20. A technique known as DP-assisted annealing has 
been used to autonomously form a dopant distribution that works as an appropriate p–n homojunction 
layer to effectively induce DPs by light irradiation. Specifically, by using an n-type bulk zinc oxide (ZnO) 
crystal, which is one of the most common oxide semiconductors, a p–n homojunction-structured LED 
that emits light at room temperature has been successfully realized12. One of the fundamental points of 
this method is that the dopants form not only a spatially homogeneous distribution necessary for higher 
electrical conductivity but also nanometrically-clustered structures, which are autonomously optimized 
for generating DPs in their surroundings. According to recent theoretical discussions and experimental 
demonstrations by the authors’ group21–25, DPs were generated by irradiating light that is strongly cou-
pled with phonons in the material, so that characteristic light–matter interactions occur via these DPs.

Magneto-optical effects are one of the most commonly known aspects of light–matter interac-
tions. In particular, in the effect known as Faraday rotation, while light propagates through a specific 
material, that is, a magneto-optical material, under a large magnetic field, the polarization of the light 
rotates. Polarization rotation is a fundamental technology for several applications utilizing the polari-
zation degree-of-freedom, such as ellipsometry and optical computing. The former is based on precise 
measurement and analysis of the polarization of reflected light from a target material, which requires 
a sophisticated polarization rotator. In particular, in recent research on ellipsometry, there has been 
a strong need for two-dimensional polarization rotators that can perform dynamic polarization mod-
ulation26–28. In optical computing, particularly the previously proposed polarization-encoded optical 
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computing method29,30, advanced polarization rotators are required for processing. Furthermore, more 
recently, advanced polarization rotators are essential elements for realizing optical quantum computing 
and related research31–33, which is based on polarization-encoding of photons.

In the work described in this paper, we focused on a ZnO device as a polarization rotator. In this 
device, the dopant distribution is expected to be suitable for inducing polarization modulation due to 
the characteristic behavior of DPs. The ZnO device was fabricated by using the DP-assisted annealing 
method, and by means of a unique electrode arrangement, different from the arrangement normally used 
for LEDs, the device demonstrated novel functionality as a polarization rotator. The device was irradiated 
with linearly polarized light in the vertical direction, and extremely large polarization rotation of the 
incident light was observed. The phenomenon is quite similar to conventional magneto-optical effects, 
but exhibited a much higher level. In addition it does not require any external equipment for applying a 
strong electric or magnetic field, nor a long light propagation length for ensuring a sufficient interaction 
time for the modulation. We quantitatively evaluated the performance of our ZnO device when func-
tioning as a novel optical rotator, and we discuss the origin of this phenomenon on the basis of DPs.

Basics
Generally, an n-type crystal is doped by implanting p-type dopants during the crystal growth process. 
Previously, several techniques for doping ZnO crystals with p-type dopants using nitrogen have been 
demonstrated. These techniques have been applied to various methods of growing ZnO crystals, such as 
molecular beam epitaxy (MBE)34,35, chemical-vapor deposition (CVD)36–38, and magneto-sputtering39–42. 
However, in the case where oxide semiconductors such as ZnO are used, the self-compensation effect43 
between acceptors and donors and dissipation of dopants has been still fundamental issues to achieve 
favorable p-type doping method.

In this study, an n-type bulk ZnO crystal was implanted with N+ and N2+ ions serving as p-type 
dopants after the growth process using the hydrothermal growth method12. According to previous reports 
by the authors’ group11–19, novel electro-optical functionalities in various types of indirect-transition sem-
iconductors have been successfully implemented. The unique characteristics of these functionalities are 
fundamentally due to a specific distribution of dopants used for generating DPs in each material. A DP is 
a quasi-particle which represents the coupled state of a photon and an electron25. A DP excites a coherent 
phonon in a nanometric material, and the state of the DP is coupled with the states of the excited phonon. 
During the electron transition process in the material, this coupled state behaves as an intermediate state; 
hence, multistep transitions and corresponding optical functions are allowed. In order to realize effective 
generation of DPs, in our previous work, the device was subjected to DP-assisted annealing to optimize 
the dopant distribution for generating DPs; namely, they were annealed with Joule heating due to the 
application of a current while the device was irradiated with light having a lower photon energy than 
the bandgap energy of the material. The basics of the DP-assisted annealing method are explained below.

First, while Joule heat is generated by the application of a forward bias current to the device, the 
dopants try to randomly diffuse in the material to converge to a homogeneous distribution. However, at 
the same time, DPs tend to be generated by irradiation of light in the vicinity of the exciton polaritons. 
Here, the generation of DPs is due to the formation of localized electrons and holes at regions of a spe-
cific distribution of the dopants. In the case where the photon energy of the irradiated light is lower than 
the bandgap energy of the material, as in our method, the photon energy is not absorbed in the material 
and can reach the distribution of dopants, where it generates DPs. The generated DPs, which behave as 
localized energy fields21–25, can excite multimode coherent phonons in the material, and a coupled state 
of the DPs and phonons can be excited; in other words, a multi-step electron transition occurs via energy 
levels corresponding to the coupled state. Consequently, part of the energy due to Joule heat is converted 
to the photon energy of stimulated emission via the DPs, which is associated with the multi-step transi-
tion. Subsequently, Joule heat is lost and diffusion of the dopants necessarily stops. Now, the distribution 
of dopants works as an appropriate structure for effective generation of DPs. On the other hand, other 
dopants where DPs are hardly generated in their vicinities continue to diffuse in the material until they 
form the required specific distribution, and subsequent stimulated emission occurs. Finally, a high DP 
generation efficiency is exhibited in all regions, and the temperature drops in all regions of the device. 
More detailed theoretical descriptions of the DP-assisted annealing method and related achievements 
have been reported in previous papers by authors’ group11–19.

Experiment
In order to use the ZnO device as a polarization rotator, input light whose polarization direction was 
perpendicular to the crystal axis of the material was made incident on the device. Here, an original 
arrangement of electrodes was prepared for applying an in-plane current to the device. Details of the 
fabrication of the device and discussion of mechanism of the polarization rotation are given in the 
Methods and Discussion sections, respectively. Figure  1(a) shows a photograph of the fabricated ZnO 
device. The dopant implantation depth was confirmed by secondary ion mass spectrometry (SIMS) to 
be about 2 μ m, as shown in Fig. 1(b). In a related study, the detailed dopant distribution formed by the 
DP-assisted annealing has been previously confirmed in the case of Si by using a three-dimensional atom 
probe (3DAP) method17.
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The experimental setup used for demonstrating polarization rotation is shown in Fig. 2. The setup was 
constructed to observe modulated light among the incident linearly-polarized light. The important point 
is that, as shown in the inset of Fig. 2, a current flowed in the in-plane direction of the device via surface 
electrodes formed of an indium tin oxide (ITO) layer. The applied voltage was sinusoidally modulated by 
a function generator. Linearly-polarized light having a photon energy hν =  3.05 eV, to which the device 
is transparent, was radiated in the vertical direction onto the device and was output in the opposite 
direction by reflection at the back side of the device. During propagation in the device, the incident 
light was expected to be affected by the applied current via interactions between the material and DPs. 
The mechanism is briefly discussed in the next section. As a result, corresponding polarization rotation 
was observed as a variation in the optical intensity of the reflected light by using a Glan-laser polarizer.

Figure 3(a) shows the modulated output projected on a phosphor screen, which was set at the output 
port. In order to clearly represent the spatial dependency of the modulation, the input light was radiated 
onto the device using an off-focus setup. Therefore, one cycle of varying brightness, between bright and 
dark parts at each area, corresponds to modulation of π  radians. As shown, the spatial modulation of 
the polarization was found to depend on the applied current.

To quantitatively evaluate the polarization rotation shown in Fig. 3(a), input light was focused onto 
the device, and the intensity of the output light was observed by using an avalanche photodiode (PD). 
Fig. 3(b) shows an example of the output light intensity observed with 100 mHz sinusoidal modulation 
of an 18 V applied voltage. As shown, spatial modulation of the output signal amplitude was clearly 
observed. Importantly, Fig.  3(b) shows that, while the applied voltage was increased to 18 V during a 
half cycle of applied voltage, the polarization of the input light was rotated by more than 6π  radians.

Discussion
In order to explain the large amount of polarization rotation achieved by our device, the relation between 
the applied current IIN and the polarization rotation θrot is plotted by using the measured I-V relation of 
the device. As shown in Fig. 4, the device achieved a polarization rotation of more than 20π  radians by 

Figure 1.  (a) Photograph of the fabricated ZnO device. (b) The dopant density versus implantation depth in 
the device.

Figure 2.  Schematic diagram of setup used for observing polarization rotation based on cross-Nicol 
method. 
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applying 100 mA of current. By description with amounts of Faraday rotation, it reveals at intermediate 
between dielectric semiconductors and magnetic metals.

The important point of our approach is that such a giant polarization rotation does not require any 
external equipment for applying a strong magnetic field, unlike the conventional magneto-optical effect. 
Also, it does not require a long propagation distance of the incident light; the effective propagation dis-
tance for the modulation was less than 5 μ m, because of the back and forth propagation in the device, 
as indicated by the SIMS results shown in Fig. 1(b). The basic mechanism of such a large polarization 
rotation is discussed below.

Simple and direct propagation of light in the material under a current-induced magnetic field is hardly 
expected to reveal such an effect, and therefore, the involvement of DPs must be considered. Namely, 
incident light induces DPs in the surroundings of the dopants, and, at the same time, current-induced 
magnetic fields strongly affect the phase of the DPs via the distribution of dopants. In such a situation, 
the incident optical energy and magnetic fields are allowed efficiently interact with each other via the DP 
states, where the DP states are efficiently energetically coupled with the phonon states of the material. 
After the interaction, reconversion of optical energy from the DPs to propagating light occurs, and other 
interactions are induced in surroundings of other dopants. While the expected amount of modulation in 
a single process is not large enough, after a number of iterations of this process, finally a large amount 
of modulation is realized. We expect that the theoretical relation between the phase of the DPs and 
magnetic fields will be clarified by future experiments.

Additionally, practical specifications for use as an optical device, namely, switching speed and power 
consumption, are theoretically estimated as follows: From the size of the surface (5 mm ×  5 mm) and the 
thickness (500 μ m), our ZnO device is estimated to have a capacitance of 30 pF, which will require 6 nC 
( = 30 pF/500 μ m) of electric charge to achieve a single operation, namely π  radians of polarization rota-
tion. By referring to the results of our experimental demonstration shown in Fig. 5, if 10 mA of current 
is assumed to be applied, a switching speed of 120 ns ( = 6 nC/50 mA) is expected. On the other hand, 
energy of 60 nJ ( = 6 nC ×  10 V) is required for a single operation.

Figure 3.  (a) Modulated output images, which were projected on a phosphor screen. (b) Experimentally 
observed relations between output light intensity (red line) and voltage applied to the device (blue line), 
where the maximum voltages were 18 V.

Figure 4.  Relation between applied current IIN and polarization rotation θrot. 
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Conclusion
In the work described in this paper, giant polarization rotation was experimentally demonstrated using 
a ZnO single crystal doped with N+ and N2+ ions. This giant polarization rotation is fundamentally due 
to an optimized distribution of dopants in the ZnO crystal achieved by DP-assisted annealing, which 
allowed DPs to be effectively induced by incident light, and application of an in-plane current to the 
device by using a unique electrode arrangement. As a result, polarization rotation of more than π /3 
radian per volt, which is the amount required in practice to implement optical rotation, was successfully 
observed without using any external equipment for applying a large magnetic field, and with an effec-
tive light propagation distance of less than 5 μ m in the device. Based on the results of demonstrations, 
we considered that this giant polarization rotation was fundamentally due to the repeated interactions 
between current-induced magnetic fields and localized DPs generated in the regions around dopants in 
a nanometric space.

Methods
Preparation of ZnO device: To fabricate the prototype device, we used commercially available n-type 
ZnO single crystal with a thickness of 500 μ m, which is prepared by the hydrothermal growth method44. 
The crystal axis orientation was (0001), and the initial electrical resistivity of the crystal was 50–150 Ω  
cm. The basic process for fabricating a junction ZnO device is schematically shown in Fig. 5.

N+ and N2+ ions were implanted into the crystal in six steps at energies of 20, 50, 100, 200, 400, and 
600 keV for producing a broad distribution of dopants. The ion dose densities were set to 4.20 ×  1013, 
9.00 ×  1013, 2.25 ×  1014, 2.75 ×  1014, 4.50 ×  1014, and 4.50 ×  1014 cm−2, respectively (Fig.  5(a)). By using 
multi-step implantation with these parameters, the implanted dopants were distributed in a broad region 
in the crystal to form a p-type layer. Then, using radio-frequency sputtering, a 150 nm-thick ITO layer 
was deposited on the front side of the sample, and a 5 nm-thick Cr layer and a 100 nm-thick Al layer 
were deposited on the back side of the sample to serve as electrode layers (Fig. 5(b)). After deposition, 
DP-assisted annealing was performed (Fig. 5(c)). During Joule heating by application of a forward bias 
current, the device was irradiated with laser light having a photon energy hν =  3.05 eV, which is lower 
than the bandgap energy of the ZnO crystal (3.40 eV). The forward bias current density was set to 
0.22 A/cm2, which was as high as possible without causing thermal destruction of the device, and the 
power of the irradiated light was set to 2.2 W/cm2, which was as high as possible without causing the 
crystal temperature to become too high. According to the previous work by the authors’ group12, the 
surface temperature rose to nearly 100 °C under similar experimental conditions, and then dropped to a 
constant temperature 70 °C. As we described in the Basics section, this drop in temperature corresponds 
to the generation of DPs, bringing about stimulated emission, and indicates successful completion of 
the annealing process for fabricating an appropriate distribution of dopants to efficiently generate DPs 
in the material. Then, Ag electrodes were deposited for applying an in-plane current to the device, in a 
direction perpendicular to direction during the annealing process. Finally, the crystal was bonded on a 
Cu substrate for heat dissipation while working as a polarization rotator (Fig. 5(d)). The Cr and Al layers 
were utilized as a reflecting surface for the incident light applied to the device.

Figure 5.  Basic process for fabricating a ZnO device. (a) Implantation of N+ and N2+ ions into n-type 
ZnO single crystal. (b) Depositing electrode layers at the front side and back side of the crystal. (c) 
Application of forward bias current and irradiation of light for the DP-assisted annealing. (d) Deposition of 
Ag electrode on the crystal and bonding of crystal to Cu substrate for heat dissipation.
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Abstract We propose a novel method for observing and

utilizing nanometrically fluctuating signals due to optical

near-field interactions between a probe and target in near-

field optical microscopy. Based on a hierarchical structure

of the interactions, it is possible to obtain signals that

represent two-dimensional spatial patterns without requir-

ing any scanning process. Such signals reveal individual

features of each target, and these features, when appro-

priately extracted and defined, can be used in security

applications—an approach that we call nanophotonic

security. As an experimental demonstration, output signals

due to interactions between a SiO2 probe and Al nanorods

were observed by using near-field optical microscopy at a

single readout point, and these signals were quantitatively

evaluated using an algorithm that we developed for

extracting and defining features that can be used for

security applications.

1 Introduction

In the critical-security battlefield, a defender tries to pro-

duce novel patterns that are difficult to accurately copy,

and an attacker seeks a method to counterfeit such patterns

[1]. Artifact metrics [2] is one of the most promising

concepts for security applications. Artifact metrics utilizes

various physical features unique to individual objects in

terms of their physical properties, including their electro-

magnetic [3, 4], mechanical, and optical properties [5, 6].

Some results have been reported in actual implementations,

such as ordinary paper [6], paper containing magnetic

microfibers [7], plastics, and semiconductor chips. In par-

ticular, the essential characteristics of artifact metrics have

been ascribed to a physical unclonable function [8]. On the

other hand, recent technological advancements in micro-

fabrication show promise for realizing various novel

technologies that go beyond unclonable functions those

developed so far, which have been limited to micrometer-

scale precision. Against this background, we recently

proposed and demonstrated the concept of nano-artifact

metrics, which uses nanometer-scale unclonable patterns

organized in a random manner [9], which is expected to

offer robustness against cloning attacks.

As a further development of nano-artifact metrics, here

we propose the concept of nanophotonic security, which is

realized by combining nanophotonic principles [10–12]with

the basics of nano-artifact metrics. Nanophotonics is a novel

optical technology utilizing local interactions between

nanometric particles via optical near fields. The optical near

fields behave as a virtual cloud of photons that is constantly

localized around nanometric materials illuminated by inci-

dent light. Since the virtual cloud of photons is localized in a

region close to the electrons in the material, they can effec-

tively interact with the materials in a unique manner [13].
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Exploiting the characteristic behavior of optical near fields

for implementing optical devices and systems enables novel

functions that would otherwise be impossible as long as

conventional propagating light is used. In nanophotonic

security, signals are read out by a nanometric reader from a

nanometric device. Because such signals necessarily reveal

specific individuality not only about the device but also about

the reader, they are fundamentally difficult to be known from

the nanometerical patterns of the reader and the device. Of

course, unclonability of their nanometrical patterns is

assured due to the basic concept of nano-artifact metrics.

Based on these factors, nanophotonic security merits atten-

tion and is expected to be lead to novel optical security

techniques that will be essential for our sophisticated infor-

mation society of the future.

Here, as an experimental demonstration of nanophotonic

security, we propose using near-field optical microscopy

(NOM) without a scanning process as a reader. In general,

use of NOM entails a scanning process for observing a

high-resolution two-dimensional image of spatially dis-

tributed optical near fields. However, such a process is not

necessarily required in the case of our security applications,

because only individual features of each device are

required. Instead, appropriate definitions, evaluation of

features, and corresponding signal processing are required.

In this paper, first the concept and basic procedure of

nanophotonic security based on non-scanning NOM are

described. Then, results of some experimental demonstra-

tions are shown, and the validity of our approach in an

actual application is discussed.

2 Basic procedure

During the readout process in NOM, optical near-field

interactions are induced between the nanometrical tip of a

probe and a target. Due to these interactions, the readout

signals reflect the degree of molecular attraction and the

optical responses. By employing an autonomous control

mechanism via a feedback structure in the setup, the probe

is kept at a constant distance from the target. Here, we

focus on inevitable fluctuations of the probe position dur-

ing the readout process. Based on the concept of the

inherent hierarchy of optical near-field interactions [14],

interactions at various spatial scales are necessarily

induced during these fluctuations. That is to say, NOM

sequentially observes compressed information [15–17]

about spatial patterns of the target from a single readout

point, in other words without any scanning process.

Figure 1 schematically summarizes the basic procedure of

our proposed nanophotonic security system based on non-

scanning NOM, from readout of the signals to extraction

and evaluation of their features.

First, constantlyfluctuating signals consisting of the optical

responses and signals due to molecular attraction are read out

by the non-scanning NOM. Generally, the frequency of such

fluctuations can be directly controlled by setting the parame-

ters of the experimental setup. Because the two fluctuating

signals in Fig. 1a are obtained with the same time sequence,

they can be combined to the single result shown inFig. 1b.We

plotted signals due to molecular attraction on the horizontal

axis and signals due to optical responses on the vertical axis.

Due to the feedback structure in the setup, the results show

orbit-like modulation during the processing time. To allow

simple evaluation of the result in Fig. 1b, binary image coding

is performed, as shown in Fig. 1c, and the filled-in binary

image is subjected to feature extraction. In this paper, the

coordinates of corners in the image are defined and utilized as

features of the obtained signals. In order to define and deter-

mine the coordinates of corners in the image,we employed the

features from the accelerated segment test (FAST) [18]

method. While various feature extraction methods have been

actively studied [19–21] for realizing high-speed classifica-

tion and searching of images, the FASTmethod is known to be

one of the most effective methods. In the FAST method, only

corners are defined as features of a target image, and decision

tree analysis is employed to realize real-time processing.

Finally, the coordinates of the corners found in each image are

defined as individual features of the readout signals and cor-

responding device.

3 Experimental demonstration

In order to experimentally demonstrate our basic proce-

dure, non-scanning NOM with a SiO2 probe and Al

nanorods was used as a reader and a device, respectively.

The radius of curvature of the tip of the probe was less than

20 nm, and the tip was covered with a 50-nm-thick Au

layer formed by sputtering, as shown in Fig. 2a. A reso-

nance oscillator with an oscillating frequency of 32 kHz

was attached to the probe for detecting molecular attraction

between the probe and the device. The distance between

the probe and the nanorods was set to be less than 50 nm.

The nanorods were grown on a Si substrate by the glancing

angle deposition (GLAD) method [22]. This method can

realize various sizes, shapes, and constituents of nanorods

by controlling multiple independent magnetron sources and

three-dimensional rotation stage, which perform the

deposition of materials by positioning a sample substrate

over each magnetron at the appropriate distance and angle.

We prepared two types of device, called device 1 and de-

vice 2, which consisted of elements having diameters of

30 nm and 70 nm, as shown in Fig. 2b, c, respectively. All

nanorods were grown in the direction vertical to the sub-

strate, and they are slightly less than 200 nm in heights, in
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both devices. A laser with a wavelength of 532 nm was

used to induce optical near-field interactions and corre-

sponding molecular attractions and optical responses.

Signals due to the optical responses were detected by a

photo-multiplier R-3896, manufactured by Hamamatsu

Photonics, Japan, and read out as electrical signals, as well

as molecular attractions.

Figure 3 shows the two-dimensional plot of the readout

signals due to molecular attraction and the optical

responses. For comparison, a single reader and two types of

devices, device 1 and device 2, were used, and readout

distances between the reader and each device are set at less

than 50 nm; the plots for these devices are shown in

Fig. 3a, b, respectively. A clear difference can be recog-

nized between the two results.

To quantitatively evaluate the difference between the two

results, both results were coded to produce filled-in binary

patterns, and then, their corners were extracted as their

individual features, as we described in the previous sec-

tion. Then, in order to quantitatively evaluate these results,

we calculated similarity values by comparing the coordinates

of the extracted corners of both images. Generally, the

similarity value is defined as the Hamming distance between

two sets of data. In our case, the coordinates of the corners

were coded to a binary data set, and the two sets of data were

compared with the other. As a result of this calculation, the

similarity value between the two was calculated to be 0.10,

when normalized to a maximum value of 1.00 in the case of

self-similarity. The difference between the two values, 0.10

and 1.00, is sufficiently large for actual authentication

between device 1 and device 2.

4 Discussion

In order to experimentally verify the validity of our pro-

posed method and to quantitatively evaluate it using sim-

ilarity values, other similarity values were obtained for

various readout points on the target. We read out signals at

discrete points on a single device and coded the results to

Fig. 1 Basic procedure of

nanophotonic security based on

non-scanning NOM consists of

a readout of optical responses

and fluctuating signals due to

molecular attraction,

b producing two-dimensional

plots of obtained signals,

c image coding to produce

filled-in binary patterns of the

plotted results, and d feature

extraction. In this paper, the

coordinates of corners in each

coded image are defined as

features of the optical near-field

interactions between the reader

and the device

Fig. 2 SEM images of a tip of the probe of non-scanning NOM, and top views of nanorods in b device 1 and c device 2

Non-scanning optical near-field microscopy for nanophotonic security
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produce filled-in binary images, as shown in Fig. 4, which

is the result with device 1.

One image is defined as a reference image, and we

calculated the relative similarity values between the ref-

erence image and the others. Figure 5a, b shows calculated

similarity values in the case of using device 1 and device 2,

respectively. Additionally, at each point, we set two read-

out distances between the probe and the nanorods: One

distance was set at about 100 nm, which we refer to as

farther readout, and the other distance was set at less than

50 nm, which we refer to as nearer readout. In the case of

farther readout, the spatial scale of the interactions between

the probe and the device was much larger than in the case

of nearer readout.

The main finding shown in these results is that all

similarity values exhibited periodical increasing and

decreasing. This indicates that the obtained signals at each

single readout point are the result of interactions between

the probe and the spatial patterns of the nanorods, as we

described in the previous section. If this were not the case,

the fluctuations of the similarity values would be more

random and steeper, but this was not observed. Further-

more, the difference in periods between the results of

nearer readout and farther readout corroborates our

hypothesis. For example, when using device 1, as shown in

Fig. 5a, the pitches of the troughs are about 1200 nm and

2000 nm in the case of nearer readout and farther readout,

respectively. Because the signals obtained with farther

readout correspond to a larger spatial scale of interactions,

the pitch of the increasing and decreasing similarity values

becomes necessarily large. In the case of nearer readout,

the opposite tendency was revealed. A similar comparison

and reasoning also applies in the case where device 2 is

used, as shown in Fig. 5b, where the results of nearer

readout and farther readout showed trough pitches of about

500 and 800 nm, respectively.

5 Summary

With the goal of verifying the validity and effectiveness of

nanophotonic security, we demonstrated the definition and

acquisition of individual features of nanometric patterns

Fig. 3 Two-dimensional plots

of readout signals by using non-

scanning NOM with a device 1

and b device 2

Fig. 4 Filled-in binary images obtained at discrete points on device

1, -1000 nm to ?1000 nm away from a reference point

Fig. 5 Similarity values

between the reference image

and other discretely obtained

images with two different

readout distances [nearer

readout (red bars) and farther

readout (blue bars)] using

a device 1 and b device 2

N. Tate et al.
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using non-scanning NOM. Our proposed method is suitable

for application to actual situations as it takes only a short

amount time, less than 1 s in our demonstrations, for the

readout process, because it does not require the scanning

process that is normally required when using NOM. This

aspect, which was realized by exploiting nanometrically

fluctuating signals due to optical near-field interactions, is

expected to be a conceptual breakthrough not only for

security applications but also for various applications

related to optical information processing. Finally, although

we produced filled-in binary images from readout fluctu-

ating signals and extracted the coordinates of the corners in

each image as individual features of each device, this

procedure is just one possible procedure used to demon-

strate the basic idea of our proposed method. Further

studies will need to be performed to optimize each step in

our proposed procedure.
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Abstract This paper reports the fabrication of a polar-

ization-controlled infrared LED fabricated by dressed-

photon–phonon (DPP)-assisted annealing of a bulk Si

crystal. For the DPP-assisted annealing, linearly polarized

infrared light with a wavelength of 1.342 lm was made

normally incident on the top surface of the crystal. The

photon energy at the peak of the emitted light spectrum of

the fabricated LED was close to that of the light irradiated

during the DPP-assisted annealing. A degree of polariza-

tion of as large as 0.07 was obtained. The spatial distri-

bution of the doped B atoms in the fabricated LED was

measured, and the following findings were obtained: (1) B

atoms formed pairs in which the separation between the

two B atoms was three times the lattice constant of the Si

crystal; and (2) the B atom pairs were apt to orient along

the direction perpendicular to the propagation direction and

to the polarization direction of the light irradiated during

the DPP-assisted annealing. Based on these findings (1)

and (2), photon breeding was confirmed with respect to

photon energy and spin, respectively.

1 Introduction

Although bulk silicon (Si) crystal has been popularly used

for electronic devices, it has not been used for practical

light-emitting devices such as light-emitting diodes (LEDs)

and lasers. This is because Si is an indirect transition-type

semiconductor, meaning that electrons in the conduction

band have to change their momenta in order to produce

light emission. Here, the problem is that the probability of

the interaction between an electron and a phonon, indis-

pensable for the momentum change, is very low.

In order to solve this problem, for example, porous Si

[1], a super-lattice structure of Si and SiO2 [2, 3], and Si

nanoprecipitates in SiO2 [4] have been used to emit visible

light. To emit infrared light, Er-doped Si [5] and Si–Ge [6]

have been employed. In these examples, the emission

efficiency is too low for practical use since Si still works as

an indirect transition-type semiconductor in these

materials.

To drastically increase efficiency, a novel fabrication

method named DPP-assisted annealing has been recently

devised by the authors [7]. This method has been used to

fabricate an infrared LED whose external quantum effi-

ciency and output power were as high as 15 % and 1 W,

respectively, at a wavelength of 1.32 lm (CW operation at

room temperature). A visible LED [8], an infrared laser [9,

10], an optical and electrical relaxation oscillator [11], and

an infrared photodetector with optical amplification [12]

have also been fabricated by this method. Furthermore,

visible LEDs have been fabricated by using a bulk silicon

carbide (SiC) crystal, even though this material is also an

indirect transition-type semiconductor [13].

The dressed photon (DP) is a quasi-particle created as a

result of the interaction between a photon and an electron

in a nanometric space [14]. Furthermore, the DP excites
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multimode coherent phonons, and they couple to form a

novel quasi-particle called a dressed-photon–phonon

(DPP), which can be used for device fabrication and

operation. The phonons in the DPP contribute to the

required momentum change in the electron described

above. The Huang–Rhys factor, representing the coupling

strength between electrons and optical mode phonons, has

been evaluated to be as large as 4.08 for a fabricated silicon

LED (Si-LED) [15]. This value is about 102–103 times that

in conventional bulk Si crystals, which demonstrates the

large interaction probability between the electrons and

phonons in this Si-LED. Furthermore, modes of coherent

phonons in the DPP have been identified by pump–probe

laser spectroscopy [16].

In the case of a conventional LED, it should be pointed

out that the photon energy of the emitted light is determined

by the bandgap energy Eg of the semiconductor used [17].

In contrast, in the case of the present Si-LED, it is deter-

mined by the photon energy hvanneal of the light irradiated

during the DPP-assisted annealing. This phenomenon has

been called photon breeding [18]. In other words, the pho-

ton energy of the emitted light is identical to hvanneal,

because the difference between hvanneal and Eg is compen-

sated for by the energy of the phonons in the created DPP.

Therefore, even infrared light, whose photon energy is

lower than Eg, can be emitted from the Si-LED based on

photon breeding. Photon breeding has been confirmed also

in a visible Si-LED [8] and a visible SiC-LED [13], which

have been fabricated via DPP-assisted annealing by irradi-

ating bulk Si and SiC crystals with visible light, respec-

tively. The magnitudes of the phonon sidebands in the

output light spectrum have been controlled by irradiating

pairs of light pulses during the DPP-assisted annealing [19].

It is expected that photon breeding takes place not only

with respect to photon energy described above but also

with respect to photon spin. That is, the light emitted from

the LED can be polarized if it is fabricated by irradiating

the Si crystal with polarized light during the DPP-assisted

annealing.

The output light from conventional LEDs is not polar-

ized, and several methods have been proposed for polar-

izing it, such as using the specific anisotropic optical

properties of nonpolar GaInN quantum wells [20] and

installing a complicated subwavelength-size metallic

nanograting [21]. Instead of these approaches, the present

paper proposes a novel polarization control method for

infrared Si-LEDs based on photon breeding with respect to

photon spin. It also reports the results of high-spatial-res-

olution three-dimensional analyses of the spatial distribu-

tion of the doped B atoms, performed in order to confirm

the photon breeding.

Radiation energy dissipation from relativistic jets in

blazars has also been called photon breeding [22]. In this

astrophysical phenomenon, very high-energy X rays are

generated from low-energy infrared or visible light by

inverse Compton scattering with a charged particle.

Therefore, the photon breeding discussed in the present

paper, creating photons by using a DPP in a nanometric-

sized space in a material, is fundamentally different from

that in astrophysics. Due to this difference, the present

photon breeding may have to be called ‘‘nano-photon

breeding’’ in order to avoid confusion. However, this paper

uses the name ‘‘photon breeding’’ for conciseness.

2 Fabrication and operation

The structure of the fabricated Si-LED is schematically

shown in Fig. 1a. The fabrication method was equivalent to

that in Ref. [7], except that linearly polarized light was

irradiated during the DPP-assisted annealing.

2.1 Fabrication by DPP-assisted annealing

First, to form the p–n homojunction, an As-doped n-type Si

crystal with a thickness of 625 lm, whose electrical

resistivity was 10 X cm, was used. The top surface of the

Si crystal was a (001) plane. The upper part of this crystal

(a)

(b)

Fig. 1 Structure of the Si-LED. a A bird’s-eye view and photograph

of the device. Definitions of the Cartesian coordinates (x, y, z), the

zenith angle h, and the azimuthal angle u are also given. b Cross-

sectional profile of the doped B atom concentration along the z-axis,

measured by secondary ion mass spectroscopy. The thick arrow

represents the area of the measurement, to be presented in Fig. 3

T. Kawazoe et al.

123

Author's personal copy

22



was further doped with B by ion implantation to form a p-

type layer. The implantation direction was the [00�1] ori-

entation (along the z-axis in Fig. 1a, normal to the (001)

plane), and the energy was 700 keV, which realized a

doped B atom concentration of 1019 cm-3, corresponding

to 0.04 % of the Si atom concentration. Figure 1b shows

the cross-sectional profile of this concentration along the z-

axis, measured by secondary ion mass spectroscopy, which

represents the p–n homojunction at a position 1.5–2.0 lm

down from the top surface of the Si crystal. An ITO film

(150 nm thick) was deposited on the top surface of the Si

crystal. Cr and Al films were subsequently deposited on the

bottom surface (5 and 100 nm thick, respectively). They

were used as an anode and cathode, respectively. After

depositing these films, the Si crystal was diced to form a

device with an areal size of 3 mm 9 3 mm.

Second, for the DPP-assisted annealing, a forward bias

voltage was applied to inject the current (170 mA: current

density of 1.89 A cm-2) in order to generate Joule energy,

causing the B to be diffused by the Joule-heat and varying

the spatial distribution of its concentration. During the

annealing, infrared light, linearly polarized along the x-axis

in Fig. 1a, was normally incident on the top surface of the

Si crystal, through the ITO anode. Its power density,

photon energy hvanneal, and wavelength were 3.3 W cm-2,

0.924 eV, and 1.342 lm, respectively.

Since the photon energy hvanneal of this light is lower

than Eg (=1.12 eV), it can propagate through the Si

crystal without suffering absorption, creating a DPP on

the surface of the B atom at the p–n homojunction. The

electron in the conduction band at the p–n homojunction

interacts with this DPP to exchange momentum with the

phonons in the DPP, and, as a result, a photon is created

by stimulated emission. The created photon propagates to

outside the Si crystal, which means that a part of the

Joule energy is transformed to the propagating photon

energy and is dissipated from the Si crystal. This dissi-

pation decreases the diffusion rate of the B atoms,

affecting the variation of the spatial distribution of B

atoms. The fabrication is finished when this distribution

reaches a stationary state.

2.2 Operation based on photon breeding

For the operation of the fabricated S-LED, the infrared

light irradiation is not required any more; it is used only

during the DPP-assisted annealing. Only forward current

injection is required, as is the case of the conventional LED

operation. By this forward current, an electron is injected

into the conduction band at the p–n homojunction and

creates a photon by spontaneous emission even though its

probability is very low. However, once this photon is

created, it subsequently creates a DPP on the surface of the

B atom at the p–n homojunction, and this DPP interacts

with another electron in the conduction band to exchange

momentum so that a secondary photon is created. By

repeating these momentum exchange and photon creation

processes, the emitted light intensity is amplified and

reaches a stationary value within a short duration, so that

light with a sufficiently high intensity is emitted from the

p–n homojunction. It should be noted that the photon

energy of the emitted light is identical to hvanneal. This is

because the spatial distribution of the B atoms has been

controlled by the light irradiated during the DPP-assisted

annealing, enabling most efficient stimulated emission and

spontaneous emission of photons with identical photon

energy. In other words, the light irradiated during the DPP-

assisted annealing serves as a ‘‘breeder’’ that creates pho-

tons with an energy equivalent to hvanneal. This is the rea-

son why this novel phenomenon is named photon breeding

with respect to photon energy.

For evaluating the polarization characteristics of the

fabricated Si-LED, the emitted light was decomposed into

two linearly polarized components by using a linear

polarizer, and their intensities (Ik, I?) were acquired. The

polarization directions of these components are, respec-

tively, parallel and perpendicular to that of the light irra-

diated during the DPP-assisted annealing.

Their light emission spectra at an injection current of

100 mA are represented by the curves A and B in Fig. 2a,

whose spectral peaks are close to hvanneal due to the photon

breeding with respect to photon energy. It is seen that Ik is

larger than I? in a wide spectral range around hvanneal.

Since the linearly polarized light is the superposition of the

two photons with up- and down-spins, this difference

between Ik and I? in this figure also represents the suc-

cessful results of polarization control, which is due to

photon breeding with respect to photon spin.

The black squares in Fig. 2b represent the measured

relation between the DPP-assisted annealing time and the

degree of polarization P ¼ Ik � I?
� �

= Ik þ I?
� �

at the

photon energy hvanneal. The value of P in this figure is zero

at zero annealing time because the Si crystal is optically

isotropic. However, this value increases with increasing

annealing time and asymptotically approaches a maximum

value of 0.07. This increase is not due to the optical ani-

sotropy induced by the Joule-heat because the applied Joule

energy was too low to strain or deform the Si crystal. For

reference, the surface temperature was maintained at as low

as 154 �C in the DPP-assisted annealing (Fig. 2 in Ref. [7]).

The measured values were fitted by the solid curve in

Fig. 2b. This curve represents the result of numerical cal-

culation based on the two-level system model, which is a

theoretical model popularly used for the light-induced

Polarization control of an infrared silicon light-emitting diode by dressed photons and…

123

Author's personal copy

23



variations of the configuration coordinates in several phe-

nomena, such as spectral hole burning [23]. The agreement

between this curve and the measured values suggests that

the polarization was controlled by the linearly polarized

light irradiated during the DPP-assisted annealing.

3 Analyses of the spatial distribution of boron
atoms

To confirm the hypothesis given at the end of Sect. 2.2, this

section presents the analysis results of the three-dimen-

sional spatial distribution of the doped B atoms, which was

measured by atom-probe field ion microscopy with sub-

nanometer resolution [24]. The measured area is repre-

sented by a thick arrow in Fig. 1b. Figure 3 shows the

measured three-dimensional spatial distribution of B atoms

at the p–n homojunction. The black dots represent the

positions of the individual B atoms. The distribution is

projected onto the xy-, yz-, and zx-planes ((001), (100), and

(010) planes), represented by green, blue, and red dots,

respectively.

It should be noted that the Si crystal is composed of

multiple cubic lattices with a lattice constant a of 0.54 nm

[25], and its top surface lies in the xy-plane. The light

irradiated during the DPP-assisted annealing is normally

incident on this plane; i.e., the light propagation direction is

parallel to the z-axis, which is parallel to the [001]

orientation.

3.1 Separation between the boron atoms in the pair

Some of the regularly arranged Si atoms are replaced by

the doped B atoms in the DPP-assisted annealing. It has

been pointed out that phonons can be localized at the B

atoms for creating a DPP under light irradiation because

the B atoms are lighter than the Si atoms. However, for this

localization, it has also been pointed out that two or more

adjacent B atoms (in other words, two or more unit cells

containing B atoms) are required [26]. Since the doped B

atom concentration is as low as 0.04 % relative to the Si

atom concentration, making it difficult for more than three

B atoms to aggregate, the following discussion considers

two closely spaced adjacent B atoms (a B atom pair),

around which a phonon is localized for creating a DPP.

That is, the pair of unit cells containing the B atoms serves

as a phonon localization center.

Figure 4a, b shows the numbers of B atom pairs plotted

as a function of the separation, d, between the B atoms in

the pair, which were derived from the measurement results

in Fig. 3. Since the distribution of the number of B atom

pairs is nearly random, it can be least-squares-fitted by the

Weibull distribution function (the solid curve in these fig-

ures), which is expressed as

pðdÞ ¼ ð3=bÞ � ðd=bÞ2 � exp �ðd=bÞ3
h i

; ð1Þ

(a)

(b)

Fig. 2 Characteristics of the light emitted from the fabricated Si-

LED. a The light emission spectra. Curves A and B are the linearly

polarized components, which are, respectively, parallel and perpen-

dicular to the direction of the linear polarization of the light irradiated

during the DPP-assisted annealing. The annealing time was 180 min.

b Relation between the DPP-assisted annealing time and the degree of

polarization P at the photon energy, hmanneal. Black squares represent

the measured values. The solid curve represents the theoretical values,

which were fitted to the measured values

Fig. 3 Three-dimensional spatial distribution of B atoms, measured

by the atom-probe ion microscopy
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where d is the concentration of the B atoms, and

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3=4pd3

p
. In the un-annealed Si crystal (Fig. 4a), the

measured number of B atom pairs deviates from the solid

curve in the range d[ 45 nm. The deviation depends on

the characteristics of the ion implantation.

In contrast, in the Si crystal after the DPP-assisted

annealing (Fig. 4b), the deviation is much less than that in

Fig. 4a, which means that the DPP-assisted annealing

modified the spatial distribution and decreased the deviation

induced by the ion implantation, making the distribution

more random. However, at specific values of d (=na, where

n = 3, 4, 5, 6; refer to the four downward arrows in this

figure), the number of B atom pairs still deviates from the

solid curve and is larger than that of the solid curve. This is

explained as follows: The B atom pair with the shortest

d (i.e., equal to the lattice constant a) can orient in a

direction parallel to the [1,0,0], [0,1,0], or [0,0,1] orienta-

tion because the Si crystal is composed of multiple cubic

lattices. As a result, the wave-vector (momentum) of the

localized phonon points in this direction, which corresponds

to the C - X direction in reciprocal space (Fig. 5). Thus, a

photon is efficiently created because this C - X direction is

the same as the direction of the wave-vector of the phonon

required for recombination between an electron at the bot-

tom of the conduction band at the X-point and a hole at the

top of the valence band at the C-point. Here, it should be

noted that the absolute value of the wave-vector of the

phonon has to be 1/a for this electron–hole recombination to

take place. Furthermore, it should also be noted that, among

the phonons localized at the B atom pair with separation

d (=na), the absolute value of the wave-vector of the lowest

mode is 1/na. By comparing these two absolute values, it is

found that the DPP at this B atom pair has to create

n phonons for recombination. Thus, it can be concluded that

the four downward arrows in Fig. 4b indicate selective

increases in the number of B atom pairs with separation

d = na due to the DPP-assisted annealing, and these pairs

serve as localization centers for the phonons.

Figure 6a shows the relation between n and the mea-

sured deviation in Fig. 4b. This figure shows that the

deviation takes the maximum value at n = 3, which means

that B atom pairs most efficiently create three phonons for

(a) (b)

Fig. 4 Number of B atom pairs plotted as a function of the separation

d between the B atoms in the pair. a The un-annealed Si crystal. b The

DPP-assisted-annealed Si crystal

Fig. 5 Unit cell of the Si crystal in real space and in reciprocal space

Fig. 6 Relation between n and the deviation. a Measured results.

b The energy band diagram of Si and schematic explanation of light

emission
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light emission, as is schematically shown in Fig. 6b. This

phonon creation process is consistent with the discussion in

Ref. [15], in which the magnitudes of the phonon sidebands

in the light emission spectra were analyzed based on the

density of states of phonons and the estimated value of the

Huang–Rhys factor. As a result, the emitted photon energy

hvem is expressed as hvem ¼ Eg � 3Ephonon. By substituting

the values of Eg (=1.12 eV) and the relevant optical mode

phonon energy Ephonon (=65 meV [27]) into this equation,

the value of hvem is derived to be 0.925 eV, which is

identical to the photon energy hvanneal irradiated during the

DPP-assisted annealing. This numerical relation confirms

that photon breeding with respect to photon energy occurs.

3.2 Dependence on the zenith and azimuthal angles

Figure 4b indicates selective increases in the number of B

atom pairs with separation d = na. This means that, since

n is an integer, B atom pairs are apt to orient along a plane

perpendicular or parallel to the top surface of the Si crystal

(zenith angle h = 0� or 90� in Fig. 1a). Orientation along

other directions in which n is not an integer (h = 0�, 90�)
hardly occurs.

Figure 7a shows the relation between the zenith angle h
and the number of B atom pairs. It can be seen that this

number takes the maximum value at h = 90�, which means

that the B atom pairs are apt to stretch in a plane (xy-plane)

which is parallel to the top surface of the Si crystal, i.e.,

perpendicular to the propagation direction ([00�1] orienta-

tion; z-axis) of the light irradiated during the DPP-assisted

annealing. On the other hand, the number of B atom pairs

takes the minimum value at h = 0�, which means that the

B atom pairs hardly orient along the propagation direction

(z-axis) of the light irradiated during the DPP-assisted

annealing. This is because the phonons are hardly localized

along this direction since their momenta (wave-vectors) are

parallel to h = 90� [28].

Figure 7b shows the relation between the azimuthal

angle u and the number of the B atom pairs. This angle is

defined in the xy-plane (h = 90�), and u = 0� corresponds

to the polarization direction (x-axis) of the light irradiated

during the annealing. The vertical axis in Fig. 7b represents

the difference in the numbers of B atom pairs after and

before the DPP-assisted annealing. The negative value of

this difference at u ¼ 0� means that the number of B atom

pairs orienting to u ¼ 0� decreases as a result of the DPP-

assisted annealing. In the region u[ 45�, this difference

becomes a positive value, which means that the number

increased due to the DPP-assisted annealing. The number

of B atom pairs takes the maximum value at u = 90�. This

angular dependence means that the diffusion of the B

atoms was controlled by the linearly polarized light

irradiated during the DPP-assisted annealing, with the

result that the B atom pairs oriented to u = 90�.
As a result, the light emitted from the fabricated LED

was polarized, and the polarization direction was governed

by that of the light irradiated during the DPP-assisted

annealing. There are two possible origins of this induced

polarization of the emitted light: (1) Since the oriented B

atom pairs work as a kind of nano-wire grid in the xy-plane

(the orientation of this grid is u = 90�), the light emitted

from the fabricated LED can be linearly polarized in the

direction (u = 0�) perpendicular to the direction of the

grid. (2) First, when the LED is fabricated by the DPP-

assisted annealing, transverse optical phonons are created

at the B atom pairs and couple with the DPs. The vibration

direction of these phonons is parallel to that of the electric

field of the polarized light (u = 0�) irradiated during the

DPP-assisted annealing. Next, when the fabricated LED is

operated, since these phonons are created again, the

direction of the electric field vector of the emitted light

becomes also parallel to the vibration direction of these

phonons. Therefore, the polarization direction of the

(a)

(b)

Fig. 7 Relation between the orientation angle and the number of B

atom pairs. a Relation between the zenith angle h and the number of B

atom pairs. b Relation between the azimuthal angle u and the

difference in the numbers of B atom pairs after and before the DPP-

assisted annealing
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emitted light becomes identical to that of the light irradi-

ated during the DPP-assisted annealing.

The number of B atom pairs at u C 45� in Fig. 7b is

8.6 % of the total, which corresponds to a P value of 0.07

for the 180-min annealing time. This correspondence

supports the origins (1) and (2) presented above. It should

be possible to increase P further by more precisely con-

trolling the annealing parameters for orienting more B

atom pairs along the direction u = 90� (and also h = 90�).

4 Summary

This paper reported the fabrication of an infrared LED by

using DPP-assisted annealing of a bulk Si crystal and

evaluation of its light emission characteristics. For the

DPP-assisted annealing, linearly polarized infrared light

with a wavelength of 1.342 lm was made normally inci-

dent on the top surface of the bulk Si crystal in order to

control the polarization of the light emitted from the fab-

ricated LED. As a result, the photon energy at the peak of

the emitted light spectra of the fabricated LED was close to

that of the light irradiated during the DPP-assisted

annealing. A degree of polarization of as large as 0.07 was

obtained.

In order to confirm the photon breeding involved in this

polarization control, the spatial distribution of the doped B

atoms was measured. The following findings were

obtained: (1) B atoms formed a pair, in which the separa-

tion between the two B atoms was three times the lattice

constant of the Si crystal. This separation is the origin of

the photon breeding with respect to photon energy. (2) The

B atom pairs are apt to orient in the direction h = 90� and

u = 90�. The former and the latter are the values of the

zenith and azimuthal angles, which are perpendicular to the

propagation direction and the polarization direction of the

light irradiated during the DPP-assisted annealing,

respectively. These orientations are the origin of the photon

breeding with respect to photon spin.

For reference, the polarization of the output light from a

visible SiC-LED has also been controlled by the method

devised in the present work, and a value of P as high as

0.12 was obtained at a wavelength of 480 nm [29]. Such

polarization control of visible LEDs could be advantageous

for reducing power consumption in backlight systems for

displays and imaging applications.
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of equilibrium phase transitions associated with critical phe-
nomena, and the criteria of transition are reported.

1  Introduction

Nanophotonics, which investigates light–matter interac-
tions on the nanometer scale, has been intensively stud-
ied from a variety of aspects ranging from fundamental 
interests, such as atom and optical near-field interactions 
[1–3], to applications including environment and energy 
[4, 5], health care [6], solid-state lighting [7], informa-
tion and communications technologies [8, 9], among oth-
ers. Precision control of the geometrical features, such as 
the size, layout and morphology, at the nanometer scale is 
important in realizing valuable functionalities [1, 3]. In this 
context, the nanophotonics fabrication principles and tech-
niques have been providing interesting and important light-
assisted, self-controlled nanostructures; nanoparticle array 
formation [10], light emission from indirect-transition-type 
semiconductors (such as silicon) [7], appearances of photo-
sensitivity at wavelengths longer than the long-wavelength 
cutoff [5], etc. In these light-assisted material formations, 
while elemental physical processes indeed involve opti-
cal near-field interactions at the nanometer scale, the sys-
tem is open to environment and thus is accompanied with 
energy flow and environmental fluctuations. For these sys-
tems, stochastic modeling [11, 12] is very useful in order 
to obtain deeper understandings of the underlying physi-
cal processes as well as to gain design principles for future 
devices and systems [3]. In the present paper, we develop 
the cellular automaton model [13] proposed by Naruse 
et al. [14], which was introduced to simulate self-controlled 
pattern formation of Ag film reported by Yukutake et al. [5] 
on the electrode of their photovoltaic device.

Abstract  We study a stochastic model for the self-con-
trolled particle-deposition process induced by optical near-
fields. This process was experimentally realized by Yukutake 
et al. on an electrode of a novel photovoltaic device as Ag 
deposition under light illumination, in which the wavelength 
of incident light is longer than the long-wavelength cutoff of 
the materials composing the device. Naruse et al. introduced 
a stochastic cellular automaton model to simulate underly-
ing nonequilibrium processes which are necessary to formu-
late unique granular Ag film in this deposition process. In 
the present paper, we generalize their model and clarify the 
essential role of optical near-fields generated on the electrode 
surface. We introduce a parameter b indicating the incident 
light power per site and a function representing the reso-
nance effect of optical near-fields depending on the Ag-clus-
ter size on the surface. Numerical simulation shows a tran-
sition from a trivial particle-deposition state to a nontrivial 
self-controlled particle-deposition state at a critical value bc, 
and only in the latter state optical near-fields are effectively 
generated. The properties of transition in this mesoscopic 
surface model in nonequilibrium are studied by the analogy 
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Figure 1 shows the cross-sectional structure of the pho-
tovoltaic device of poly-(3-hexyl thiophene) (P3HT) and 
ZnO sandwiched by Ag and indium tin oxide (ITO) elec-
trodes. A P3HT layer (about 50 nm thick) and a ZnO layer 
(about 100 nm thick) are used as p-type and n-type semi-
conductors, respectively, and an ITO film (about 200 nm 
thick) and an Ag film (a few nanometers thick) are used as 
two electrodes. This multi-layered film with an area of 30 
mm2 is deposited on a sapphire substrate in series. At the 
last stage of the fabrication process of the multi-layered 
device, Ag was deposited on the Ag thin film. The Ag is 
deposited by radio frequency (RF) sputtering under light 
illumination while applying a reverse bias DC voltage, 
Vb = −1.5 V, to the P3HT/ZnO p–n junction. The wave-
length of the incident light is 670 nm, which is longer than 
the cutoff wavelength �c = 570  nm of P3HT. Under light 
illumination, optical near-fields are locally generated on 
the Ag surface. They induce coherent phonons and form 
a coupled state with them, which is called a virtual exci-
ton–phonon–polariton [15] or the dressed-photon–phonon 
(DPP) [3]. If the DPP field extends to the p–n junction, 
the two-step excitation process of electrons occurs (see 
[5] and Sect. 7.2.1 of [3]) and then electron–hole pairs are 
created at the p–n junction. As illustrated in Fig. 2, by the 
reverse bias voltage, the electrons and holes are separated 
from each other. The positive holes are attracted to the Ag 
film, which make the Ag film be positively charged. It was 
argued in [5, 14] that due to randomness in Ag deposition 
process by RF sputtering, the density of Ag deposits will 
spatially fluctuate. Since the optical near-fields are gener-
ated by short-ranged light–matter interaction, the optical 
near-fields will also become spatially inhomogeneous in 
the film. In the local area of the Ag surface, where the opti-
cal near-field is effectively induced, more positive holes 
are generated and transferred into the area. In such an area, 
which is more positively charged than other areas, the sub-
sequent deposition of Ag will be suppressed, since the sput-
tering Ag is positively ionized by passing through the argon 

plasma used for RF sputtering. Such a feedback mecha-
nism induced by optical near-fields will lead to the unique 
and nontrivial granular structure of the Ag film, and such 
a self-controlled pattern formation was indeed observed in 
experiments [5].

Naruse et al. [14] introduced a stochastic cellular autom-
aton model on a square lattice [13] such that each cell has 
one of the two values 0 and 1, which represents a vacancy 
and an occupation by an Ag grain, respectively. Time evo-
lution of Ag clusters in random deposition of Ag+ grains on 
a lattice has been numerically simulated. It was assumed in 
their model that the repulsive force acting on an Ag+ grain 
when it is deposited on a site in the lattice is simply pro-
portional to the total number of occupied sites in the eight 
neighbors (i.e., the Moore neighborhood in the square lat-
tice). This model works well as a minimal model for the 
inhomogeneous pattern formation of Ag film on an elec-
trode of the photovoltaic device, while a role of spatially 
inhomogeneous charge distribution due to the heterogene-
ous effect of optical near-fields was not clarified.

In the present paper, we propose a nonequilibrium sta-
tistical mechanics model on an L × L square lattice �L, in 
which two kinds of stochastic variables at each site r evolve 
in discrete time t ∈ {0, 1, 2, . . . }; the number of depos-
ited grain on the site nt(r) and the amount of charge per 
site qt(r). These two variables are dynamically coupled as 
explained below. It is known that the effective potential of 
optical near-field is well described by a Yukawa function of 
a distance r, Veff(r) = e−r/α/r. Here the interaction range α 
is proportional to the size of the matter which generates the 

Fig. 1   Cross-sectional structure of the photovoltaic device of Yuku-
take et al. [5]

 p-n junc�on  
 

 
 

  

Op�cal near-field 

Laser 

Ag+ ion 

Fig. 2   Under light illumination, an optical near-field is locally gener-
ated on the Ag surface, which induces a coherent phonon at the p–n 
junction. Then, this generates an electron–hole pair at the p–n junc-
tion, and by the reverse bias voltage, the positive hole is attracted 
to the Ag film on the surface, which makes the Ag film positively 
charged more. Subsequent deposition of Ag+ ion on the electrode is 
suppressed by positive charge accumulated in the Ag clusters on the 
surface
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optical near-field under light illumination [3]. In the present 
situation, the range α will be approximately equal to the size 
s of Ag clusters. Hence, growth of sufficiently large clusters 
is required in order to realize the situation such that the opti-
cal near-fields generated on the Ag surface reach the p–n 
junction and electron–hole pairs are created (see Fig. 2). As 
a result, the charge increment of a cluster of Ag-deposited 
sites depends on the cluster size s, which is a functional 
of {nt(r)}r∈�L

. We introduce a characteristic size s0 of the 
cluster at which the charge increment of a cluster caused by 
the optical near-fields is maximized. Moreover, we assume 
existence of a characteristic size-variation σ 2 such that if the 
cluster size s deviates from s0 by much larger than σ, that is, 
if (s− s0)

2 ≫ σ 2, then the effect of the optical near-fields 
for charging cluster becomes very small. These assumptions 
are due to the basic property of DPPs, the optical near-fields 
coupled with phonons, called the size-dependent resonance, 
and here, we use the Gaussian function

to represent such size dependence (see Fig. 2.6 in Sect. 
2.2.2 of [3]). Furthermore, in our numerical simulation, we 
perform exact calculation of long-ranged repulsive Cou-
lomb interaction between the Ag+ grain being deposited 
on a site and positively charged Ag clusters formed on the 
surface.

The main result of our numerical simulation of the 
model is that, when the lattice size L is large but finite, 
there are following two distinct mesoscopic states.

State A :	   If Ag clusters on the surface are formed with a 
proper size s such that (s− s0)

2 ≤ σ 2, then the opti-
cal near-fields are induced effectively to increase the 
charge of clusters and hence the total positive charge 
on the surface increases monotonically in time. It 
causes strong suppression of further deposition of Ag+ 
grains on the surface, and then, the deposition will be 
stopped. As a result, a nontrivial and unique Ag film is 
formed.

State B :	  If sizes of Ag clusters on the surface tend to devi-
ate from s0 by more than σ, the optical near-fields are 
not induced effectively. In this case, the charge on sur-
face will be saturated at a low level, and the suppres-
sion of deposition of Ag+ grains on the surface remains 
weak. Hence, the random deposition process will con-
tinue without any self-control, and Ag film formation 
is rather trivial; as long as laser light is irradiated, the 
density of Ag grains on the surface gradually increases.

We will show that if we change some parameters of 
model, for instance, a parameter b which denotes the 

(1.1)f (s) = exp

[

−
(x − s0)

2

2σ 2

]

incident light power per site, then there occurs a transition 
from State B to State A and then the self-controlled forma-
tion of Ag file is realized. We remark that in the real experi-
ments, the p–n junction was reversely biased with a fixed 
voltage (Vb = −1.5 V). Therefore, the positive charge on 
the Ag surface is bounded, and it will be saturated. In order 
to simplify the model, however, we do not take into account 
such an effect in the present study.

The paper is organized as follows. In Sect.  2, the set-
ting of the present model, the algorithm of processes and 
the quantities which we will calculate are explained. The 
results of numerical simulations are given in Sect. 3. These 
properties of the dynamical transition of surface state are 
studied by the analogy of equilibrium phase transitions 
associated with critical phenomena [11–13]. Section 4 is 
devoted to concluding remarks.

2 � Discrete‑time stochastic model on a lattice

Let L be an integer and consider an L × L square  
lattice �L = {1, 2, . . . ,L}2. For two sites 
r = (x, y), r′ = (x′, y′) ∈ �L with distance 
|r − r′| ≡

√

(x − x′)2 + (y − y′)2 = 1, we say that they are 
the nearest-neighbor sites. We consider a stochastic process 
with a discrete time t ∈ N0 ≡ {0, 1, 2, . . . }. Here a particle 
will represent a positively charged Ag grain. At each time 
t ∈ N0, the following two kinds of stochastic variables will 
be defined,

r ∈ �L, where nt(r) ∈ N0 and qt(r) ∈ R+ ≡ {x ∈ R : x

≥ 0} (the set of nonnegative real numbers). At each time 
t ∈ N0, a collection of pairs of these stochastic variables 
over the lattice gives a configuration of the process, which 
is denoted by

In a given configuration ξt, if nt(r) ≥ 1 and nt(r′) ≥ 1 
for a pair of the nearest-neighbor sites (r, r′), we say 
that these two sites are connected. Moreover, for a 
pair of sites r and r′ with |r − r′| > 1, if there is a 
sequence of sites r0 ≡ r, r1, . . . , rn−1, rn ≡ r′ in �L with 
|rj − rj−1| = 1, 1 ≤ j ≤ n, n ∈ {2, 3, . . . } such that any pair 
of successive sites (rj−1, rj), 1 ≤ j ≤ n are connected, then 
we also say that r and r′ are connected. For each site r with 
nt(r) ≥ 1, a two-dimensional cluster including the site r is 
defined by

By definition, if r and r′ are connected, then Ct(r) = Ct(r
′).  

The total number of sites r′ included in Ct(r) is denoted 

(2.1)
nt(r) = the number of deposited particles at site r,

qt(r) = the amount of charge at site r,

(2.2)ξt = {(nt(r), qt(r)) : r ∈ �L}, t ∈ N0.

(2.3)Ct(r) = {r′ ∈ �L : r and r′ are connected}.
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by |Ct(r)|, which represents an area on �L of the cluster of 
deposited particles.

We introduce the parameters in R+ as

If the kinetic energy of Ag+ grain injected to the surface by 
RF sputtering is relatively small, the deposition on the surface 
will be inhibited by the Coulomb repulsive force between the 
Ag+ grain and the positively charged surface. In the present 
stochastic model, we do not calculate such electrodynami-
cal processes and simply introduce two variables a and Eth as 
parameters. We set a function f : N0 �→ R, which specifies 
the increment ratio of charge per site and per time step as a 
function of cluster size to which the site belongs. We assume 
that f  is given by (1.1) with positive constants s0 and σ. Now 
we explain the elementary process, ξt �→ ξt+1, t ∈ N0.

Assume that a configuration ξt is given at time 
t ∈ {0, 1, 2, . . . }.

(i)	 Choose a site randomly in �L. The chosen site is 
denoted by x.

(ii)	 Calculate the repulsive Coulomb potential at x caused 
by all charges on �L by 

where |x|+ = |x|, if |x| > 0 and |x|+ = 1, if |x| = 0.  
(Here we consider a ‘coarse grain model’, and thus, 
any singularity of the Coulomb potential function 
should be eliminated).

(ii-1)	 If V(x) ≤ Eth, then a charged particle is deposited at 
the site x; 

(ii-2)	 If V(x) > Eth, then let y0 = x and calcu-
late V(y) at every nearest-neighbor site of y0, 
y ∈ N (y0) ≡ {y ∈ �L : |y− y0| = 1}. If the site 
which attains miny∈N (y0) V(y) is uniquely deter-
mined, let that site be y1. When the minimum is 
attained by plural sites, we choose one of them ran-
domly and let it be y1. If V(y1) > V(y0), then we 
regard that the particle is repulsed from the charged 
surface and cannot be deposited. Hence, the configu-
ration is not changed at all, 

(2.4)

b = incident light power per site,

a = effective coupling constant of

a repulsive Coulomb potential between charges,

Eth = threshold energy for deposition on the surface.

(2.5)V(x) =
∑

r∈�L

a
qt(r)

|x − r|+
,

(2.6)nt+1(r) =

{

nt(r)+ 1, r = x,

nt(r), r �= x.

(2.7)nt+1(r) = nt(r),
∀r ∈ �L.

If V(y1) ≤ Eth, we set x∗ = y1. If Eth < V(y1)

≤ V(y0), calculate V(y) at every y ∈ N (y1) and fol-
low the same procedure as above to determine a site 
y2. If V(y2) > V(y1), the deposition is not done 
and we have (2.7). If V(y2) ≤ Eth, set x∗ = y2. If 
Eth < V(y2) ≤ V(y1), we repeat the similar procedure 
to those explained above. When x∗ ∈ �L is determined, 
the charged particle is deposited at the site x∗; 

Each sequence x = y0 → y1 → · · · → yn = x∗ 
with some n ∈ {1, 2, . . . } simulates a path of drift 
process on the surface performed by a particle 
before it is deposited at x∗

(iii)	 Clusters at time t + 1, {Ct+1(r) : r ∈ �L} are rede-
fined for the configuration {nt+1(r) : r ∈ �L} given 
by (ii). For each cluster Ct+1(r), the accumulated 
total charge has been 

∑

r′∈Ct+1(r)
qt(r

′). In addition 
to that, the following amount of charge is added; 
b|Ct+1(r)|f (|Ct+1(r)|). (See Eq. (1.1) and the expla-
nation given above it). Then the charge at site r at 
time t + 1 is given by 

We note that the charge distribution in cluster can be 
spatially inhomogeneous in general depending on the 
shape of cluster on the surface. We have assumed the 
uniform distribution in (2.9); however, since keeping 
the model simple, we would like to report the advan-
tage of introducing the variable qt(r), which was not 
considered in the previous cellular automaton model 
[14], in order to realize transitions between the two dis-
tinct particle-deposition states.
We start at the empty configuration ξ0 = {(n0(r),

q0(r)) = (0, 0) : r ∈ �L} and observe the following 
quantities at times t ∈ {0, 1, 2, . . . , T} with a suffi-
ciently large T ,

where 1(ω) is an indicator function of a condition ω;  
1(ω) = 1 if ω is satisfied, and 1(ω) = 0 otherwise. The 
quantity At shows the total area of clusters at time t and Qt 
the total charge of particles deposited on the surface �L at 
time t. We set

(2.8)nt+1(r) =

{

nt(r)+ 1, r = x∗,

nt(r), r �= x∗.

(2.9)

qt+1(r) =
1

|Ct+1(r)|

{

∑

r′∈Ct+1(r)

qt(r
′)

+ b|Ct+1(r)|f (|Ct+1(r)|)

}

, r ∈ �L .

(2.10)

At =
∑

r∈�L

1(nt(r) ≥ 1),

Qt =
∑

r∈�L

qt(r),

32



251Stochastic model showing a transition to self-controlled particle-deposition state induced...

1 3

which denotes the occupation ratio by deposition on the 
surface at time t. We also define

with a given T .

3 � Simulation results

We performed computer simulation of the stochastic 
model. Here we fix the following parameters as

and

The parameters b and Eth are changed, and dependence of 
the process on them is studied. (We will also discuss the 
results on systems with different sizes L in Sects. 3.3 and 4).

3.1 � Two states

Figure 3 shows time dependence of the occupation ratios 
by deposition on the surface, Rt (solid lines), and the total 
charges on the surface normalized by the values at t = T ,  
Q
(T)
t  (broken lines), for b = 0.01, 0.10, 0.30, 0.50, 0.70 

and 0.90, when we set Eth = 10. When b is small 
(b = 0.01, 0.10 and 0.30), Rt increases monotonically and 
Q
(T)
t  shows saturation after some time period. When b is 

(2.11)Rt =
At

L2
,

(2.12)Q
(T)
t =

Qt

QT

, t ∈ {0, 1, 2, . . . , T}

(3.1)a = 1× 10−3, s0 = 12, σ = 2,

(3.2)L = 64, T = 104.

large (b = 0.50− 0.90), on the other hand, Rt shows sat-
uration in time, while Q(T)

t  increases monotonically. The 
results imply when b is small the system is in State B, 
while b is large in State A. The critical value of b will be 
evaluated in the next subsection as bc = 0.44 in this case 
with Eth = 10.

3.2 � Order parameter and critical exponent

When the system is in State B, Rt increases monotonically 
and limt→∞ Rt ≃ 1, that is, the surface will be almost cov-
ered by particles. On the other hand, in State A, the depo-
sition is suppressed by Qt which increases monotonically 
in time and the surface formation is self-controlled. As a 
result, we will have a nontrivial steady state, in which 
limt→∞ Rt = R∞ < 1.

The vacant-site density on the surface in the steady state 
is defined as

It will play a role as an order parameter for the transition 
from State B to State A.

Here ρ0 is approximated by the value ρ(T)
0 ≡ 1− RT 

at T = 104. For each choice of parameters, we performed 
ten independent simulations and studied the averaged val-
ues of ρ(T)

0 . Figure  4 shows dependence of ρ(T)
0  on b for 

Eth = 5, 10, 20, 30, 40 and 50. There ρ(T)
0 ’s seem to behave 

as continuous functions of b. It implies that the transition 
is continuous and the critical value bc = bc(Eth) will be 
defined by

(3.3)ρ0 ≡ 1− R∞.

(3.4)

bc(Eth) =max{b > 0 : ρ0(Eth, b) = 0},

=min{b > 0 : ρ0(Eth, b) > 0}.

Fig. 3   Rt (solid lines) and Q(T)
t

 (broken lines) are shown as 
functions of time steps t ∈ {0, 1, . . . ,T} with T = 10

4 for 
b = 0.01, 0.10, 0.30, 0.50, 0.70 and 0.90, where we set Eth = 10. The 
abscissas show time steps
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Fig. 4   Order parameters as functions of b for Eth = 5 (denoted by 
open circle), 10 (filled circle), 20 (inverted triangle), 30 (triangle), 40 
(cross) and 50 (square)
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Figure 5 shows the b-dependence of QT = QT (Eth, b) 
for Eth = 5, 10, 20, 30, 40, and 50. The result implies that, 
for b < bc(Eth), limt→∞Qt < ∞, while for b > bc(Eth),  
limt→∞Qt = ∞ (see the remark given at the end of 
Sect.  1). Thus, the critical value bc(Eth) is also character-
ized as

As an analogy of the second-order phase transitions associ-
ated with critical phenomena in the equilibrium statistical 
mechanics, singular behavior of the order parameter in the 
vicinity of transition point bc in State A is expected to be 
described by the following power-law,

with an exponent β [11–13].
For each value of Eth, we performed the numerical fit-

ting of the data to the power-law (3.6) and evaluated val-
ues of bc and β. For example, the curve in Fig. 6 shows 
the obtained curve (3.6) by fitting the data for Eth = 10, 
which gives bc = 0.44 and β = 0.34. As we will report in 
the next subsection, the critical value bc depends on Eth, but 
we found that the dependence of evaluated β on Eth is very 
small; β = 0.31−0.39 for Eth = 5−50.

3.3 � Critical line between State A and State B

We have evaluated the critical values bc = bc(Eth) as 
bc(5) = 0.22, bc(10) = 0.44, bc(20) = 0.90, bc(30) = 1.30,

bc(40) = 1.75 and bc(50) = 2.25, respectively. They are 

(3.5)
bc(Eth) =max

{

b > 0 : lim
t→∞

Qt < ∞

}

,

=min
{

b > 0 : lim
t→∞

Qt = ∞

}

.

(3.6)ρ0 ∼ (b− bc)
β , 0 < b− bc ≪ 1,

plotted by cross marks in Fig. 7. We can see that the critical 
line is well described by a straight line,

As discussed in Sect. 4, the critical value bc(Eth) also 
depends on the lattice size L. Because of the long-ranged 
Coulomb potential (2.5), bc(Eth) decreases monotoni-
cally as L increases. In other words, the coefficient in 
(3.7) is L-dependent; c = c(L), and limL→∞ c(L) = 0. 

(3.7)bc = cEth with c ≃ 0.045.
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cle), 10 (filled circle), 20 (inverted triangle), 30 (triangle), 40 (cross) 
and 50 (square)
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In this sense, the transitions between State A and State 
B are not usual phase transitions, which should be 
defined in infinite-size (thermodynamic) limits. There-
fore, Fig. 7 cannot be regarded as a phase diagram. In 
the present study, we are interested in transitions in non-
equilibrium states found on a surface of device with a 
mesoscopic scale. The values themselves of bc(Eth) as 
well as c(L) reported here are not so important, since 
they change depending on system size. Our preliminary 
study by numerical simulations for different lattice sizes 
imply, however, that the linear dependence of bc on Eth 
is universal as far as the system size is large but finite 
as shown in Fig. 7. Note that validity of the power-law 
(3.6) has been numerically confirmed also for different 
sizes of L with β ≃ 0.3.

3.4 � Cluster structures in State A

For (Eth, b) = (10, 0.65), a configuration of clusters on the 
surface obtained in the steady state (at T = 104) is plot-
ted in Fig. 8, where occupied sites by particles are dot-
ted. For Eth = 10, we have estimated bc = 0.44. Then 
this figure shows a self-controlled surface-configuration 
realized in State A. Averaging over ten independent simu-
lations, distribution of cluster size |CT (r)| on the steady-
state surface in State A is calculated. Figure 9 shows it 
for (Eth, b) = (10, 0.65). A peak is found around s ≃ 11, 
which is consistent with our choice of parameter s0 = 12 
in the simulation. The present results are consistent with 
the experimental observation reported by [5] as well as the 
simulation results by [14].

4 � Concluding remarks

In the present paper, we generalized the cellular automaton 
model [13] by Naruse et al. [14] and proposed a new sto-
chastic model to describe the nonequilibrium dynamics of 
Ag film pattern formation on an electrode of the photovol-
taic device of Yukutake et al. [5]. In the present new model, 
not only the number of deposited particle nt(r) but also the 
amount of charge qt(r) are considered as stochastic varia-
bles at each site r in the L × L square lattice at time t ∈ N0.  
The previous model used the ‘pseudo-footprint’ method 
to take into account the repulsive interaction between an 
Ag+ ion approaching the surface and positively charged Ag 
clusters on the surface. In the present algorithm of model, 
the repulsive Coulomb potential at each site caused by all 
charges on the lattice except the site is exactly calculated at 
each time step, and drift and deposition processes are simu-
lated. The essential improvement of the model is such that 
we include the effect of optical near-fields generated by 
light–matter interaction by introducing a parameter b and 
a function f (s). There b denotes the incident light power 
per site on the lattice and f (s) expresses the size-depend-
ent resonance effect of optical near-fields on matter-size s.  
We have regarded b as an external control parameter of the 
model. We have shown that, as b increases, there occurs a 
transition of the surface state of pattern formation with a 
critical value bc, such that if b ≤ bc the optical near-fields 
are not induced effectively (State B), while if b > bc they 
are induced effectively and Ag deposition process is self-
controlled (State A). A nontrivial and unique Ag film is 
formed in State A, while in State B random Ag deposition 
will be continued as long as the simulation is continued. 

Fig. 8   Cluster structure formed in the steady state, when 
(Eth, b) = (10, 0.65). Occupied sites are dotted

Fig. 9   Cluster size distribution in the steady state, when 
(Eth, b) = (10, 0.65). As indicated by an arrow, a peak is found 
around s ≃ 11
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We have discussed the transitions of surface processes from 
State B to State A by the analogy of equilibrium second-
order phase transitions with critical phenomena [11–13]. 
We also studied the dependence of bc on the threshold 
energy Eth for elementary deposition of single Ag+ on the 
surface.

The transition of surface state discussed in this paper 
is not a phase transition in the usual sense, since our 
model is defined on a lattice with a finite size L < ∞; 
L = 64 for the simulation data reported above. In equi-
librium and hence in stable systems, the L → ∞ limit 
will provide the thermodynamic limit and it describes 
macroscopic behavior of materials. In the present model, 
however, the direct L → ∞ limit may be meaningless, 
since the repulsive Coulomb repulsive potential (2.5) will 
diverge as L → ∞ in the late stage of process in which 
sufficient amount of charge is accumulated on the sur-
face. (It implies that bc should be a decreasing function 
of L, since V(x) given by (2.5) will take larger value as 
L increases, and bc → 0 as L → ∞ for all Eth > 0.) In 
the present study, we are interested in nonequilibrium 
deposition dynamics of charged particles on mesoscopic 
materials. We should assume that the system size L of 
model is sufficiently large but finite.

From the view point of study of nonequilibrium sta-
tistical mechanics [11–13], it is an interesting problem to 
find a relevant scaling limit which can realize the present 
transitions of surface state as nonequilibrium phase transi-
tions. A preliminary study by changing the lattice size L in 
numerical simulations implies that the parameter b should 
be scaled as b = b0L

−(2+ν) with a constant b0 and a scaling 
exponent ν in the infinite-size limit L → ∞. The depend-
ence of c(L) on L reported in Fig. 7 is consistent with it and 
gives a preliminary estimate ν ≃ 0.7. Such a mathematical 

physics aspect of the present model is also interesting and 
will be reported elsewhere.
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Decreasing the threshold current density in Si
lasers fabricated by using dressed-photons
Abstract: We fabricated a silicon (Si) laser by applying a
dressed-photon–phonon assisted annealing process to a
ridge-type light waveguide that we fabricated via silicon-
on-insulator (SOI) technology. We also evaluated a near-
infrared Si photodiode having optical gain to estimate the
differential gain coefficient for designing lightwaveguides.
We designed light waveguides having a thickness of 15 µm
to realize a large optical confinement factor. The fabricated
Si laser oscillated at a wavelength of 1.4 µm. The inten-
sity of amplified spontaneous emission (ASE) light was too
low to be observed, because the threshold current density
was so low that the Si laser started oscillating immediately
after ASE occurred. The threshold current density for os-
cillation was estimated to be 40 A/cm2 from the current–
voltage characteristic. This threshold current density was
twenty-eight times smaller than that of a Si laser we fabri-
cated previously.
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1 Introduction
Many passive optical devices made of Si, such as light
waveguides and photodiodes, have been developed be-
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cause optical devices made of Si can be easily integrated
into electronic circuits. In contrast, it is difficult to de-
velop Si-based active optical devices, such as light emit-
ting diodes (LEDs) and lasers, because Si is an indirect
transition semiconductor. Nevertheless, many researchers
have been trying to realize Si lasers. For examples, opti-
cal gain from Si nanocrystals [2] and light emission from
nanocrystaline Si material [3] were reported and Si lasers
have been developed using the Raman effect [4] and quan-
tum effects [5]. However, these approaches have disadvan-
tages; from the first to the third requires photoexcitation of
electrons, whereas the fourth involves a complex fabrica-
tion process, and in addition, these approaches result in
low gain.

We have succeeded in developing a near-infrared Si
laser that oscillated continuously at room temperature via
current injection [6]. This Si laser was made of bulk Si and
was based on the principle of dressed-photons. We call
this device a 1G (1st Generation) Si laser. The threshold
current density of the 1G Si laser was 1.1 kA/cm2, which
was as large as that of a near-infrared semiconductor laser
fabricated from InGaAsP, which is a direct-transition-type
compound semiconductor [7]. Adressed-photon is a quasi-
particle representing a coupled state between a photon
and an electron at the nanoscale [8]. Dressed-photons can
couple to coherent phonons, resulting in the emergence
of new quasi-particles called dressed-photon–phonons.
These quasi-particles tend to occur around impurities in
nano-material crystal lattices [9]. Before realizing the 1G
Si laser, our group developed a near-infrared Si LED [10],
a Si optical and electrical relaxation oscillator [11], and
a Si photodiode having optical gain in the near-infrared
region [12]. Also, as a related device, we realized a Si
LED for visible light illumination [13]. In those studies, we
analyzed how the dressed-photon–phonons contribute to
photon emission from the devices [14, 15].

In the present work, we focused on the fact that Si,
which can emit light via the principle of dressed-photon–
phonons, has a very low transparent current density in
the near-infrared region, andwe attempted to decrease the
driving current density and the threshold current density
to lower values than those of the 1G Si laser. We evaluated
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the differential gain coefficient, and we designed and fab-
ricated light waveguides with a high optical confinement
factor. This paper describes the light emission principle,
the design and fabrication of a light waveguide, and the
results of experiments to evaluate the oscillation proper-
ties.

2 Principle of laser oscillation by
dressed-photons

We adopted the same fabrication method used to fabri-
cate the 1G Si laser. Briefly, an n-type Si substrate doped
with phosphorus (P) was used as the laser substrate. This
substrate was implanted with boron (B) via ion implan-
tation, for forming a p-n homojunction. After fabricating
light waveguides in the Si substrate and dicing the sub-
strate to form waveguides of the required length, we ap-
plied a dressed-photon–phonon assisted annealing pro-
cess [10] to diffuse the boron. Specifically, we applied a for-
ward current to the light waveguide, causing boron diffus-
ing by joule heating, while the edge of the waveguide was
illuminated with laser light to generate dressed-photon–
phonons which were localized around the boron atoms
(within approximately the Bohr-radius of a Si electron).
The dressed-photon-phonons let electron–hole pairs re-
combine, resulting in stimulated emission. The boron dif-
fusing rate was controlled by the decreasing joule en-
ergy because photons generated by the stimulated emis-
sion were emitted outside the device. As a result, a B
concentration with a spatial distribution suitable for ef-
ficiently generating stimulated emission was formed in
a self-organized manner [10]. The probability of sponta-
neous emission after annealing was also higher than that
before annealing, because the probability of spontaneous
emission is proportional to that of stimulated emission. Af-
ter above annealingmethod, laser oscillation occurs when
forward current is applied to this device. The photon en-
ergy of this device’s laser oscillation was as high as that
of the laser light used for annealing because the high-
est probability of stimulated emission was obtained at the
photon energy of the annealing light [6].

The stimulated emission occurred via a two-step tran-
sition, which is explained in [10] as stimulated emission
process (1”) and (2”). These processes (1”) and (2”) are the
same as those used to fabricate the Si-LED previously pro-
posed by the authors [10].

3 Design and fabrication of a Si
laser

Conventional lasers using a direct-transition-type com-
pound semiconductor emit light whose photon energy
is as high as the bandgap energy of the semiconductor.
Therefore, when evaluating the differential gain coeffi-
cient g′, the edge of the light waveguide is illuminated
with laser light, and the emitted light, which reflects am-
plification or absorption in the light waveguide, is mea-
sured from the other edge as a function of the current den-
sity [16]. However, the same measuring method cannot be
adopted for this laser [6], such as one made from Si, be-
cause the photon energy of the light emitted from the Si
laser in this research was 0.94 eV (wavelength, 1.32 µm),
which is less than the bandgap energy of Si, and thus this
light cannot be absorbed by a Si crystal.

To solve this problem, to measure the differential gain
coefficient g′, we used an infrared Si photodiode (Si-PD)
with optical gain, which we developed previously [12].
Fig. 1(a) shows a photograph of the Si-PD, and Fig. 1(b)
shows the measuring method. Specifically, we measured
the current drop when light was made incident on the sur-
face of the Si-PD, andwe used this to estimate the differen-
tial gain coefficient. The reasonwhy the current decreased
is that the number of electrons inside the Si-PD decreased
in proportion to the number of photons in the amplified
incident light due to stimulated emission. The photosensi-
tivity, which is the ratio of the reduction in current to the
incident light power, can be expressed by [17]:

∆I
P = e

hν

[︁
exp

{︁
g′(J − Jtr)L

}︁
− 1

]︁
, (1)

where e is the electronic charge, hν is photon energy, J
is the injected current density, Jtr is the transparent cur-
rent density, and L is the length through which photons
travel in the active layer. We assumed that L was 2 µm, be-
cause light was reflected at the back side, like Fig. 1(b),
and went through the active layer (1 µm thick) two times.
We could detect the incident light with high sensitivity
by measuring the reduction in current because the inci-
dent lightwas amplified and the current density decreased
when the injected current density to the Si-PD was larger
than the transparent current density Jtr. Fig. 2 shows the
dependence of the photosensitivity on the forward current
density measured by the abovemethod. The incident light
wavelength was λ = 1.32 µm. We assumed a transparent
current density Jtr of 5 A/cm2 because we confirmed that
the photosensitivity increased rapidly when the forward
current density exceeded 5 A/cm2. We calculated g′ to be
38.4 cm/A from expression 1.
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(a)

(b)

Figure 1: Estimation of the differential gain coeflcient using a near-
infrared Si-PD with optical gain. (a) Photograph of Si-PD, and (b)
measuring method.

In addition to g′, we also need the optical confinement
factor Γ to calculate the threshold current density Jth. We
calculated Γ by the equivalent refractive indexmethod.We
used the following expression [18] to calculate Jth:

Γg
′
(Jth − Jtr) = αint +

1
2l ln

(︂
1

RfRb

)︂
, (2)

where αint is the internal loss coefficient, which consists of
light absorption by the material, light leakage due to sur-
face roughness of thewalls, and so on; l is the length of the
light waveguide; Rf is the reflectance of the front edge of
the light waveguide from which light is emitted; and Rb is
the reflectance of the back edge of the lightwaveguide. The
optical confinement factor of the 1G Si laser was very low
(4.7 × 10−4), and Rf , Rb , Jtr, and lwere 31%, 31%, 5 A/cm2,
and 250 µm respectively. Assuming that the internal loss
was composed of only light absorption, we have αint = 1.6
× 10−5 cm−1. By substituting these values into expression 2,
we calculated Jth =2.6 kA/cm2. This valueof Jthwasalmost
the same as ameasured value of 1.1–2.0 kA/cm2 reported in
the literature [6], showing that this method of measuring
g′ by using an infrared Si-PD with optical gain was highly
accurate.

The very low Γ value of the 1G Si laser allowed us to
improve the Γ value, and we can considerably reduce Jth
and thedriving current density.We calculated the relation-
ship between Jth and Γ first. We substituted Rf = Rb =31%,

Figure 2:Measurement results of dependency of photosensitivity
on forward current density for Si-PD with optical gain at wavelength
λ=1.32 µm.

Figure 3: Calculation results showing relationship between the
optical confinement factor and the threshold current density.

Jtr =5 A/cm2, and l = 500 µm into expression 2.We also as-
sumed a waveguide optical loss of αint =1.6 × 10−5 cm−1,
which is as large as that of the 1G Si laser.

Fig. 3 shows the calculated relationship between Γ
and Jth. According to this figure, we needed to improve the
optical confinement factor tomore than 0.16 to obtain a Jth
of less than 8.8 A/cm2, which is less than one-hundredth
that of the 1G Si laser (1.1 kA/cm2) [6].

Fig. 4 shows the schematic structure of the device
we designed to obtain high Γ. The device layer was
15 µm thick, and the thickness and width of the ridge-
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Figure 4: Schematic structure of the designed device.

(a) (b)

(c) (d)

Figure 5: Cross-sectional intensity distributions of light beam that
propagated inside the Si laser, calculated by simulation. White
broken line: Shape of the device
(a) Result for 1G Si laser
(b) A magnified view of part of (a), at the corner of the waveguide
ridge.
(c) Result for the device we designed.
(d) A magnified view of part of (c), at the corner of the waveguide
ridge.

type light waveguide were 2 µm and 8 µm, respectively.
We adopted the silicon-on-insulator (SOI) technique to
achieve a 15 µm-thick device layer. Figs. 5(a) and (b) are
cross-sections of the intensity distributions of the light
that propagated inside the Si laser, calculated by simula-
tion using the ADI-BPMmethod. In Fig. 5, (a) shows the re-
sult for the 1G Si laser, (b) is a magnified view of a portion
of (a) at a corner of the ridge, (c) shows the result for the de-
vice we designed, and (d) is a magnified view of a portion
of (c), at a corner of the ridge. These results show that the
optical confinement effect of the device we designed was
improved by the smaller cross-sectional shape of the light
beam. The light beams in both devices were not only con-
fined inside the ridge but propagated through the whole
device layer.

Figure 6: Overview of the fabrication process.

The SOI substrate consisted of a device layer whose
material was n-type Si, doped with phosphorus, with a
resistivity of 0.020–0.034 Ωcm, a SiO2 layer (insulation
layer: 2 µm thick), and a Si support substrate (575 µm
thick). Boron ions were doped into the device layer by ion
implantation to form a p-type layer. The highest implan-
tation energy was 700 keV, and the boron ion concentra-
tionwas 1 × 1019 /cm3. From simulation calculations, a p-n
junction interfacewas formed at a depth of 1.5–2.5 µm from
the surface of the SOI.

After ion implantation, we cleaned the surface of the
substrate with SPM (a 1:1 by volume solution of sulfuric
acid: hydrogen peroxide), at 150 °C for 30 minutes and hy-
drofluoric acid. After that, we processed the SOI by fol-
lowing the procedure described below. Fig. 6 shows an
overview of the process.

1. We deposited a chrome/platinum film (5 nm Cr,
670 nm Pt) on the surface of the SOI by RF sputter-
ing.

2. We applied electron-beam (EB) resist (OEBR-
CAP112) on the Cr/Pt layer on the SOI surface by
spin coating before patterning the resist to form a
stripe (8 µm width) by EB lithography.

3. We etched the chrome/platinum by ICP-RIE etching
with argon (Ar) gas.

4. We used the Cr/Pt stripe fabricated by step 3 above
asmask, andwe etched thedevice layerwith CF4 gas
to fabricate a ridge-type light waveguide (2 µm thick,
8 µm wide).

5. We deposited an SiO2 film on the surface of the light
waveguide by plasma CVD with TEOS gas, and we
used this film as an insulating film.

6. We applied resist as in step 2 above, and then pat-
terned the resist by EB lithography to eliminate in-
sulating film (SiO2 film) that was deposited on the
light waveguide or part of the device layer surface.
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7. We etched the SiO2 with CHF3 gas and to expose the
top side of the lightwaveguide and part of the device
layer surface.

8. Wedeposited a chrome/platinum/goldfilm (5nmCr,
400 nm Pt, 400 nm Au) by RF sputtering for use as
an electrode.

9. We applied EB resist again, and patterned the resist
by EB lithography to separate the p andn electrodes.

10. We etched and divided the Cr/Pt/Au filmwith Ar gas
to fabricate p and n electrodes on a p layer and an n
layer, respectively. In this way, we fabricated a num-
ber of light waveguides on the SOI substrate.

11. We diced the SOI substrate by stealth dicing to form
separated light waveguides lying next to each other.
We also diced the SOI substrate to fabricate both
edges of a resonator.

Fig. 7(a), (b), and (c) show SEM cross-sectional images of
the light waveguide edge after process steps 4, 5, and 8, re-
spectively. Fig. 7(d) shows a photograph of the lightwaveg-
uide. The fine line at the center enclosed by a rectangle in-
dicated in a broken line is thewaveguide. The length of the
waveguide was 500 µm.

We applied dressed-photon–phonon assisted anneal-
ing to a light waveguide fabricated by the above process.
Specifically, we injected current (1 kHz frequency, 100 µs
pulse width, 77.5 A/cm2 peak current, 3.2 V peak voltage)
to the lightwaveguide andheated itwith Joule heat. Simul-
taneously, we illuminated the 8 µm-wide light waveguide
with laser light (1.31 µm wavelength, 1 mW power) to form
a guided wave. The annealing time was 1.5 hours.

4 Characterization of Si laser and
discussion

Wemeasured the laser spectrumand estimated the thresh-
old current density, as described below.

4.1 Laser spectrum

The curve in red in Fig. 8 is the laser spectrum at room
temperature (25 °C). The current density was J =42 A/cm2.
(Whenweuse the value of Jth estimated in Subsection 2 be-
low, we canwrite J/Jth = 1.05). The integration time of the
spectrometer was 20 seconds, and we averaged nine laser
spectra, which means that laser oscillation continued for
at least 160 to 180 seconds. This spectrum showed a small
width and a sharp peak at 1.4 µm. The reason why there

(a)

(b)

(c)

(d)

Figure 7: (a), (b), (c) SEM cross-sectional images of light waveguide
edge after process steps 4, 5, and 8, respectively. (d) A light micro-
scope image of the light waveguide.
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Figure 8:Measurement results of laser spectrum. Red: Above the
threshold current density (J/Jth = 1.05) Black: Below the threshold
current density (J/Jth = 0.95)

was only a single mode despite the relatively long cavity
length is because the light absorption loss is low, and this
laser starts oscillating with a low gain whose gain width
is still narrow and within the homogeneous width. On the
other hand, the curve in black in Fig. 8 shows the spectrum
obtained when the current density was below the thresh-
old current density (current density J =38 A/cm2, J/Jth =
0.95)We did not observe amplified spontaneous emission
(ASE). The reason for this that, because the threshold cur-
rent was so low that the gain was entirely concentrated
into the wavelength of spontaneous emission light when
spontaneous emission was amplified, the state changed
to an oscillating state at once. In other words, the Si laser
started oscillating immediately after ASE occurred.

4.2 Estimation of threshold current density

Weused the current–voltage characteristics to estimate the
threshold current density of this Si laser. We could accu-
rately estimate the threshold current density by measur-
ing an extremely small current drop [19] in the current–
voltage characteristics because electrical energy was im-
mediately converted to photon energy when the current
density reached the threshold current density. Fig. 9 is a
current-voltage characteristic obtained 30 minutes after
starting dressed-photon–phonon assisted annealing. We
measured the voltage and current with an oscilloscope
while applying a forward current for annealing. The ap-

Figure 9:Measured current-voltage characteristic 30 minutes after
starting dressed-photon-phonon assisted annealing.

plied current had a frequency of 1 kHz, a pulse width of
100 µs, a peak voltage of 3.2 V, and a peak current density
of 77.5 A/cm2.We observed aminuscule current dropwhen
the Si laser started oscillating 30 minutes after starting
dressed-photon–phonon assisted annealing. The upward-
pointing arrow in Fig. 9 indicates the minuscule current
drop around 3 V (the current density was 40 A/cm2). We
estimated the current threshold density, Jth, at 40 A/cm2

from the position of this up arrow. This value of the thresh-
old density is twenty-eight times smaller than that of the
1G Si laser (Jth =1.1 kA/cm2), showing that we successfully
decreased the threshold current density. In addition, this
Si laser had a negative resistance property, as indicated by
the downward-pointing arrow, because of floating capaci-
tance.

The reason why the estimated threshold current den-
sity was higher than the designed value of 8.8 A/cm2 is
as follows: The actual value of the internal loss coeffi-
cient was thought to be higher than the designed value
(1.6 × 10−5 cm−1). If we assume that the value of the inter-
nal loss coefficient, αint, is 20 cm−1 (taking the value of an
InGaAsP laser [20] as reference), the optical confinement
factor that corresponds to a threshold current density of
40 A/cm2 is 0.032. This value is less than the designed
value. We will attempt to achieve the designed threshold
current density of 8.8 A/cm2 by optimizing the fabrica-
tion process to decrease the internal loss coefficient and
increase the optical confinement factor.
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5 Summary
The objective of this research was to reduce the threshold
current density of a Si laser. To achieve this, first, we eval-
uated a near-infrared Si photodiode having optical gain
to estimate the differential gain coefficient for designing
light waveguides with a high optical confinement factor.
We used an SOI substrate to fabricate light waveguides
with a thickness of 15 µm. We fabricated a Si laser by us-
ing dressed-photon–phonon assisted annealing. The laser
oscillated at 1.4 µm. The intensity of ASE was very low be-
cause the threshold current density was so low that the
Si laser oscillated immediately after ASE occurred. We es-
timated the threshold current density of oscillation to be
40 A/cm2 from the current–voltage characteristic because
we observed a minuscule current drop at 40 A/cm2 when
we applied a bias voltage of 3 V to the Si laser, causing the
Si laser to start oscillating. This value of the threshold cur-
rent density was twenty-eight times smaller than that of
the Si laser we fabricated previously.
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In this study, we propose and experimentally demonstrate a volumetric display system based on quantum
dots (QDs) embedded in a polymer substrate. Unlike conventional volumetric displays, our system does not
require electrical wiring; thus, the heretofore unavoidable issue of occlusion is resolved because irradiation
by external light supplies the energy to the light-emitting voxels formed by the QDs. By exploiting the
intrinsic attributes of the QDs, the system offers ultrahigh definition and a wide range of colours for
volumetric displays. In this paper, we discuss the design, implementation and characterization of the
proposed volumetric display’s first prototype. We developed an 8 3 8 3 8 display comprising two types of
QDs. This display provides multicolour three-type two-dimensional patterns when viewed from different
angles. The QD-based volumetric display provides a new way to represent images and could be applied in
leisure and advertising industries, among others.

V
olumetric displays are one of the most interesting technologies for three-dimensional (3D) display and
human–computer interactions and thus have received significant research attention1,2. Unlike conven-
tional two-dimensional displays, a volumetric display has a physical 3D architecture that enables 3D

images to be observed from any surrounding viewpoint. Various volumetric displays have been proposed
previously in the literature; e.g. arrays of light-emitting diodes arranged in a 3D layout or arrays of strings on
which an image is projected, where the strings serve to scatter light3. However, to date, the presence of occlusion,
which is the distortion of a part of the image viewed from a certain direction because of the scattering from the
electrical wiring or other scattering centres, has led to a significant degradation in the quality of the 3D images
(Fig. 1a).

In this paper, we present a volumetric display that eliminates occlusion by using quantum dots (QDs) arranged
in a 3D manner. In our device, the light-emitting elements are formed by the QDs. Irradiation by an external
invisible or visible light source excites the QDs and generates spontaneous emission; this in turn creates patterns
that can be simultaneously observed from various viewing angles. Figure 1b schematically shows the concept of
the volumetric display based on QD luminescence, where three different patterns (‘X’, ‘Y’, and ‘Z’) are observed
from different viewing directions without occlusion. In addition, for simplicity, we employ other patterns in the
experimental demonstrations while maintaining essential operating principles.

In addition to eliminating the electrical wiring, our QD-based volumetric display has various other unique
features. The emission spectrum of the QDs depends on their size and constituent material; thus, various colours
can be achieved4. Small-diameter QDs emit light with short wavelengths, whereas large-diameter QDs emit light
with long wavelengths. Compared with other luminescence materials, the QDs exhibit higher quantum efficien-
cies and narrower emission spectra5. The 2D displays using these features of the QDs have attracted considerable
attention6–8 and have previously been used in practical applications. Notably, these favourable properties are also
important for the 3D volumetric display applications. Moreover, when the different-sized QDs are closely packed,
optical energy transfer occurs among them because of the nanometre-scale near-field interactions9. Although this
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energy-transfer mechanism has not been used for the experiment
reported herein, it will be exploited to provide additional function-
ality in future. In the sections below, we describe the design, fabrica-
tion and characterization of the proposed QD-based volumetric
display.

Results
Design. In this study, we developed a QD-based volumetric display
that exhibits three different images that may be viewed
simultaneously from three orthogonal viewpoints. Let a voxel be
denoted by Vijk, where i, j and k take the values 1,…,N, giving a
total of N3 voxels. The value of Vijk is specified by the type of the
QDs present in the corresponding voxel and is zero if there are no
QDs. Let the type of a QD be given by {S1,S2,…,SM}, where M is the
number of the QD types. The images observed from the x, y and z

axes are given by Aij~
XN

k~1
Vijk, Bjk~

XN

i~1
Vijk and Cki~PN

j~1 Vijk, respectively. Note that here, the summation does not
necessarily imply arithmetic addition in the usual sense; rather, it
implies the addition of the light spectra and is recognized as a given
colour by the human eye. For instance, if S1 is red and S2 is green, the
sum S1 1 S2 is yellow. Furthermore, as shown below, in our
experimental prototype, the sequence of Si as observed from a
viewpoint could be important depending on the absorption and
transmission coefficients of each voxel.

For our experimental prototype, we selected N 5 8, and Vijk could
take values of 0, red or green. Therefore, because red 1 green 5
yellow, we get a total of four colours (red, green, yellow and no colour
or transparent).

To completely convey the capacity of our QD-based volumetric
display, we designed the voxels for (i) the three resulting images (A, B
and C) to differ from each other and (ii) yellow to appear only in one
of the three images. Figure 2a schematically shows the design in
which patterns A (top-left panel), B (lower-left panel) and C
(lower-middle panel) differ from each other; only pattern C contains
yellow. The design of each layer is presented in Fig. 2b. Although the
formula described above does not enable three arbitrary patterns to
be created without any artefact, Nakayama et al. have recently
demonstrated a novel algorithm for the design of voxels that provide
arbitrary numbers and arbitrary images by distributing the effects of
the artefacts10. This method may be applied to the proposed QD-
based volumetric display.

Implementation. Figure 3a shows a photograph of the solid blocks
containing the QDs used as the light-emitting voxels. In this
photograph, the blocks are exposed to ultraviolet radiation with

302 nm wavelength (AS ONE, ‘MID-170’, Transilluminator). The
blocks containing QDs are made by encapsulating a certain amount
of the QDs in a clear polydimethylsiloxane (PDMS) polymer.
(Details are given in the Methods section.) The absorption spectra
of the QDs are barely affected by the inclusion in the polymer because
PDMS is a heat-curable resin that is transparent at visible light
wavelengths. Because of its transparency, PDMS is used in various
applications11,12. We made two types of blocks. When irradiated by
ultraviolet light, the QDs in one block emit red light, whereas those in
the other block emit green light; we refer to these blocks as the ‘red
block’ and the ‘green block’, respectively. They have dimensions of
approximately 1 cm 3 1 cm 3 1 cm.

The solid curves in Fig. 3b show the normalized emission spectra
of the red and green blocks, as well as the spectrum of the ultraviolet
radiation used for excitation. The dashed curves in Fig. 3b show the
absorption spectra of the red and green blocks. To obtain the emis-
sion spectra, an ultraviolet laser with 325 nm wavelength (KIMMON
KOHA CO., ‘IK3052R-BR’) was used to excite the QD blocks. The
photoluminescence spectra of the red and green blocks peaked at 629
and 541 nm, respectively. After the inclusion in polymers, the peak
emissions of the red and green blocks were shifted towards longer
wavelengths by 14 nm and 11 nm, respectively. These red shifts were
caused by the subtle energy flow to the polymer. The photolumines-
cence spectra show similar red shifts; however, the red shifts were
barely altered by the emission intensities. On the other hand, each
absorption spectrum shows that both the red and green blocks
absorbed little visible light.

To fabricate the prototype of the QD-based volumetric display
with 8 3 8 3 8 voxels, we followed the steps as follows: (1) We cut
each block into 2.5 mm 3 2.5 mm 3 2.5 mm cubes, which we call
‘QD voxels’. (2) We arrange the QD voxels into a mould in accord-
ance with the layer design shown in Fig. 2b. The eight layers are made
separately. (3) We pour a defoamed polymer, which is a mixture of
base and curing agent into the mould. (4) We solidify the polymer by
heating at 130uC for approximately 3 h; the solidified polymer that
includes the QD voxels becomes one of the layers. (5) By stacking the
eight layers, we obtain an 8 3 8 3 8-voxel QD-based volumetric
display.

Figure 4 shows the images of the resulting QD-based volumetric
display acquired by a CMOS camera. Under white light irradiation,
the volumetric display emits essentially no visible light (Fig. 4a).
Under ultraviolet irradiation, 3D colour images appear (Fig. 4b).
The chequered pattern is visible from the x, y and z directions
(Fig. 4c), as are the striped (Fig. 4d) and uniform patterns (Fig. 4e).

We used the images captured by the CMOS camera to characterize
the quality of the images emitted by the volumetric display. Figure 5

Figure 1 | Illustration of the concept of this study. (a) Occlusion occurs when a part of the image viewed from a certain direction is distorted by light

scattered from the electrical wiring or other scattering centres. (b) Quantum-dot-based volumetric display exhibits different patterns when viewed

from different angles. Each voxel contains quantum dots that are excited by external irradiation.

www.nature.com/scientificreports
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shows the average luminance, or the RGB pixel values, of (1) the red
and green blocks (Fig. 5a), (2) pattern A (emitted from the top of the
volumetric display; Fig. 5b), (3) pattern B (emitted from the front;
Fig. 5c) and (4) pattern C (emitted from the side; Fig. 5d). In our
design, patterns A and B contain red and green pixels; four red and
four green voxels yield a single projected pixel (this is the case for all
the red and green pixels). In addition, the yellow pixels in pattern C
consist of a combination of two red and two green voxels. Fig. 5a
shows that the red and green blocks exhibit high R and G values,
respectively. However, with respect to the red pixels of patterns A and
B, the G and R values increase and decrease together (see Figs. 5b and
5c). We attribute the increase in the G values to the diffusion of light
from the green voxels. The same trend is observed for the green pixels
of patterns A and B. In addition, pattern C exhibits higher values for
both R and G than the red pixels of patterns A and B, which implies
that yellow is obtained by a mixture of light from the red and green
voxels. Moreover, we show the maximum and minimum RGB values
in Figs. 5b, 5c and 5d.

The variance in the pixel RGB values may depend in part on the
nonuniformity in the voxel sizes that arises from the fabrication

process. However, the mechanism that should also be considered is
as follows. As mentioned previously, when the order of the voxels
changes with respect to the source of irradiation, the absorption and
transmission coefficients of each voxel may cause the colour emitted
in a given direction to change. We evaluated such a case by arranging
a red block and a green block in series, denoted by ‘RG’ (Fig. 6a, left),
and for the opposite order, it is denoted by ‘GR’ (Fig. 6a, right). The
dotted and solid curves in Fig. 6b show the photoluminescence spec-
tra of the RG and GR combinations, respectively. The peak photo-
luminescence from the green block (541 nm) is shifted by
approximately 29% for RG vs. GR, indicating that the emitted colour
depends on the order of excitation. Figure 6c shows the spectral
difference in a chromaticity diagram. The chromaticity coordinates
are calculated on the basis of the colour-matching function defined
by the Commission Internationale de l’Eclairage. The distance
between the two points on the chromaticity diagram is 3.56 3

1022. Near the chromaticity coordinates of the RG and GR emissions,
the human eye cannot differentiate two colours separated by less
than approximately 0.5 3 1022 on the chromaticity diagram13.
Thus, the separation of 3.56 3 1022 between the RG and GR emis-

Figure 2 | Design of a QD-based volumetric-display prototype. (a) QD-based volumetric display viewed from different angles. The prototype comprises

8 3 8 3 8 voxels. (b) Design data for the QD-based volumetric display consisting of eight layers.

Figure 3 | Solid blocks containing QDs. (a) Photographs of the red and green blocks when excited by ultraviolet irradiation. (b) Normalized absorption

and emission spectra of the red and green blocks. The spectrum of the ultraviolet excitation source used to excite the QDs is also shown.

www.nature.com/scientificreports
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sions is easily detected by the human eye, and therefore, different
colours are observed.

Discussion
In this study, although we have only used red-light and green-light
emitting QDs, QDs that emit other colours are available and can be
processed in the same manner as described herein; thus, we can easily
increase the types of the QDs used to diversify the available colours.

Furthermore, we confirmed that all the QD voxels were in fact
excited and emitted light when excited from underneath the volu-
metric display. This result indicates that occlusions do not need to be
considered when arranging the QD voxels. In other words, the pro-
posed QD volumetric display offers high-definition voxels.

We have experimentally demonstrated the principle of presenting
multicolour images by combining red and green blocks to obtain a
yellow colour. However, the inspection of the image in Fig. 4e shows
that the ‘yellow’ colour from the side pattern does not obviously
differ from the red colour from the top and the front. Notably, the
RGB pixel values of the ‘red’ colour area of the top (Fig. 5b) and front
(Fig. 5c) patterns overlap with those of the side (Fig. 5d) when we
consider the error bars. From such a quantitative perspective, the
difference between ‘yellow’ and ‘red’ is not indeed clear. However, to
the human eye, the colour of the side pattern is distinctly different
from that of the red pixels of the top and front patterns. Note that the
average G and B values of the yellow pixels from the side (Fig. 5d) are
larger than those of the red pixels from the top (Fig. 5b) and front
(Fig. 5c). We attribute the colour difference perceived by the human
eye to such increased average G and B values. Therefore, we consider
the principle of multicolour to be successfully demonstrated
experimentally.

The results also show that the photoluminescence spectra depend
on the order in which the QD voxels are excited. The issue of the re-
absorption of light emitted from the green QDs by the red QDs is
important for the discussion of the order-dependent photolumines-
cence. For simplicity, we consider the case that a red QD voxel and a
green QD voxel are placed close to each other and only the green
QDs are excited by ultraviolet irradiation. Here, the sizes of the
voxels and the concentrations of QDs are under the same conditions
as the experiment. Thereby, 7.1% of green light irradiated from the
green QDs is re-absorbed by the red QDs (the ratio of absorption is
calculated from the absorbance spectrum.) Under green-light irra-

Figure 4 | Prototype of QD-based volumetric display. (a) View under

natural light. (b) View when excited by ultraviolet light. Patterns when

viewed from (c) the top, (d) front and (e) side.

Figure 5 | Display quality. RGB values captured by CMOS camera. The labels ‘4 3 red voxels’ or ‘4 3 green voxels’ mean that except for four transparent

voxels, there are four red voxels or four green voxels out of the eight voxels arranged in depth. (a) RGB values for pure red and green blocks. RGB values are

also shown for (b) pattern A (top view), (c) pattern B (front view) and (d) pattern C (side view).

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 5 : 8472 | DOI: 10.1038/srep08472 448



diation, the red QDs emit light that is generated from the absorbed
light at an efficiency of approximately 32% (the quantum yield is
obtained from the certificate of analysis by Sigma Aldrich Co.) Thus,
the re-absorption can affect the colour represented by the volumetric
display. However, Fig. 6b does not show the difference in the red-
light emission between the RG and GR combinations. Although we
do not need to consider the effect of the re-absorption for the low-
integration scale of the experiment described in this study, an
optimal design algorithm for the treatment of the re-absorption will
be required for future applications at high definition and high
integration.

In principle, the intensity of light emitted from a QD voxel can be
adjusted by engineering the QD density for each specific voxel.
However, this approach would make fabrication process very com-
plicated. Thus, in future work, we will seek a strategy or a parameter
regime that gives an acceptable performance for a given application.
Simultaneously, we could also consider exploiting the order depend-
ence of the photoluminescence to obtain different patterns for
different viewpoints. Moreover, the excitation wavelength can be
tuned to obtain interesting volumetric displays. For example, assume
that we select QDA and QDB such that excitation E1 excites only
QDA and excitation E2 excites both QDA and QDB. This leads to an
additional degree of freedom in the design and enables versatile
patterns to be obtained from the QD-based volumetric displays.
Furthermore, we will consider the improvement of the implementa-
tion process to achieve high definition and high integration. In addi-
tion, we will investigate the possibilities of adding further functions
by using optical-near-field-mediated energy transfer between the
QDs14–18. For example, a QD mixture of different sizes in a voxel
offers increased variety of colours because of the inter-QD energy
transfer19.

In summary, we demonstrate herein a new QD-based volumetric
display. Irradiation by the external light excites the QD voxels and

allows multiple patterns to be observed from various viewpoints with
no occlusion. By using multiple types of QDs, a multicolour display is
obtained.

Methods
QD-block preparation. A QD block is fabricated from colloidal QDs and a clear
polymer. We used core-shell type CdSe/ZnS QDs (SIGMA-ALDRICH Co.,
LumidotTM CdSe/ZnS) dispersed in toluene (5 mg QD per 1 mL toluene). Two types
of CdSe/ZnS QDs were used: one with a peak emission at 610 nm and another with a
peak emission at 530 nm. For the polymer, we used a SYLGARD 184 Silicone
Elastomer Kit by Dow Corning Toray Co., which is made of PDMS and solidified by
mixing two liquids (the base and the curing agent) in a ratio of 1051. The base is a pre-
polymer mostly consisting of dimethyl siloxane dimethylvinyl-terminated. The
curing agent is primarily made of dimethyl methylhydrogen siloxane trimethylsiloxy-
terminated, which yields a cross-linking of the PDMS to cure the pre-polymer by
mixing the curing agent with the base. The procedure for making the QD blocks is as
follows:

(1) Stir 1.1 mL polymer (including 1.0 mL base and 0.1 mL curing agent) and
50 mL (40 mL) of the toluene solution that contains the CdSe/ZnS QDs for the
red block (green block).

(2) Pour the mixture into a 1 cm cube mould and defoam the mixture overnight
under vacuum.

(3) Solidify the polymer by heating at 130uC for approximately 3 h.
(4) Cut the solidified polymer to form the desired voxel size.

LumidotTM CdSe/ZnS QDs are surface stabilized with organic ligands (hexadecy-
lamine). Moreover, the QD blocks are expected to be more stable because inclusion in
the polymer can prevent the effect of surface oxidation that is the main cause for the
QD emission degradation. The emission intensity of a QD voxel may be adjusted by
tuning the QD density. The QD density in the QD voxels is determined by the
absorbance of the CdSe/ZnS QDs, the extinction coefficient of the CdSe/ZnS QDs and
the toluene solution volume. In this study, the red voxels contained approximately 1.6
3 1012 of red QDs, and the green voxels contained approximately 9.3 3 1012 of green
QDs per voxel.
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By using a homojunction-structured GaP single crystal, we generated a photon energy higher than the bandgap energy (2.26 eV).
The device was fabricated by performing dressed-photon-phonon- (DPP-) assisted annealing, while applying a forward-bias
current, on a p-n homojunction structure formed by implanting a dopant (Zn) into an n-type GaP substrate. The DPP-assisted
annealing increased the light emission intensity in an energy band above 2.32 eV by at least 550% compared with that before
annealing.

1. Introduction

In recent years, there has been interest in light-emitting
diodes (LEDs) as high-efficiency light sources, and research
and development has been actively carried out, resulting in
remarkable technological progress, particularly in the last ten
years. High-efficiency semiconductor light-emitting devices
based on InGaN (for light emission in the blue-green band)
and AlGaInP (for light emission in the green-red band) have
been realized and are now in widespread use. However, there
are a number of problems that must be solved. One of those is
that a metal-organic vapor phase epitaxy (MOVPE) process,
which uses toxic gases, is required for growing the substrates.
The environmental load is also high since fine particles that
are harmful to the human body could be produced [1]. In
addition, finding the optimum conditions for the MOVPE
process is not simple, and the growth conditions should
be strictly controlled [2–5]. Moreover, this approach has a
demerit in terms ofmaterial resources, including the need for
In, which is a rare earth element.

To overcome the problems mentioned above, in this
research we focused on GaP as the material and on dressed-
photon-phonon- (DPP-) [6, 7] assisted annealing as the

process method. The bandgap energy, 𝐸𝑔, of GaP is 2.26 eV
(wavelength, 548 nm). Also, GaP is a low-cost material that
can be readily used to grow single crystals with the liquid
encapsulated Czochralski (LEC) method, and research into
light-emitting devices using GaP has been conducted for
a long time, since as early as the 1960s [8, 9]. However,
GaP is an indirect transition type semiconductor, and the
light-emission efficiency is known to be extremely low since
phonon emission and absorption are required for the radia-
tive recombination of electron-hole pairs. A widely known
technique for increasing the efficiency is to introduce iso-
electronic impurities such as N atoms, and devices based on
this approach are commercially available [10]. Isoelectronic
impurities capture and localize electrons due to differences
in electronegativity with respect to the component atoms of
the host crystal. As a result, according to the uncertainty
principle, the wave function of the electrons in wavenumber
space becomes broader, making radiative recombination
possible at yellow and green wavelengths. In addition, GaP
LEDs that emit red light by the addition of Zn andOhave also
been reported [11]. However, the light-emission efficiency
is low because of energy loss due to internal relaxation to
the isoelectronic impurity levels. Furthermore, only photons

Hindawi Publishing Corporation
Advances in Optical Technologies
Volume 2015, Article ID 236014, 8 pages
http://dx.doi.org/10.1155/2015/236014

51



2 Advances in Optical Technologies

with energies lower than 𝐸𝑔 are emitted, since light emission
occurs via localized levels in the forbidden band.

On the other hand, if it were possible to effectively
utilize the large 𝐸𝑔 of GaP, it would be possible to develop
a method that overcomes the environment-related problems
and technical difficulties mentioned above, as well as to
expand the color coverage of GaP LEDs. To this end, in
this study we employed a dressed-photon-phonon- (DPP-)
assisted annealing method. We have previously used DPPs to
develop LEDs based on Si and SiC, which are also indirect
transition type semiconductors, like GaP [12–14]. A dressed
photon (DP) is a quasiparticle that represents the coupled
state of a photon and an electron-hole pair in a nanosize
region [7]. Similarly, a DPP is a quasiparticle that represents
the coupled state of a DP and multimode coherent phonons
in a nanosize region [6, 7]. In other words, by forming
an impurity distribution that easily generates an interaction
between electron-hole pairs, photons, and phonons inside a
crystal, the limitation due to the wavenumber conservation
law is relaxed, thus enabling high-efficiency radiative recom-
bination even in an indirect transition type semiconductor
[12–14]. The photon energy of this radiative recombination
changes by an amount equal to the energies of multimode
coherent phonons involved, and therefore, the photon energy
of emitted light can be higher than 𝐸𝑔.

In this study, by subjecting a GaP crystal containing a
p-n homojunction to DPP-assisted annealing, we obtained
strong enhancement of light emission in the 520–540 nm
wavelength band.

2. Principles of Light Emission and
Processing Using DPPs

In this section, first we explain the principle of light emission
using the DPP-assisted process, followed by a discussion
of the processing principle. This is because the principle
of light emission described below is also used in device
processing. The DPP-assisted process [12] brought about as
a result of interactions between electron-hole pairs, photons,
and phonons in nanosize regions containing impurities is
the basic principle of the light emission. During device
processing, first, impurities are made to diffuse by changing
the energy (via current and photoabsorption) given to the
device into heat. In parts that have a nanostructure (impurity
distribution) where the DPP-assisted process easily takes
place, the energy is converted to light, and therefore, a relative
cooling effect occurs [13]. Diffusion of impurities due to
heat generation and maintaining the impurity distribution
due to the relative cooling are the basic principles of device
processing.

The light emission due to the DPP-assisted process can
be understood using a model of the DPP levels as shown
in Figure 1. Since the wavenumber is supplied from mul-
timode coherent phonons, the DPP dispersion relation is
represented by the horizontal green solid line in Figure 1.
Since electron-hole pairs and phonons are strongly coupled,
the ket vector representing this coupled state is expressed as
the direct product⊗ of the electron state and the phonon state
[7]. Here, el and phonon represent electrons and phonons,
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Figure 1: Light emission process via DPPs.

respectively,𝑔 represents the ground state, thermal represents
thermal equilibrium, and ex and ex󸀠 represent excited states.
First, the initial state is formed by injection of carriers from
outside. In this initial state, since the electrons are in the
excited state, and the phonons are in the thermal equilibrium
state determined by the crystal lattice temperature, we have
|𝐸ex; el⟩ ⊗ |𝐸thermal; phonon⟩. In this state, light emission is
obtained via a process in which electrons transition to the
ground state |𝐸𝑔; el⟩ ⊗ |𝐸thermal; phonon⟩, that is to say, a
process in which they transition to the valence band. This
transition occurs via the intermediate states |𝐸ex; el⟩ ⊗ |𝐸ex󸀠 ;
phonon⟩ and |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩. Since transitions to
the ground state via these intermediate states are electric-
dipole-allowed transitions, not only are DPPs generated
(Figure 1, A → B → D), but so is propagating light
(Figure 1, A → C → D). In addition, because of
the multimode coherent phonons involved in this process,
photon emission with an energy different from 𝐸𝑔 is possible.
An inverse process to this process, in other words, an
absorption process due to DPPs, also exists.

Next, a processing method is described. In an indi-
rect transition type semiconductor, since phonon absorp-
tion/emission is necessary during the emission of a photon,
the radiative recombination probability is extremely low.
However, in the light-emission process via DPPs, since the
DP couples with multimode coherent phonons, the radiative
recombination probability is high. In other words, an LED
can be realized by exciting electrons to the conduction band
with current injection and by using the above-described
phonon absorption/emission processes. Also, the light emis-
sion wavelength of this device depends not on 𝐸𝑔, but on
the energy of the DPs generated in the vicinity of the p-
n junction. That is to say, emitted light having an energy
higher than 𝐸𝑔 can be obtained [13, 14]. The problem is
that, in the case of a normal semiconductor crystal, the
DPP generation probability inside the crystal is low, and it
is difficult to bring about transitions via DPP intermediate
states. Here, we explain how to form, in a self-organized
manner, a nanostructure that readily generates DPPs.

First, p-type impurities are implanted into an n-type
substrate to formap-n junction.Next, while irradiating the p-
n junction with laser light, a forward-bias current is made to
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Figure 2: Principle of impurity diffusion by DPP-assisted annealing. (a) Heat generation due to light absorption. (b) Relative cooling due to
stimulated emission.

flow to perform annealing. This processing method, known
as DPP-assisted annealing [7, 12], changes the impurity
distribution to a distribution suitable for generating DPPs.
In the following, the processing principle is explained by
dividing the distribution into a nanoregion that is not suitable
for generating DPPs and a nanoregion that is suitable for
generating DPPs.

(1) Region Not Suitable for Generating DPPs. If the photon
energy of the irradiated laser light, ℎ]laser, is larger than 𝐸𝑔,
as shown in Figure 2(a), an electron in the valence band
absorbs a photon and is excited to the conduction band.
This electron immediately emits a phonon due to intraband
thermal relaxation and transitions to the bottom of the
conduction band.Thermal energy ℎ]laser −𝐸𝑔 is produced via
this process. After relaxation, the electron-hole pair cannot
undergo radiative recombination because of restrictions due
to the wavenumber conservation law and instead undergoes
nonradiative relaxation. Since this nonradiative relaxation
also generates localized heat, all of the photon energy of the
absorbed laser light is converted to thermal energy, causing
dopant diffusion to proceed. As a result, Joule heating occurs
due to the current, and heat generation occurs due to the
nonradiative relaxation caused by the light irradiation.

(2) Region Suitable for Generating DPPs. Since a nonuniform
domain boundary formed by the dopant (Zn) is formed
inside the crystal by ion implantation at a high acceleration
energy, the existence of a region that is suitable for generating
DPPs locally can be expected. Let us assume that DPPs are
generated around a certain Zn domain. In this case, as shown
in Figure 2(b), at the electron-hole pairs, stimulated emission
occurs via the DPP levels. As a result, unlike region (1), the
locally absorbed energy is converted not only to thermal

energy but also to photon energy. Therefore, in the region
around this Zn domain, heat generation is suppressed, and
the diffusion rate is reduced.

In region (1), random diffusion continuously occurs,
whereas in region (2), the diffusion rate is low.These diffusion
processes continue until a structure suitable for generating
DPPs is achieved. In addition, because the emitted light
irradiates the whole device, it is not confined to the light-
irradiation region but spreads in a self-organized manner
throughout the whole device. When annealing is performed
for a sufficiently long time, the concentration of Zn in the
entire crystal is expected to take a spatial distribution that is
optimal for stimulated emission via the DPP-assisted process.
Moreover, since the probabilities of stimulated emission and
spontaneous emission are proportional to each other [15], by
using such a process, it is possible to realize an LED that emits
photons.

3. Device Fabrication

The device fabrication process can be divided into two
stages. First, a p-n homojunction structure is fabricated in a
GaP single crystal by ion implantation. Then, the impurity
distribution is altered by DPP-assisted annealing. The details
of these are given below.

In the experiments performed in this study, we used an
n-type (dopant: S) GaP single-crystal wafer with a thickness
of 500𝜇m and a diameter of 50mm, grown by the liquid
encapsulatedCzochralski (LEC)method.Theorientationwas
(111), and the dopant concentration was 2 × 1017 to 4 ×
1017/cm3 (resistivity, 0.05Ωcm). This wafer was subjected
to ion implantation to implant acceptors (Zn ions) with
an implantation energy of 300 keV and a dose of 1.7 ×
1014/cm2 to fabricate a p-n homojunction structure. By
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Figure 3: Schematic diagram of device and photograph of completed device.
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Figure 4: I-V characteristic of fabricated device. Red curve: before
DPP-assisted annealing. Blue curve: after DPP-assisted annealing.

using such a high acceleration energy, a nonuniform domain
boundary was formed, which was expected to form a region
suitable for generating DPPs in a localized manner. After
ion implantation, the surface was rinsed with HCl to remove
excess Zn ions. After this, an Au/Zn/Ni film (150 nm) was
deposited on the front surface (p-type side) of the substrate
by sputtering and lift-off processing (Figure 3).The electrodes
were formed in the shape of a mesh so as to facilitate light
irradiation and light emission during DPP-assisted annealing
and device driving, respectively. An Au/Ge/Ni film (300 nm)
and a Pt film (50 nm) were sequentially deposited on the
rear surface (n-type side) to serve as a negative electrode.
Then, the wafer was diced into a 600𝜇m × 600𝜇m chip
and was fixed to a 20mm × 20mm × 1.7mm printed circuit
board (PCB) by soldering the negative electrode. Finally,
the positive electrode was connected to the PCB by wire
bonding. The I-V characteristic of the fabricated device is
shown in Figure 4 by the red curve. A rectification property
was observed, indicating that a p-n junction was formed.

Next, the DPP-assisted annealing will be explained.
Figure 5 shows the experimental setup used for DPP-assisted
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Figure 5: Experimental setup for DPP-assisted annealing and EL
spectral measurements.

annealing and for measuring the EL spectrum. A K-2400
sourcemeter (Keithley Instruments Inc.) was used as a
constant-current source for supplying current during the
DPP-assisted annealing and during driving of the device.
The emission spectrum of the device was measured using a
spectrophotometer and a cooled Si-CCD (Roper Scientific
Inc.). To make the device emit light in the green band
(wavelengths around 530 nm), a forward-bias current of
30mA (9.9 A/cm2) was applied to the device fabricated as
described above while irradiating it with 532 nm wavelength
(2.32 eV) laser (DPSS CW laser, CNI Inc.) light. The laser
power was 0.4W, and the focal spot diameter on the surface
of the device was 0.6mm (35.4W/cm2). During the DPP-
assisted annealing, the surface temperature of the device
reached 40∘C, while the PCB had been cooled to 26∘C. As
described in Section 2, the spatial distribution of the Zn
ions was modified by Joule heat due to the current and
by heat generated due to light absorption. The spectrum
was measured every 1 hour. The processing was completed
when the change in spectral intensity relative to the previous
measurement was 1% or less.

4. Device Operation

4.1. Changes in Electroluminescence Spectrum due to
DPP-Assisted Annealing. Figure 6(a) shows the results of
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Figure 6: Temporal changes in EL spectra during DPP-assisted annealing of GaP LED. (a) Spectra observed during DPP-assisted annealing
with a current density of 9.9 A/cm2 while irradiating device with 532 nm laser light with power of 0.4W. EL measurements were performed
every 1 hour under the same current density conditions (9.9 A/cm2), butwithout laser irradiation. (b) Total EL light emission intensity (integral
of curve in (a)) versus time. (c) Measured values of 𝑅. (d) Light emission from fabricated device.

measuring the EL spectrum of the device during DPP-
assisted annealing. The injection current was 30mA. For
reference, the photon energy of the irradiation light (2.32 eV)
during DPP-assisted annealing and the bandgap energy of
GaP (2.26 eV) are also shown by the vertical red and black
dotted lines, respectively. The spectra were measured during
an exposure time of 0.25 s, after the laser light irradiation
was stopped. This figure shows that the light emission in the
range 1.75–2.26 eV has becomemore intense as the annealing
time was increased. Possible explanations for this include
light emission from Zn-O pairs formed from Zn atoms and
impurity O atoms which occupy the closely spaced Ga site
and P site, respectively [16], and light emission originating
from radiative recombination of electrons trapped at the
donors (S) and free holes [17]. In particular, it has been
reported that formation of Zn-O pairs can be explained
by diffusion of Zn from the p side to the n side of the p-n
junction [18]. In other words, the strong emission intensity
in this region as DPP-assisted annealing progressed can
be considered evidence that Zn diffusion took place. In

addition, light emission was observed from levels above 𝐸𝑔.
This was a result of the DPP-assisted process described in
Section 2. And the increase in light emission from these
high energy levels was a result of the DPP-assisted annealing
described also in Section 2.

Figure 6(b) shows the dependence of the total EL light
emission intensity (the areas enclosed by the curves and the
horizontal axis in Figure 6(a)) on the DPP-assisted annealing
time. The light emission intensity saturated after about 3
hours of annealing, reaching an intensity three-times higher
than the initial intensity.

Figure 6(c) shows the rate of increase 𝑅. It is the normal-
ized emitted light intensity 𝑃 of the photon energy 𝐸 after
saturation (after 4 hours of DPP-assisted annealing), given by
the following expression:

𝑅 =
𝑃4 hr (𝐸) − 𝑃0 hr (𝐸)

𝑃0 hr (𝐸)
. (1)

In this figure, at photon energies below 2.2 eV (<𝐸𝑔), 𝑅 was
150–250%, whereas at photon energies higher than that of
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Figure 7: Spectrum of device annealed for 4 hours while applying current density of 9.9 A/cm2 but no laser irradiation. (a) Blue curve shows
initial spectrum, and red curve shows spectrum after DPP-assisted annealing for 4 hours. (b) Measured values of 𝑅. For comparison with
case where annealing was performed without laser irradiation (black curve), the case where annealing was performed with laser irradiation
is also shown (Figure 6(c), red curve).

the irradiation laser light (ℎ]laser), 𝑅 was 550% or greater.
This intensity variation is in agreement with that expected
from the discussion in Section 2. In addition, in this figure,
periodic peaks (indicated by downward red arrows) are
observed at positions away from ℎ]laser (=2.32 eV). These
peaks were 50meV apart, which corresponds to the energy
of LO phonons in GaP. In other words, phonon sidebands
appeared in the emitted light in the high-energy region, as
reported in a previous study [19, 20], confirming that the light
emission phenomenon was due to a DPP-assisted process via
multimode coherent phonons.

Figure 6(d) is a photomicrograph showing light emission
from the device. Although the value of𝑅was large at energies
higher than the photon energy of the irradiation laser light
(ℎ]laser), the emission component originating from impurities
or Zn-O centers [16, 17] was strong, making the emitted light
appear orange.

4.2. Effect of Photon Number Density on the DPP-Assisted
Annealing. Usually, GaP contains defects or impurities such
as oxygen, and these form emission centers. In other words,
photonswith awide range of energies are generated inside the
crystal during DPP-assisted annealing, and it is thought that
stimulated emission is also made possible triggered by these
generated photons.

To confirm the effect of this light emission inside the
crystal, we performed annealing while causing a current to
flow (30mA), but without laser irradiation.The EL spectrum
obtained as a result is shown in Figure 7(a). The black curve
in Figure 7(b) is the rate of increase, 𝑅, given by (1) (the
red curve is a copy of Figure 6(c)). First, the values of this
black curve at the low energy side were close to the values
of the red curve. However, above 𝐸𝑔, they considerably
differed. This feature can be explained as follows. In the 1.7–
2.2 eV energy band, the photon number density with the
corresponding energy is the same, regardless of whether or

not laser irradiation is performed, and therefore, no change
occurs in the DPP-assisted process. In addition, the light
emission from Zn-O or defects does not change compared
with the case where laser irradiation is performed, and
therefore, the rate of increase is substantially the same. In
the case of the high-energy band, it is thought that there is
a difference between progression and suppression of dopant
diffusion depending on whether or not laser irradiation
is performed. In other words, if monochromatic light of
sufficient intensity is made incident, stimulated emission
from an energy level corresponding to the photon energy
of that monochromatic light becomes more pronounced.
Therefore, this demonstrates the effectiveness ofDPP-assisted
annealing, in terms of the ability to control the photon energy
of the light emission from the device by the photon energy,
ℎ]laser, of the irradiation light rather than 𝐸𝑔.

4.3. The Influence of Crystallinity. In general, lattice defects
occur in crystals due to impurity doping by ion implantation.
In particular, with high-energy ion implantation, there is also
a risk of the crystal becoming amorphous. In the present
study, light emission was brought about by a DPP-assisted
process. However, this process uses high energy during ion
implantation, and there is also a study in which a light-
emitting device was fabricated using amorphous GaP [21];
therefore, we examined the crystallinity and its influence on
light emission.

We used a sample that was preliminarily annealed at
800∘C for 30 minutes prior to DPP-assisted annealing,
after ion implantation. Figure 8 shows the measured Raman
scattering spectra (incident light: 488 nm) of the substrate
before ion implantation (blue circles), the substrate after
ion implantation (red diamonds), and the substrate after
preliminary annealing carried out in a furnace (green trian-
gles). In the spectrum for the substrate before ion implanta-
tion, sharp peaks appeared, which indicate the high crystal
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quality. However, after ion implantation, these peaks were
not observed; therefore, it is considered that the surface
changed to an amorphous structure. Also, in the spectrum
for the substrate after preliminary annealing, peaks appeared
again. To confirm the effect of the amorphous surface on
light emission, the substrate whose surface crystallinity was
restored by preliminary annealing was formed into a device
and was subjected to DPP-assisted annealing under the same
conditions. The results are shown in Figure 9. As can be
understood from this figure, the same spectral change as
shown in Figures 6(a) and 6(c) was observed also in the
preannealed sample.

The results shown in Figures 8 and 9 can be explained as
follows: by implanting Zn into GaP with a high acceleration
energy, namely, 300 keV, the surface of the GaP crystal
became amorphous. However, via the DPP-assisted process,
the light emission occurs at the domain boundaries formed
by the dopant (Zn) inside the crystal and does not rely on
the amorphization of the crystal surface. Thus, the same
results are obtained regardless of whether or not preliminary
annealing is performed to recover the crystallinity.

5. Conclusion

We successfully fabricated a light-emitting device by forming
a p-n junction via ion implantation in a bulk GaP crystal,
which is an indirect-transition type semiconductor, and by
using DPP-assisted annealing.The EL spectrum of the device
fabricated by this method was governed by the light used
during processing, not by the band structure of the semi-
conductor. In practice, the light emission from energy levels
higher than 2.32 eV was increased by more than 550% (𝐸𝑔 of
GaP is 2.26 eV) by using 532 nm (2.32 eV) light irradiation
during the DPP-assisted annealing. In contrast, the rate of
increase in the energy region below 2.2 eV was limited to
150–250%. By performing experiments with and without
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Figure 9: Results of DPP-assisted annealing of sample subjected to
preliminary annealing after ion implantation. Processing was per-
formed under the same conditions as in Figure 6 (applying current
density of 9.9 A/cm2 while irradiating the device with 532 nm laser
light at power of 0.4W). (a) Comparison of initial spectrum and
spectrum obtained at saturation. (b) Rate of increase of EL spectral
intensity (black solid curve). Case without preliminary annealing is
also shown for comparison (Figure 6(c), red curve).

irradiation light, we also observed a phenomenon whereby
the light emission intensity from higher energy levels was
increased as a result of the DPP-assisted annealing, thus
demonstrating the effectiveness of the DPP-assisted process.
In addition, it was also confirmed experimentally that this
light was emitted from a single crystal and was not due to
amorphization.

Although the light emission from energy levels higher
than 𝐸𝑔 was remarkably increased, the peak position of the
EL spectrumwas around 630 nm due to defects and impurity
O atoms. Thus, we believe that it will be possible to realize
a GaP LED with an emission peak around 530 nm, provided
that the crystallinity of the GaP can be improved.
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and K. Heime, “MOVPE growth of III–V compounds for
optoelectronic and electronic applications,” Microelectronics
Journal, vol. 27, no. 4-5, pp. 297–334, 1996.

[3] P. Fini, X. Wu, E. J. Tarsa et al., “The effect of growth enviro-
nment on the morphological and extended defect evolution
in GaN grown by metalorganic chemical vapor deposition,”
Japanese Journal of Applied Physics Part 1, vol. 37, no. 8, pp.
4460–4466, 1998.

[4] D. D. Koleske, A. E. Wickenden, R. L. Henry, W. J. DeSisto,
and R. J. Gorman, “Growth model for GaN with comparison to
structural, optical, and electrical properties,” Journal of Applied
Physics, vol. 84, no. 4, pp. 1998–2010, 1998.

[5] P. Gibart, “Metal organic vapour phase epitaxy of GaN and
lateral overgrowth,” Reports on Progress in Physics, vol. 67, no.
5, pp. 667–715, 2004.

[6] Y. Tanaka and K. Kobayashi, “Optical near field dressed by
localized and coherent phonons,” Journal of Microscopy, vol.
229, no. 2, pp. 228–232, 2008.

[7] M. Ohtsu, “Dressed photon technology,” Nanophotonics, vol. 1,
pp. 83–97, 2012.

[8] M. Gershenzon and R. M. Mikulyak, “Light emission from
forward biased p-n junctions in gallium phosphide,” Solid State
Electronics, vol. 5, no. 5, pp. 313–329, 1962.

[9] D. G. Thomas, M. Gershenzon, and F. A. Trumbore, “Pair
spectra and “edge” emission in gallium phosphide,” Physical
Review, vol. 133, no. 1, pp. A269–A279, 1964.

[10] R. A. Logan, H. G. White, and W. Wiegmann, “Efficient green
electroluminescent junctions inGaP,” Solid State Electronics, vol.
14, no. 1, pp. 55–70, 1971.

[11] J. S. Jayson, R. Z. Bachrach, P. D. Dapkus, and N. E. Schumaker,
“Evaluation of the Zn-O complex and oxygen-donor electron-
capture cross sections in p-Type GaP: limits on the quantum
efficiency of red-emitting (Zn,O)-doped material,” Physical
Review B, vol. 6, no. 6, pp. 2357–2372, 1972.

[12] T. Kawazoe, M. A. Mueed, and M. Ohtsu, “Highly efficient
and broadband Si homojunction structured near-infrared light
emitting diodes based on the phonon-assisted optical near-field
process,”Applied Physics B: Lasers and Optics, vol. 104, no. 4, pp.
747–754, 2011.

[13] M. A. Tran, T. Kawazoe, and M. Ohtsu, “Fabrication of a
bulk silicon p-n homojunction-structured light-emitting diode
showing visible electroluminescence at room temperature,”
Applied Physics A, vol. 115, no. 1, pp. 105–111, 2014.

[14] T. Kawazoe and M. Ohtsu, “Bulk crystal SiC blue LED with p-n
homojunction structure fabricated by dressed-photon-phonon-
assisted annealing,”Applied Physics A, vol. 115, no. 1, pp. 127–133,
2014.

[15] A. Einstein and P. Ehrenfest, “Zur Quantentheorie des Stra-
hlungsgleichgewichts,” Zeitschrift für Physik, vol. 19, no. 1, pp.
301–306, 1923.
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We compared dressed-photon-phonon (DPP) etching to conventional photochemical etching and, using a numerical analysis of
topographic images of the resultant etched polymethyl methacrylate (PMMA) substrate, we determined that the DPP etching
resulted in the selective etching of smaller scale structures in comparison with the conventional photochemical etching. We
investigated the wavelength dependence of the PMMA substrate etching using an O

2
gas. As the dissociation energy of O

2
is

5.12 eV, we applied a continuous-wave (CW) He-Cd laser (𝜆 = 325 nm, 3.81 eV) for the DPP etching and a 5th-harmonic Nd:YAG
laser (𝜆 = 213 nm, 5.82 eV) for the conventional photochemical etching. From the obtained atomic force microscope images, we
confirmed a reduction in surface roughness, 𝑅

𝑎
, in both cases. However, based on calculations involving the standard deviation of

the height difference function, we confirmed that the conventional photochemical etchingmethod etched the larger scale structures
only, while the DPP etching process selectively etched the smaller scale features.

1. Introduction

Organic materials are flexible in comparison with inorganic
substrates; therefore, they are important materials as regards
the development of future wearable devices [1]. Recently,
organic substrates with microstructures have been prepared
by mechanical pressing, an injection molding method [2],
and the surface roughness values of the obtained materials
have been determined by use of a pressing mold. However,
because the resultant plastic is soft, these organic substrates
cannot be flattened using a mechanical polishing method.
Furthermore, although plastic substrates are easy to fabricate
in three-dimensional structures, the side walls of these
structures cannot be flattened.

In order to achieve an ultraflat surface on an inorganic
material,many groups have developed a chemicalmechanical
polishing (CMP) method [3], resulting in a subnanometer
scale flattened surface [4]. However, since CMP is a contact
method, it leads to the formation of scratches or digs during
polishing, while chemical materials in the slurry penetrate
the polished surface, resulting in performance degradation.

Therefore, we have developed a dressed-photon-phonon
(DPP) etching technique [5] as a noncontact flattening
method. In this process, the free photons of propagating
light are coupled withmaterial excitation, including electrons
and holes, of the nanoscale material structures; in other
words, the photons interacting with the nanoscale material
dress the material excitation to form a dressed photon
(DP) quasiparticle. The DP also couples with multiple-mode
coherent phonons in the material, which act as quasiparticle
of DP and phonons (DPP). Therefore, the DPP energy is
higher than that of the incident free photon; that is, the
DPP realizes energy upconversion [6]. By using the energy
upconversion mechanism, selective etching of the nanoscale
structure can be successfully realized. Previously, we obtained
ultraflat surfaces on substrates including glass [5], diamond,
and GaN [7]. Since DPP etching does not require a contact
pad, three-dimensional structures have also been flattened
[8].

Here, we compare the effectiveness of the DPP etching
technique to that of conventional photochemical etching. To
evaluate the effectiveness of the DPP etching, we perform
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Figure 1: ((a) and (b)) DPP etching and ((c) and (d)) conventional photochemical etching process diagrams.

calculations based on the standard deviation of the height
difference function in addition to the surface roughness, 𝑅

𝑎
.

Here, we observe the wavelength dependence of photochem-
ical etching on polymethyl methacrylate (PMMA) substrate
as a plastic material.

2. DPP Etching

To realize DPP etching, the photon energy of the light
source, 𝐸

1
, must be lower than the dissociation energy of the

etchingmolecule, 𝐸dis.Therefore, the incident photon cannot
dissociate the etching molecules in a gas phase. However,
the DPP is generated at the apex of the protrusions of
the surface. Furthermore, since the DPP energy, 𝐸DPP, is
larger than that of 𝐸

1
, the etching molecules are dissociated

selectively when they enter the proximity of the protrusions
(Figure 1(a)). Consequently, the dissociated radicalmolecules
etch away at the protrusions and, thus, the DPP etching
process automatically stops when the surface is sufficiently
flattened (Figure 1(b)).

In contrast to DPP etching, when conventional plasma
etching or conventional photochemical etching is used, the
photon energy of the light source, 𝐸

2
, is higher than 𝐸dis,

and the etching molecules are dissociated in all directions
(Figure 1(c)).Therefore, the dissociated radical atoms etch the
substrate with no position dependence (Figure 1(d)).

3. Experiment

In this study,we used a PMMA substrate prepared by injection
molding in an oxygen atmosphere. Because the dissociation

energy of O
2
is 5.12 eV [9], we used a continuous-wave

(CW) He-Cd laser (𝜆 = 325 nm; 3.81 eV; excitation power:
0.8W/cm2) for DPP etching and a 5th-harmonic YAG laser
(𝜆 = 213 nm; 5.82 eV; 20Hz; pulse width: 5 ns) for con-
ventional photochemical etching. The surface structure was
evaluated using an atomic force microscope (AFM) with
a “sampling intelligent scan” mode (Hitachi-Hitech-Science
Corp.).The scanned areawas 1× 1𝜇mand incorporated 256×
256 pixels (a spatial resolution of 4 nm) and the AFM images
were obtained using tilt compensation and the third-order
least-squares method.

4. Results and Discussion

Figures 2(a) and 2(b) are AFM images of the surface before
and after DPP etching, respectively. It was found that the
surface roughness, 𝑅

𝑎
, was reduced from 0.30 to 0.22 nm

following 120min DPP etching (Figure 3). Similar 𝑅
𝑎
reduc-

tion was observed following conventional photochemical
etching, as can be seen from the AFM images taken before
(Figure 2(c), 𝑅

𝑎
= 0.26 nm) and after (Figure 2(d), 𝑅

𝑎
=

0.20 nm) etching, and comparison between both methods is
given in Figure 3. It can be seen that the usage of conventional
photochemical etching resulted in a dramatic decrease in
etching time.

To investigate the surface morphology in detail, we
used the method developed in our previous reports [7].
Instead of examining the value of 𝑅

𝑎
only, which is the

average value of the absolute surface height deviations from
the best-fitting plane (Figure 4(a)), we used the standard
deviation of the height difference function. Here, the𝑅

𝑎
value
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Figure 2: Typical AFM images of PMMA substrate (a) before and (b) after DPP etching using He-Cd laser (𝜆 = 325 nm, 3.81 eV). Typical
AFM images of PMMA substrate (c) before and (d) after conventional photochemical etching using 5th-harmonic YAG laser (𝜆 = 213 nm,
5.82 eV).
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Figure 3: Etching time dependence of surface roughness, 𝑅
𝑎
. Blue solid squares correspond to 𝑅

𝑎
using 3.81 eV He-Cd laser (DPP etching).

Red solid circles correspond to 𝑅
𝑎
using 5.82 eV 5th-harmonic Nd:YAG laser (conventional photochemical etching).

provides information about the average surface roughness
for the entire scanning region. However, the standard devi-
ation of the height difference function is given by 𝑅(𝑙) =
√⟨(𝑧
(𝑙)

𝑘+1
− 𝑧
(𝑙)

𝑘
)
2
/2⟩, where 𝑙 is the scale size, 𝑧 is the height

from the best-fitting plane, and 𝑧(𝑙)
𝑘

is the average 𝑧 value of
the scale (Figure 4(b)) [10].This𝑅(𝑙) can be used to determine
the contributions of the surface roughness values (at different
length scales) to the overall surface roughness. As this value
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the red solid curve corresponds to Figure 2(d) (after 5 min etching using 5.82 eV conventional photochemical etching).

indicates the height difference of the next scale, it is known
as a two-sample variance. This value is known as the Allan
variance, and it is a measure of frequency stability in clocks,
oscillators, and amplifiers.

Figure 4 shows the calculated 𝑅(𝑙) values from the AFM
images. The maximum values of the blue curves decreased
from0.25 to 0.19 nm,which are comparable to the𝑅

𝑎
values of

Figure 2(a) (0.30 nm) and Figure 2(b) (0.22 nm) and indicate
the results of theDPP etching. Similarly, themaximumvalues
of the red curves decreased from 0.27 to 0.18 nm, which
are comparable to the 𝑅

𝑎
values of Figure 2(c) (0.26 nm)

and Figure 2(d) (0.20 nm) and are the photochemical etching
results. It is notable that even though the 𝑅

𝑎
values vary

significantly with each other, we can therefore confirm that
the conventional etching etched on a scale, 𝑙, larger than

100 nm, while the DPP etching etched on a smaller scale, with
𝑙 less than 100 nm. These results therefore establish that DPP
etching selectively etches on a smaller scale, as the 𝑅(𝑙) value
for the DPP etched is smaller than that of the conventional
photochemical etching at 𝑙 < 35 nm (indicated by the arrow
in Figure 4). The increase in 𝑅(𝑙) at the smaller scale for the
conventional photochemical etching case might be caused by
ablation due to the higher photon energy used in thismethod,
in comparison with that of the chemical bonding of PMMA
[11].

5. Conclusion

Through an experiment on the wavelength-dependent etch-
ing of a polymethyl methacrylate (PMMA) substrate and
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calculations based on the standard deviation of the height
difference function of the resultant surface, we determined
that dressed-photon-phonon (DPP) etching results in the
selective etching of smaller scale structures in comparison
with conventional photochemical etching. This information
therefore supports the use of the DPP etching method for the
surface finishing of organicmaterials. In future, by combining
both DPP and conventional photochemical etching, a further
decrease in the 𝑅

𝑎
value could be realized depending on the

𝑅
𝑎
value of the substance in question.
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We fabricated a high-efficiency infrared light emitting diode (LED) via dressed-photon-phonon (DPP) assisted annealing of a p-n
homojunctioned bulk Si crystal. The center wavelength in the electroluminescence (EL) spectrum of this LED was determined by
the wavelength of a CW laser used in the DPP-assisted annealing. We have proposed a novel method of controlling the EL spectral
shape by additionally using a pulsed light source in order to control the number of phonons for the DPP-assisted annealing. In this
method, the Si crystal is irradiated with a pair of pulses having an arrival time difference between them. The number of coherent
phonons created is increased (reduced) by tuning (detuning) this time difference. A Si-LEDwas subjected toDPP-assisted annealing
using a 1.3𝜇m (ℎ] = 0.94 eV) CW laser and a mode-locked pulsed laser with a pulse width of 17 fs. When the number of phonons
was increased, the EL emission spectrum broadened toward the high-energy side by 200meV or more. The broadening towards
the low-energy side was reduced to 120meV.

1. Introduction

Direct transition type semiconductors are mainly used in
semiconductor light emitting diodes (LEDs) [1, 2].The reason
for this is that the probability of electric dipole transitions,
in other words, the radiative recombination probability, is
high. Also, the emission wavelength is determined by the
bandgap energy, 𝐸𝑔, of the material used. Therefore, for
example, InGaAsP epitaxially grown on an InP substrate is
mainly used as the active layer for near-infrared LEDs with
emission wavelengths of 1.00–1.70 𝜇m (0.73–1.24 eV), which
includes the optical fiber communication wavelength band.
Shortcomings with this approach are that InP is highly toxic
[3], and In is a rare resource. Silicon (Si), on the other hand, is
a semiconductor having low toxicity and no concerns about
depletion of resources; however, its emission efficiency is
low since it is an indirect transition type semiconductor.

Therefore, Si is usually not suitable as a material for use in
LEDs. Nevertheless, there is a great demand for the use of
Si in light emitting devices, and there has been extensive
research into improving its emission efficiency. For example,
there has been research into making Si emit light in the
visible region by utilizing the quantum size effect of Si and
by using porous Si [4], a Si/SiO2 superlattice structure [5, 6],
and Si nanoprecipitates in SiO2 [7], as well as research into
making Si emit light in the near-infrared region by doping
it with light-emitting materials, such as erbium (Er)-doped
Si [8] and silicon-germanium (Si-Ge) [9]. However, the
reported external quantum efficiencies and power conversion
efficiencies of LEDs using these materials have been low, at
0.5% and 0.8%, respectively [10].

On the other hand, using a homojunction-structured Si
bulk crystal, we realized a high-efficiency, wideband LED
in which the spatial distribution of the dopant density in
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the Si was modified via a novel process of dressed-photon-
phonon assisted annealing (DPP-assisted annealing) [11], and
we achieved an external quantum efficiency of 40% and a
power conversion efficiency of 50% [12]. A dressed photon
(DP) is a quasi-particle created when a photon couples with
an electron-hole pair in a nanometric region. Similarly, a
dressed-photon-phonon (DPP) is a quasi-particle created
when aDP couples with a phonon in a nanometric region.We
have also succeeded in developing a Si laser [13], an infrared
Si photodetector [14], and a Si relaxation oscillator [15], by
using DPP-assisted annealing. These devices operate based
on transitions mediated by DPPs, and the center wavelength
of the electroluminescence (EL) spectrum is determined by
the wavelength of the light source used for creating the
DPPs. Since a DPP is a state in which a DP is coupled
with a phonon in the material, the EL spectrum of the Si-
LED described above has a large number of sidebands that
are regularly arranged with a spacing corresponding to the
optical phonon energy, centered on the photon energy of the
light used in the DPP-assisted annealing. These sidebands
are caused by coherent phonons (CPs) contributing to light
emission. In typical light emitting devices, such sidebands
originating from phonons (phonon sidebands) are observed
in the photoluminescence spectrum, but are not observed in
the EL spectrum. The observation of such sidebands in the
EL spectrum, as described above, is a phenomenon unique to
LEDs fabricated using DPPs. By using this phenomenon, it
is possible to control the shape of the EL spectrum of a Si-
LED by controlling the number of CPs created during the
DPP-assisted annealing. In this paper, we report the results
of our experiments in which we succeeded in controlling the
generation of CPs by using a pair of pulses during the DPP-
assisted annealing, allowing us to control the shape of the
emission spectrum of a Si-LED.

2. Si-LED Fabrication and Principle of
Sideband Creation

First, for fabricating a Si-LED, ion implantation is used to
form an inhomogeneous spatial distribution of the dopant
(boron: B) in a Si p-n homojunction substrate. Although
the inhomogeneously concentrated B serves as the origin
of the created DPPs, the created DPPs are not converted to
propagating light that is detected outside the LED. However,
if DPP-assisted annealing is used, it is possible to modify
the spatial distribution of the B concentration so that the
DPPs are converted to propagating light with high efficiency
[12]. In the DPP-assisted annealing, a Si p-n homojunction
substrate is irradiated with CW laser light while applying a
forward-bias current, to control the thermal diffusion rate of
the B. With this method, it has been demonstrated that the
emission wavelength of a Si-LED does not depend on the
bandgap energy, 𝐸𝑔, of the material used, but is determined
by the photon energy, ℎ]anneal, of the radiated light [16]. In
the present work, we performed DPP-assisted annealing by
radiating CW laser light having a photon energy (ℎ]anneal =
0.94 eV) lower than 𝐸𝑔 of silicon (= 1.14 eV). The principle
will be described below. For more details, refer to [12].

During DPP-assisted annealing, the radiated light is not
absorbed by the Si crystal at positions in the B distribution
where DPPs are not created under irradiation. Thus, the
energy of the electrons injected from the forward bias current
is converted to thermal energy and is subsequently dissi-
pated via intraband relaxation or nonradiative relaxation.
Therefore, the B distribution randomly varies due to thermal
diffusion. On the other hand, at positions where DPPs are
readily created, the radiated light interacts with electron-hole
pairs and phonons, whereby DPPs are created. In this case,
the injected electrons emit propagating light via stimulated
emission driven by localized DPPs. In other words, since
part of the energy of the injected electrons is dissipated not
in the form of thermal energy but in the form of optical
energy, thermal diffusion becomes more difficult. In the two
processes described above, the B concentration distribution
in the Si crystal is modified, in a self-organized manner,
to a structure suitable for the creation of DPPs and their
subsequent conversion to propagating light, and then reaches
an equilibrium state.TheB distribution in this state is suitable
for stimulated emission with the photon energy of the light
irradiation, ℎ]anneal, and since the spontaneous emission
probability is proportional to the stimulated emission proba-
bility, this p-n homojunction functions as a Si-LED that emits
propagating light.

Next, the mechanism of sideband creation will be
explained. Figure 1(a) is an energy level diagram showing
electronic states in a Si-LED fabricated by DPP-assisted
annealing, and Figure 1(b) is a diagram in which an inter-
mediate DPP level has been added to the band structure.
The state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ in the figure is a state
represented by the direct product of the ground state |𝐸𝑔; el⟩
of the electron and the excited phonon state |𝐸ex; phonon⟩.
Transitions to this state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ have been
shown to occur only due to absorption or emission of
photons via DPPs [11]. When this is illustrated in the
electronic band structure, it is a localized state in which
DPP-mediated excitation can take place and, therefore, it
is indicated by a constant-energy straight line (horizontal
solid or broken line), as shown in Figure 1(b), due to
wavenumber uncertainty. Although an adequate explanation
of the conventional light emission process in Si-LEDs has
been possible until now with only Figure 1(a), Figure 1(b)
is also presented in the present paper to emphasize the
significance of phonons. In the light emission process of
Si-LEDs, since electrons are excited to the state |𝐸ex; el⟩ by
current injection, the initial state |𝐸ex; el⟩⊗ |𝐸exthermal

; phonon⟩
in the light emission process exists close to the X point in the
conduction band in Figure 1(b). Here, |𝐸exthermal

; phonon⟩ is
the thermally excited state of the phonon. Similarly, since the
final state |𝐸𝑔; el⟩ ⊗ |𝐸exthermal

; phonon⟩, reached after the light
emission, corresponds to the energy state of holes created
by the injected current, the state |𝐸𝑔; el⟩ concentrates in the
vicinity of the Γ point at the top of the valence band. The
state |𝐸exthermal

; phonon⟩ is limited to phonons that can exist
at room temperature, according to Bose statistics. In other
words, the states |𝐸ex; el⟩ ⊗ |𝐸exthermal

; phonon⟩ and |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩ are the initial state and the final state in the

usual indirect transition.
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Figure 1: Diagram for explaining DPP-mediated transitions, showing (a) energy levels and (b) levels that can be reached via DPP-mediated
transitions in electronic band structure of Si crystal.

Next, the processes (0), (0󸀠), (1), and (1†) in Figure 1 will
be explained. As the first-step, process (0) occurs. Processes
(0󸀠), (1), and (1†) occur as the second step. These processes
involve externally observable transitions, in other words,
photon emission. Processes (0) and (0󸀠) are transitions that do
not require a phonon, whereas processes (1) and (1†) require
an optical phonon. Similarly, (𝑛) and (𝑛†) are transitions
involving 𝑛 optical phonons (𝑛 = 2, 3, 4, . . .).

Process (0) is the first-step transition from the initial state
|𝐸ex; el⟩ ⊗ |𝐸exthermal

; phonon⟩ of electrons injected near the
X point by the current to the intermediate state |𝐸𝑔; el⟩ ⊗
|𝐸ex; phonon⟩, which can be reached via a DPP-mediated
transition. It corresponds to the energy relaxation from the
bottom of the conduction band (𝐸𝑔 = 1.14 eV) to the state
|𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ (in this paper, the energy of this
state was experimentally determined to be 0.94 eV). This
transition is allowable via emission of a large number of
phonons or via the emission of infrared light. However, the
probability of the transition via phonon emission is small
because the simultaneous emission of about 10 phonons
is required at room temperature (thermal energy 25meV).
On the other hand, in the transition via infrared light
emission, since the electronic state changes from |𝐸ex; el⟩ to
|𝐸𝑔; el⟩, the selection rule required for photon emission is
fulfilled. In addition, this transition is a direct transition in
wavenumber space, as shown in Figure 1(b). Therefore, the
probability of this transition is higher than the probability of
a transition via phonon emission. In real space, this process is
a transition from the state |𝐸ex; el⟩⊗|𝐸exthermal

; phonon⟩, which
is broadened to the extent of the electron coherence length,
to the localized state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩. The reason why
infrared light can be emitted in this transition is that part of

the electron energy can be dissipated as infrared light via a
DPP having an energy that is resonant with this infrared light.

Process (0󸀠) is the second-step transition from the
intermediate state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ to |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩. The photon energy emitted during this

process is equal to ℎ]anneal. Since this is a transition between
the same electronic states |𝐸𝑔; el⟩, the selection rule required
for photon emission is governed by a phonon, and the state
|𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ is also a state that can be reached via
a DPP-meditated transition. The Si-LED fabricated by DPP-
assisted annealing has a high probability of conversion from
a DPP to propagating light, and almost all of the electrons in
the state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ relax by emitting photons
with energy ℎ]anneal.

Process (1) is the second-step transition from the interme-
diate state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩ to the final state |𝐸𝑔; el⟩ ⊗
|𝐸exthermal
; phonon⟩ by absorption of an optical phonon. Since

the first-step transition due to process (0) is an infrared light
emission process, optical phonons are created via the Raman
process. If the electrons in the state |𝐸𝑔; el⟩ ⊗ |𝐸ex; phonon⟩
are scattered to the Γ point by absorbing optical phonons, the
second step transition from the state |𝐸𝑔; el⟩ ⊗ |𝐸ex󸀠 ; phonon⟩
to the state |𝐸𝑔; el⟩ ⊗ |𝐸exthermal

; phonon⟩ becomes possible,
resulting in photon emission, as in the case of a direct
transition-type semiconductor. This is process (1) shown
in Figure 1(b). Here, |𝐸ex; phonon⟩ and |𝐸ex󸀠 ; phonon⟩ are
the excited states that the phonon reached before and after
absorbing optical phonons. The energy of the emitted pho-
tons is ℎ]anneal + ℎ]𝑝, where ℎ]𝑝 is the energy of the optical
phonon.

Process (1†) represents the second-step transition from
the intermediate state |𝐸𝑔; el⟩⊗|𝐸ex; phonon⟩ to the final state

67



4 Advances in Optical Technologies

Sample

For DPP annealing and
phonon generations

CW(h�anneal)

(a)

Sample
For DPP annealing

Pulse

For phonon generations

CW(h�anneal)

(b)

Sample

For DPP annealing

Pulse pair

For phonon generations

CW(h�anneal)

Δt = 1/2�p

(c)

Figure 2: Illustration of DPP-assisted annealing using (a) CW light (conventional process); (b) CW light and a light pulse; and (c) CW light
and two light pulses.

|𝐸𝑔; el⟩ ⊗ |𝐸exthermal
; phonon⟩, which occurs via emission of an

optical phonon. Thus, it is conjugate to process (1). In this
process, |𝐸ex󸀠󸀠 ; phonon⟩ in Figure 1 shows the phonon excited
state after the emission of the optical phonon. The emitted
photon energy is ℎ]anneal − ℎ]𝑝.

Similarly, processes (𝑛) and (𝑛†) are transitions in which
𝑛 optical phonons are absorbed or emitted. Since, in practice,
the processes (𝑛) and (𝑛†) occur simultaneously, sidebands
with photon energies ℎ]anneal−𝑛ℎ]𝑝 and ℎ]anneal+𝑛ℎ]𝑝 appear
in the emission spectrum. The relationship between the 𝑛th
order sideband energy and the photon energy ℎ]anneal is the
same as that of an 𝑛th order Raman scattering process with
respect to the zero-phonon line. As is well-known, in Raman
scattering, when a large number of phonons are excited, the
electrons absorb them, emitting light. On the other hand,
when a small number of phonons are excited, the electrons
emit phonons, emitting light [17]. Thus, the intensity of these
sidebands changes according to the number of phonons.This
suggests that the intensity of the sidebands can be controlled
by controlling the number of phonons.

3. Principle of Controlling the Number
of Phonons

The number of created phonons can be controlled by
a method involving multiphoton absorption or coherent
phonon (CP) excitation using pulsed light. Since the Si crystal
is heated by DPP-assisted annealing in the present work,
resonant absorption to a specific exciton state for creation
of coherent phonons is not possible by using a high-power
CW-laser optical source. This is because the high-power CW
laser excitation dose not change only the phonon structures
but also DP state. Therefore, we decided to selectively create
phonons via CP excitation using ultrashort pulsed light. The
principle of the CP excitation in this case can be understood
as an impulsive stimulated Raman scattering (ISRS) process,
which is a kind of stimulated Raman scattering [18]. The
duration and the repletion rate of the used pulsed light were
17 fs and 80MHz, respectively. Therefore, its duty ratio was
1.3 × 10

−6. The Raman process is based on the third order
optical nonlinearity. Therefore, the enough laser power for
the control of CP generation using the ultrashort pulsed light
is 2.3 × 10−18 times lower than that using the CW laser.

Thus, in the experiment, the adverse effect was reduced to
the negligible small coming from the DP generation by the
additional laser excitation for the CP control.

In ISRS, the frequency component of the pulsed light
irradiating the crystal includes coherent frequency compo-
nents ] and ] − ]𝑝 with sufficiently high intensity, where
]𝑝 is the phonon vibration frequency. Therefore, when the
crystal is irradiated with pulsed light, the electrons absorb
light with energy ℎ] and exhibit stimulated emission of light
with energy ℎ] − ℎ]𝑝. At this time, it is possible to create
CPs having an energy ℎ]𝑝. Since these CPs are coherent, it
is possible to control the creation of CPs by a single pulse
or multiple pulses of light and causing them to interfere. In
other words, unlike conventional DPP-assisted annealing in
which the Si crystal is irradiated with CW light, CP creation
is controlled by irradiating the Si crystal with pulsed light
in addition to CW light. Therefore, it is possible to control
the intensities of the sidebands in the EL spectrum. In the
following, we describe the case where the Si-LED is irradiated
with a single pulse of light during the DPP-assisted annealing
and the case where the Si-LED is irradiatedwith a pair of light
pulses.

(1) Irradiation with a Single Light Pulse. In the conventional
DPP-assisted annealing, as shown in Figure 2(a), the CW
light plays the role of decreasing the thermal diffusion rate by
means of stimulated emission. In our approach, as shown in
Figure 2(b), a light pulse is also radiated, together with the
CW light. Since the light pulse excites multimode CPs via
ISRS, the coupling probability of electron-hole pairs, photons,
and CPs increases. As a result, the probability of electrons
absorbing phonons and emitting light increases because the
number of excited phonons increases as the light emission
intensity increases. Therefore, the intensity of the sidebands
having energy ℎ]anneal + 𝑛ℎ]𝑝 increases, and the intensity
of sidebands having energy ℎ]anneal − 𝑛ℎ]𝑝 decreases. Thus,
compared with an Si-LED fabricated by irradiation with only
CW light, it is expected that the EL spectral shape of the Si-
LED will show a higher light emission intensity at energies
higher than ℎ]anneal and conversely a lower light emission
intensity at energies lower than ℎ]anneal.

(2) Irradiation with Two Light Pulses (Light Pulse Pair). Since
the CPs created by ISRS are coherent and thus have the ability
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to interfere, as described above, let us consider the case where
a Si crystal is sequentially irradiated with two coherent light
pulses having an arrival time difference Δ𝑡. If the value of Δ𝑡
is a half-integer multiple of the vibration period, 1/]𝑝, of the
phonons (𝑛/2]𝑝; 𝑛 = 1, 3, 5, . . .), as shown in Figure 2(c), it
is known that the excited CPs destructively interfere [19]. On
the other hand, they constructively interfere when Δ𝑡 is an
integer multiple of the vibration period (𝑛/]𝑝; 𝑛 = 1, 2, 3, . . .).
That is to say, by radiating a pair of light pulses, it is possible
to control the creation of CPs so as to be suppressed or
enhanced. Thus, by adjusting the value of Δ𝑡, it is possible to
perform various types of sideband control as compared with
(1) above.

As an example, in the case of Δ𝑡 = 1/2]𝑝, we will
explain how the CP creation is controlled and how, as a
result of this, the EL spectrum is controlled. The value Δ𝑡 =
1/2]𝑝 corresponds to one period of vibration of a phonon
with frequency 2]𝑝. Therefore, by radiating a pair of pulses
having this value Δ𝑡, the number of phonons of frequency
]𝑝 decreases, whereas the number of phonons of frequency
2]𝑝 increases. Thus, the probability of process (1†) increases,
by which electrons emit phonons of frequency ]𝑝 and emit
light, resulting in a higher probability of electrons absorbing
phonons of frequency 2]𝑝 and emitting light. In other words,
as a result of the reduction in the number of phonons with
frequency ]𝑝, the intensity of the sideband at energy ℎ]anneal−
ℎ]𝑝 becomes higher than that of the sideband at energy
ℎ]anneal + ℎ]𝑝. At the same time, as a result of the increase in
the number of phonons with frequency 2]𝑝, the intensity of
the sideband at energy ℎ]anneal−2ℎ]𝑝 becomes lower than that
of the sideband at energy ℎ]anneal+2ℎ]𝑝.The above discussion
can also be extended to an explanation of the case where the
sideband intensity at energy ℎ]anneal − (2𝑛 − 1)]𝑝 increases,
and that at energy ℎ]anneal+(2𝑛−1)]𝑝 decreases. It can be also
extended to the case where the sideband intensity at energy
ℎ]anneal − 2𝑛]𝑝 decreases, and that at energy ℎ]anneal + 2𝑛]𝑝
increases. For controlling the number of phonons during the
DPP-assisted annealing, we irradiate two light pulses with
delay times of Δ𝑡 = 1/]𝑝,exp (= 64.1 fs), 1/2]𝑝,exp (= 32.1 fs),
and 1/4]𝑝,exp (= 16.0 fs).

4. Fabrication of Si-LED and Evaluation of
EL Spectrum

To fabricate a Si-LED, we doped a 625𝜇m-thick 𝑛-type Si
(100) substrate with arsenic (As) at a concentration of about
1015 cm−3. The resulting resistivity was 10Ωcm. Next, we
formed a p-n homojunction by ion implantation of boron
(B) with a dose of 5 × 1013 cm−2 and an acceleration energy
of 700 keV. Then, we deposited a transparent ITO film with
a thickness of 150 nm on the surface of the 𝑝 layer and a
Cr/Al film with a thickness of 80 nm on the surface of the
𝑛 layer, both by RF sputtering, to form an anode and a
cathode, respectively. The device fabrication conditions up
to this point were the same as those reported in [12]. In
DPP-assisted annealing, we used CW laser light with energy
ℎ]anneal = 0.94 eV (wavelength 1.3 𝜇m) as the light source
for creating DPs. As the pulsed light source for creating CPs,

Irradiated area by the pulse laser
(150𝜇m in diameter)

Si-LED

Positional markers

Irradiated area by the CW laser
(3mm in diameter)

Figure 3: Irradiation spots of CW light and pulsed light on sample
surface during DPP-assisted annealing.

we used a mode-locked laser with a photon energy of 1.55 eV
(wavelength 0.8 𝜇m), a pulse width of 17 fs, and a repetition
frequency of 80MHz. To verify the DPP-assisted annealing
method, we employed the following four samples.

(a) Sample 1. Sample 1 was irradiated with pulsed light
(average power 100mW, spot diameter 150 𝜇m) and CW light
(ℎ]anneal = 0.94 eV, power 1W, spot diameter 3mm). It was
annealed with a voltage of 20V and a current of 145mA for 1
hour (Figure 2(b)).

(b) Samples 2–4. Of the CPs created by pulsed light irradia-
tion, we selected optical phonons with the highest creation
probability [20] (ℎ]𝑝 = 65meV (]𝑝 = 15.6THz); indicated as
ℎ]𝑝,exp below) as the phonons to be controlled. The samples
were irradiated with CW light and a pair of light pulses
with Δ𝑡 = 1/]𝑝,exp (= 64.1 fs), 1/2]𝑝,exp (= 32.1 fs), and
1/4]𝑝,exp (= 16.0 fs).Theywere annealedwith a voltage of 25V
and a current of 120mA for 1 hour (Figure 2(c)). The other
experimental conditions were the same as those used for
Sample 1 above. In the following, samples for Δ𝑡 = 1/]𝑝,exp,
1/2]𝑝,exp, and 1/4]𝑝,exp are referred to as Samples 2, 3, and 4,
respectively.

To eliminate the contributions of variations in the sizes
and shapes of the electrode and the substrate to the exper-
imental results, the CW light was radiated onto the entire
surface of the sample, and the pulsed light was radiated
only at the center of the region irradiated with the CW
light, as shown by the red and yellow circles, respectively,
in Figure 3. With the samples prepared with this method,
the EL spectral shapes in these two circles were different.
By taking this difference between the intensities of these
EL spectra, it was possible to eliminate the contributions
above and to examine the details of the changes in the EL
spectra depending on the presence/absence of the pulsed
light irradiation. Experimental results are shown below.
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Figure 4: (a) EL spectra of Sample 1 after DPP-assisted annealing
with themethod in Figure 2(b). Red solid curve: area irradiated with
CW light and pulsed light. Blue broken curve: area irradiated only
with CW light. (b) Differential EL spectrum.

(a) Sample 1. Figure 4(a) shows, for Sample 1, the EL spectrum
of the part irradiated with only the CW light (blue broken
curve: ELCW) and the EL spectrum of the part irradiated
with the CW light and the pulsed light (red solid curve:
ELCW+pulse). Figure 4(b) shows the difference between their
intensities (ELCW+pulse − ELCW; differential EL spectrum). By
irradiating the sample with the pulsed light, the EL intensity
at higher energies increased, and the intensity of the +1 and
+2 order sidebands of the optical phonons (energy ℎ]𝑝,exp
= 65meV) increased. In the differential EL spectrum, we
also confirmed band-edge light emission and an increase
in the intensity of the +3 order sideband. However, since
we did not perform mode selection by using a pair of
pulses, the spectra of the sidebands were extremely broad.
The increase in intensity of these sidebands is explained
by the creation of a large number of CPs by ISRS, using
the pulsed light, as explained in Section 3. In other words,
since a large number of CPs are created, the process in
which CPs are absorbed becomes dominant, resulting in light
emission. In addition, the increase in light emission at the
band edge is considered to be a consequence of the increased
number of phonons due to CP creation causing an increased
probability of a direct transition between electronic bands.
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Figure 5: Differential EL spectra. (a) Sample 2 with Δ𝑡 = 1/]
𝑝,exp.

(b) Sample 3 with Δ𝑡 = 1/2]
𝑝,exp. (a) Sample 4 with Δ𝑡 = 1/4]

𝑝,exp.

On the other hand, in the sideband corresponding to the
−1 order optical phonons, the EL intensity is decreased by
the incident pulsed light during DPP-assisted annealing.This
is because process (1†), in which optical phonons and light
are emitted, is suppressed due to CPs created by the pulsed
light.

(b) Sample 2. Figure 5(a) shows the differential EL spectrum
for Sample 2. In this sample, small bumps (arrows A, B, and
C) are observed at the positions of the +1 to +3 order optical
phonon sidebands (ℎ]𝑝,exp = 65meV). They are due to the
selective creation of optical phonons 𝑛ℎ]𝑝,exp (𝑛 = 1, 2, 3, . . .),
which were mode-selected by irradiating this sample with a
pair of pulses with Δ𝑡 = 1/]𝑝,exp. On the other hand, a region
with reduced light emission, like that seen in Figure 4(b), was
not observed in the regionwhose energy is lower than ℎ]anneal
(arrow D). The reason for this is that the number of created
optical phonons is half or less of that in the case of Sample
1 because ISRS is a second-order nonlinear process, and the
energy of the pulses irradiating this sample is one-half of the
energy of the pulses irradiating Sample 1. This is due to the
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suppression of process (1†), in which light emission occurs
while phonons are emitted.

(c) Sample 3. Figure 5(b) shows the differential EL spectrum
for Sample 3. In this sample, the intensity of the −1 order
sideband increased (arrow A). The reason for this is that,
with Δ𝑡 = 1/2]𝑝,exp, the number of odd-numbered har-
monic components was decreased, and the number of even-
numbered harmonic components was increased. In other
words, since the electrons had an increased probability of
emitting the +1 order phonons, process (1†) was dominant,
and the intensity of the −1 order sideband increased. On the
other hand, process (1), in which light emission occurs while
phonons are absorbed, is suppressed. Therefore, since the
high-order modes are also suppressed, a region exhibiting
reduced optical phonon sidebands is observed at energies
higher than ℎ]anneal, which is the opposite to what is shown
in Figure 4(b).

(d) Sample 4. Figure 5(c) shows the differential EL spectrum
for Sample 4. The intensities of the +1 order and +2 order
sidebands were decreased, and those of the +4 order and +5
order sidebands were increased. A reason for this is that, with
Δ𝑡 = 1/4]𝑝,exp, the number of +2 order harmonic phonons
was decreased, and that the number of +4 order harmonic
phonons was increased. The reason for the increase in the
number of optical phonons in the +5 order is considered to
be because the values of 1/4]𝑝,exp and 1/5]𝑝,exp are close. As a
result, the intensity of the +1 order sideband is decreased. In
other words, this is because the +1 order optical phonons are
absorbed for creating the +4 order and +5 order harmonic
phonons. The reason why the generation of the +5 order
sideband dominates over generation of the +1 order sideband
is that the energy of the +5 order sideband is higher than
the bandgap energy, 𝐸𝑔, of Si, and this is a phonon scattering
process that is resonant with the electronic level. As a result,
process (1) is suppressed, and the intensity of the +1 order
sideband is decreased. On the other hand, since the overall
number of optical phonons is increased, process (1†) is
suppressed, as in the case of Figure 4(b). As a result, a
region with reduced light emission, similar to that seen in
Figure 4(b), is observed in the region at energy ℎ]anneal −
𝑛ℎ]𝑝,exp.

Figure 6 shows EL spectra of the regions irradiated with
the light pulses for Samples 2 and 3. In Sample 2, the numbers
of phonons of the fundamental (ℎ]𝑝,exp) and the harmonics
(𝑛ℎ]𝑝,exp; 𝑛 = 2, 3, . . .) were all increased, and therefore,
the phonon absorption probability of the electrons increased,
resulting in higher light emission at higher energies. In
Sample 3, on the other hand, due to the interference of
CPs, the number of odd-order harmonic components of the
phonons was decreased, and the number of even-order har-
monic components was increased; therefore, the absorption
probability of phonons of odd-order harmonic components
was decreased, resulting in relatively higher light emission at
lower energies.The above results indicate that the EL spectral
shape of the Si-LED was successfully controlled by changing
the conditions of the pair of light pulses radiated during
DPP-assisted annealing. That is, the intensity at energies
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Figure 6: EL spectra after annealing for Samples 2 and 3.

higher than ℎ]anneal is increased, and that at lower energies is
decreased. Furthermore, conversely, the intensity at energies
lower than ℎ]anneal is increased, and that at higher energies is
decreased.

In DPP-assisted annealing without using a pulsed light
source, the broadening (half width at half maximum,
HWHM) towards lower energies was 250meV or greater,
and the broadening (HWHM) towards higher energies
was 50meV. In contrast, in the EL spectrum of the Si-
LED fabricated using a pulsed light source for creating
phonons, the EL spectrum was broadened towards higher
energies by 200meV or greater (HWHM), and the broad-
ening towards lower energies was reduced to 120meV
(HWHM).

5. Conclusion

In DPP-assisted annealing, we successfully controlled the
spectral shape of a Si LED by radiating a pair of light
pulses for creating CPs. In the EL spectrum, the intensity of
sidebands due to phonons could be controlled by the number
of phonons during DPP annealing. The peak wavelength
in the EL spectrum was determined by the wavelength of
the light source used in DPP-assisted annealing. In order to
broaden the EL spectrum toward higher energy, a pair of light
pulses having Δ𝑡 = 1/4]𝑝,exp was radiated. Conversely, to
broaden the EL spectrum towards lower energies, a pair of
light pulses having Δ𝑡 = 1/2]𝑝,exp was radiated. As a result,
the EL spectrum was broadened towards higher energies by
200meV or greater (HWHM), and the broadening towards
lower energies was reduced to 120meV (HWHM).
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Solution searching devices that operate on the basis of controlling the spatiotemporal dynamics of excitation transfer via
dressed photon interactions between quantum dots have been proposed. Long-range excitation transfer based on dressed photon
interactions between randomly distributed quantumdots is considered to be effective in realizing such devices.Here, we successfully
controlled the spatiotemporal dynamics of excitation transfer using a Y-junction structure consisting of randomly dispersed
CdSe/ZnS core-shell quantum dots. This Y-junction structure has two “output ends” and one “tap end.” By exciting one output
end with control light, we observed increased excitation transfer to the other output end via a state-filling effect. Conversely, we
observed reduced excitation transfer to the output ends by irradiating the tap end with control light, due to excitation of defect
levels in the tap end. These results show the possibility of controlling the optical excitation transfer dynamics between multiple
quantum dots.

1. Introduction

Light excitation in quantum dots (QDs) generates dressed
photons, which are light fields localized in the vicinity of
the QDs, giving rise to dressed photon interactions with
other nearby matter, as well as excitation energy transfer via
these interactions [1]. In particular, various optical functional
devices, such as logic gates called nanophotonic devices [2–
4], light-harvesting devices [5], and optical signal transmit-
ting systems [6, 7], have been realized using QDs formed of
CuCl, ZnO, InAs, CdSe, and so forth, based on optical near-
field excitation transfer between QDs. Nanophotonic devices
have been shown to function as logic gates, such as AND,
NOT, and XOR logic gates [2–4].These devices consist of two

or three closely spaced QDs having different energy levels,
and by inputting a light beam serving as a power supply
and another light beam serving as a control signal, excitation
energy transfer between theQDs is controlled so that the light
emitted from one of the QDs serves as the output.

On the other hand, novel solution searching and decision
making devices using a QD array provided with multiple
output QDs have recently been proposed [8–10]. In these
devices, by inputting control signals to the output QDs based
on certain rules, the probability of the optical excitation being
transferred uniformly to each QD is controlled to obtain a
solution. In these operations, it is necessary to control the
spatiotemporal dynamics of the optical excitation transfer
between spatially distributed QDs. The features of these
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devices are that they operate at high speed with low energy
consumption since they are driven by excitation transfer
based on dressed photon interactions [11].The proposed solu-
tion searching device finds a solution to a nondeterministic
polynomial (NP) time complete problem, the satisfiability
problem (SAT), much faster than the WalkSAT algorithm,
which is one of the fastest stochastic local search algorithms
[9, 12]. The proposed decision making device exhibits high
efficiency and adaptability in solving decision making prob-
lems [10].

However, although it would be ideal to utilize the models
discussed in [8–10], it would be technically challenging to
directly implement their architecture. One reason for this
is that, in order to implement and operate this device, it is
essential to fabricate a QD array in which QDs of strictly
selected dimensions and number must be precisely located
with nanometer-order positioning precision, as reported in
[8], which is technologically demanding from the viewpoint
of fabrication as the first step. In addition, another reason is
the technical challenge of having to guide the control light
to multiple output QDs and separately observe the output
signals coming from them.

In contrast to this approach, we distributed an extremely
large number of identical-size QDs randomly, and by using a
structure in which an output QD is provided at the terminal
end, we experimentally demonstrated the possibility of opti-
cal excitation energy transfer over distances of micrometer
order via repeated dressed photon interactions between the
QDs [6]. Using such a randomly distributed QD structure
overcomes the fabrication difficulties mentioned above, and
because of the possibility of scaling up the technique to
micrometer order, it is expected that it will also be possible
to overcome the technical challenges related to control and
observation.

In the work reported in this paper, using a struc-
ture in which multiple QDs are randomly distributed, we
experimentally investigated control of the spatiotemporal
dynamics of optical excitation transfer based on dressed
photon interactions between the QDs, which is a require-
ment for the realization of solution searching and decision
making devices. Section 2 describes fundamental princi-
ples. Section 3 describes the fabricated device, experimental
setup, energy transfer measurement, and characterizations.
Section 4 concludes the paper.

2. Principle

First, wewill explain optical excitation transfer due to dressed
photon interactions and suppression of this process. As
shown in Figure 1, a small QD (QD1) and a large QD (QD2)
are placed in close proximity. A first excited state E11 inQD1 is
resonant with a second excited state E22 in QD2 due to their
size ratio of 1 : 1.43 [13]. When QD1 is excited by excitation
light𝑃in1, a dressed photon is generated in the vicinity ofQD1.
The excitation energy in QD1 is transferred to E22 by dressed
photon interactions and then relaxes to E21, which is the first
excited state in QD2, via intersubband relaxation. Thus, the
excitation energy is transferred unidirectionally (Figure 1(a)).

This is observed as emitted light 𝑃out2 from QD2. However,
if E21, which is the level to which the excitation relaxes,
has already been excited by control light 𝑃in2, the excitation
energy transferred to E22 cannot relax to E21, but it is
transferred back to E11, and nutation occurs between E11 and
E22 (Figure 1(b)). This is observed as emitted light 𝑃out1 from
QD1, or when there is a QD in the vicinity, this leads to an
increase in the probability of excitation transfer to that QD.
Based on this principle, assuming that QD1, having multiple
QD2’s in the vicinity, is excited, by irradiating one QD2
with 𝑃in2, the probability of excitation transfer to the other
QD2’s is changed; in other words, it is possible to control the
spatiotemporal dynamics.

Next, we will explain optical excitation transfer based on
dressed photon interactions in a randomly distributed QD
structure. In this structure, as shown in Figure 1(c), identical-
size QDs (QD1) are randomly distributed in close proximity
to each other, and QD2’s are placed at one location to serve
as an output.The input light 𝑃in1 incident on the QD1’s at one
end undergoes repeated dressed photon interactions between
the QD1’s and eventually arrives at the QD2’s, where it is
output as emitted light 𝑃out2 from E21. Because the optical
excitation is transferred with high probability by QDs having
strong dressed photon interactions, optical excitation transfer
with high energy efficiency is possible regardless of the QD1
distribution, and it has been experimentally verified that it is
possible to transfer the excitation over a distance ofmore than
10 𝜇m [6].

The experimental model used in this paper is shown
in Figure 1(d). The green color in the figure represents a
Y-junction QD1 structure consisting of a group of QD1’s
randomly distributed in close proximity to each other, in
the form of strips with a width of 1 𝜇m and a length of
7.5 𝜇m extending in a radiating pattern in three directions
from the center O. The ends of the Y-junction are labeled
A, B, and C. QD2 structures serving as output ports, where
QD2’s are grouped together in squares with a side length
of 3 𝜇m, are connected at A and B so as to overlap with
the QD1 structure. From A and B, called “output ends”,
we obtain output signals that are observed as radiation. In
addition, A and B also serve as terminals for inputting control
light. On the other hand, end C, which we call a “tap end,”
is not connected to any QD2’s. The detailed experimental
conditions used in this model are omitted. Figure 1(e) shows
an energy banddiagram inwhich the section including points
A-O-B is illustrated one-dimensionally.When excitation light
𝑃in1, serving as an input signal, is incident on the center
point O in the QD1 structure, optical excitation is generated
in QD1 and is transferred through the QD1 structure by
undergoing repeated energy transfer due to dressed photon
interactions between the QD1’s. Since the optical excitation
transferred to QD2 reaches E21 via intersubband relaxation,
no reverse flow of the transfer occurs, and therefore the
optical excitation is transferred to the ends, A and B, where
the QD2 structures are provided. At this time, if end B is
irradiated with control light 𝑃in2 that excites QD2, QD2 is
excited, and the excitation light transferred from QD1 does
not relax to E21, and thus excitation transfer is not observed.
Therefore, a reverse flow of the optical excitation occurs at
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Figure 1: (a), (b) Schematic illustration of optical excitation transfer from QD1 to QD2 via dressed photon interactions, where (a) shows
the case where energy transfer occurs from QD1 to QD2 and (b) shows the case where control light is incident on QD2, thus suppressing
energy transfer. (c) Schematic diagram of long-range optical excitation transfer system. Green and yellow circles represent QD1’s and QD2’s,
respectively. (d) Schematic diagram of experimental model. Green and yellow regions represent groups of QD1 andQD2 structures consisting
of randomly distributed QD1’s and QD2’s, respectively. (e) Energy diagram schematically showing the experimental model from point B to
point A.

end B, and the level of excitation transfer to A, which is the
other output end, increases. At locations where the excitation
transfer is increased, the emitted light 𝑃out1 and 𝑃out2 from
QD1 and QD2 both increase, and, therefore, we can confirm
that the excitation transfer is controlled by evaluating the
increase in 𝑃out1 at end A when end B is irradiated with
control light 𝑃in2. Note that even if end C is irradiated with
control light 𝑃in2, a change like that occurring at points A and
B is not expected to occur since the excitation state of theQDs
does not change.

3. Experiments

3.1. Device. In our experiments, we used commercially avail-
able CdSe/ZnS core-shell QDs (manufactured by Quantum
Design, Inc.). AsQD1 andQD2 described in the previous sec-
tion, we selectedQDswith core-diameters of𝑑1 = 2.5 nmand
𝑑2 = 3.2 nm, respectively. Their first excited states, estimated
from absorption spectra, were E11 = 2.36±0.08 eV andE21 =
2.11±0.06 eV, respectively. As described above, E11 is resonant
with E22, which is the second excited state of QD2 [14].
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Figure 2: (a) Cross-sectional illustrations of sample fabrication process. (i) E-beam resist is applied to SiO2 substrate, and regions where QD2
structures are to be formed are drawn by e-beam lithography. (ii) QD2 solution is dropped onto substrate and allowed to dry. (iii) E-beam
resist is removed to obtain QD2 structures. (iv) E-beam resist is applied again. (v) Region where QD1 structure is to be formed is drawn by
e-beam lithography. (vi) QD1 solution is dropped onto resist and allowed to dry. (vii) E-beam resist is removed to obtain the sample. (b)
Fluorescence microscope image of sample excited by mercury vapor lamp.

The outside of the shell was modified with a carboxyl group.
The solution was dropped onto a substrate and allowed to
dry, affording a group of randomly distributed QDs located
in close proximity with a center-to-center distance of about
10 to 20 nm.

We fabricated samples using the procedure shown in
Figure 2(a). First, by using e-beam lithography on a sil-
ica substrate, in e-beam resist (ZEP-520A, Zeon Corp.),
we drew locations at which QD2’s were to be deposited
(Figure 2(a)(i)). Next, the QD2 solution was dropped onto
the substrate and allowed to dry (Figure 2(a)(ii)). Then,
after removing the resist, we obtained the QD2 structure
on the substrate (Figure 2(a)(iii)). Next, e-beam resist was
applied on this structure (Figure 2(a)(iv)), and using e-beam
lithography, we drew Y-junction locations where QD1’s were

to be deposited by aligning the positions so as to contact
the QD2 structure (Figure 2(a)(v)). After developing the
resist, we dropped the QD1 solution onto the substrate
(Figure 2(a)(vi)). Finally, the resist was removed to obtain
the Y-junction QD1 structure (Figure 2(a)(vii)). Figure 2(b)
shows a fluorescence microscope image obtained when the
fabricated sample was excited with a mercury-vapor lamp.
The QD1 structure and the QD2 structure were observed
as green and yellow colors, respectively. Because points
A and B were set at positions where the QD1 and QD2
structures were initially in contact, in practice the distances
OA and OB of the fabricated samples were about 6.8 𝜇m
and 3.3 𝜇m, respectively. Point C, which did not possess
the QD2 structure, was set at a position 7𝜇m away from
O.
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Figure 3: Schematic diagram of experimental setup for measure-
ment.

3.2. Experimental Setup. The experimental setup used for
performing measurements is shown in Figure 3. For the
excitation light 𝑃in1, we used the 2nd harmonic wave of a
mode-locked Ti : sapphire laser (Mira 900, Coherent, Inc.)
with a photon energy ℎ]1 = 3.44 eV, a pulse width of 2 ps, and
a repetition frequency of 80MHz, and for the control light
𝑃in2, we used a CW diode-pumped solid state (DPSS) laser
with a photon energy ℎ]2 = 2.11 eV. The incident powers
of 𝑃in1 and 𝑃in2 were 5 𝜇W and 10 𝜇W, respectively, and the
beam spot diameters were both 5 𝜇m. The beams from the
two lasers were shaped by passing them through pinholes
with 5 𝜇m diameter apertures; then, using a half-mirror, the
beams irradiated the sample from the back surface of the
substrate via an objective lens with a numerical aperture
NA = 0.4. As described in the previous section, because
it is possible to observe the change in excitation transfer
at the output end as a variation in the emitted light 𝑃out1
from QD1, we evaluated this in order to make it easier to
separate it from the control light.The light emitted fromQD1
was observed using an electron multiplying CCD camera
(Hamamatsu ImagEM C9100-13H, Hamamatsu Photonics
K.K.) after passing through an objective lens with NA = 0.55
and two bandpass filters with transmission wavelengths of
540 ± 5 nm, which is close to the wavelength of 𝑃out1. The
acquired images were 512 × 512 pixel, 16-bit grayscale images,
and the resolution was 0.37 𝜇m/pixel.

As an example of the measurement results, Figure 4(a)
shows a CCD image acquired when O and A were irradiated
with excitation light 𝑃in1 and control light 𝑃in2, respectively.
The green and yellow broken lines show the QD1 and QD2
structures, respectively. Point O was irradiated with 𝑃in1, and
we observed that the light emitted from the QD1 structure
spread out in three directions due to transfer of the excitation.
A cross-sectional brightness profile taken along the light-blue
dotted line in this figure is shown by the red solid line in

Figure 4(b). The black solid line shows the case where point
O was irradiated with only 𝑃in1. The red solid line is higher
in a portion of the QD1 structure serving as the transfer path
OB and the point B having the QD2 structure, confirming the
tendency for the optical excitation directed towards point B
to be increased due to the influence of 𝑃in2 incident on point
A.

3.3. Energy Transfer in Y-Junction Structure. To evaluate the
intensity of the emitted light, we used the brightness values
acquired with the CCD camera, where the total brightness
of 3 × 3 pixels was defined as emission intensity, 𝐼. While
irradiating point O with 𝑃in1, we measured 𝐼𝑖𝑗, where 𝑖
indicates the output end A or B, and 𝑗 indicates where the
control-light 𝑃in2 is irradiated, that is, to the input terminal
A, B, or C. Also, when no control light is irradiated, we
represent this by 𝑗 = 0. Concerning the characteristics of
the device under study, described in Section 3.1, there are four
representative categories:

(a) Reference: without any 𝑃in2 (𝑗 = 0);
(b) Case 1: emission end and control-light input terminal

are the same point (𝑖 = 𝑗);
(c) Case 2: emission end and control-light input terminal

are opposite points ((𝑖, 𝑗) = (A, B) or (B, A));
(d) Case 3: control-light input terminal is point C (𝑗 = C).

The evaluation was performed using the relative intensity
change,Δ𝐼𝑖𝑗, defined asΔ𝐼𝑖𝑗 = (𝐼𝑖𝑗−𝐼𝑖0)/𝐼𝑖0. At this time, ifΔ𝐼𝑖𝑗
is positive inCase 2, excitation transfer fromone end at which
the control light is input to the other end will be increased,
and control of the excitation transfer will be observed.

Figure 4(c) shows a plot of Δ𝐼𝑖𝑗 obtained in Cases 1, 2,
and 3. First, we evaluated Case 1 (i.e., 𝑖 = 𝑗), as shown
by the blue bars in Figure 4(c); they took positive values
Δ𝐼AA = 3.9 × 10

−2 and Δ𝐼BB = 3.7 × 10
−2, confirming that

the emitted light was stronger.This is the effect of controlling
the excitation transfer, and regarding energy transfer in the
regions where QD1 and QD2 coexist, we obtained results
showing that it is possible to control the excitation transfer
also among multiple QDs. This indicates that an AND-gate
operationwasmanifestedwithmultiple randomly distributed
QDs, as reported in [3].

Next, we evaluated Case 2 (i.e., 𝑖 ̸= 𝑗 = A, B), as shown
by the red bars in Figure 4(c); they also took positive values
Δ𝐼AB = 7.3 × 10

−2 and Δ𝐼BA = 3.1 × 10
−2, confirming

that the emitted light was stronger. Δ𝐼AB was higher than
Δ𝐼BA because the wider overlapped area of QD1 and QD2
structures at point B provided more variation of excita-
tion transfer than that at point A. This difference can be
reduced by preparing finer structures and will not disturb
the proper operation of solution exploring algorithms. From
these results, we confirmed that the excitation transfer was
suppressed by the incident control light. These results show
that it is possible to control the optical excitation transfer
dynamics in a randomly distributed QD structure. Since the
relative change Δ𝐼 was reduced by losses involved in the
optical excitation transfer, we expect that larger values will
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Figure 4: (a) Image of light emission from E11 in sample, acquired with CCD camera. Points O and A are irradiated with light 𝑃in1 and
𝑃in2, respectively. Green and yellow broken lines represent the QD1 and QD2 structures, respectively. (b) Cross-sectional profile of emission
intensity from E11, acquired with CCD.The red solid line is the cross-sectional profile taken along the light-blue dotted line in (a). The black
solid line is the cross-sectional profile taken along the same location, when point O was irradiated with 𝑃in1 only. The 0 𝜇m base point and
the blue broken line indicate point O and point B, respectively. (c) Graph of relative change Δ𝐼𝑖𝑗 in emission intensity from E11. Blue, red, and
green bars represent Cases 1, 2, and 3, respectively.

be possible by designing a structure having shorter distances
OA and OB.

3.4. Discussion on Negative Intensity Change. Moreover, we
evaluated Case 3 (i.e. 𝑗 = C), as shown by the green bars in
Figure 4(c); they took negative valuesΔ𝐼AC = −3.2×10

−2 and
Δ𝐼BC = −5.5×10

−2. Ideally, QD1 should be transparent to𝑃in2;
however, in our experiments, defect levels with energies lower
than E11 in QD1 were excited by 𝑃in2 [15, 16].We consider that
this excitation prevented the excitation in E11 from slow and
nonradiative relaxation via the defect levels.

To verify this, we performed photoluminescence mea-
surements on the QD1 structure. In this experiment, we
used samples having only the QD1 structure, fabricated with
the same process as that used to fabricate the measurement
samples, and we performed measurements with an exper-
imental setup in which the bandpass filters and the CCD
camera in the setup shown in Figure 3 were replaced with a
spectrometer.The incident powers of 𝑃in1 and 𝑃in2 were 5 𝜇W
and770 𝜇W, respectively, and the beams irradiated the sample
in spot diameters of 10 𝜇m. The emission intensities were
integrated in the range 2.25 < ℎ] < 2.29 eV, corresponding
to the peak wavelength of 𝑃out1, and were normalized to the
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schematically showing the experimental sample from point C to point A: (c) without 𝑃in2, (d) point C irradiated with 𝑃in2.

emission intensity when only 𝑃in1 was radiated and were
compared. As a result, the emission intensity for the case
where 𝑃in1 and 𝑃in2 were simultaneously radiated was 1.09,
showing that the emitted light was increased by radiating
𝑃in2 (Figure 5(a)). This was the result of defect levels in QD1
being excited by 𝑃in2, suppressing the nonradiative relaxation
process fromE11 via defect levels, which increased the emitted
light (Figure 5(b)).

From this result, the negative Δ𝐼 values in Case 3 can be
explained as follows. Without 𝑃in2, the excitation transferred
to end C reflects and enhances 𝑃out1 at ends A and B
(Figure 5(c)). By irradiating end C with 𝑃in2, 𝑃out1 at C
increases due to excitation of defect levels in QD1, and the
reflection decreases (Figure 5(d)). As a result, 𝑃out1 at ends A
and B decreases by irradiation of Cwith𝑃in2.This differs from
the principle of excitation transfer suppression described

in Section 2 and Figure 1(e) but indicates the possibility of
another method of controlling the spatiotemporal dynamics
of excitation transfer. Also, this increased light emission due
to the fact that excitation of defect levels can also occur
in QD1 at points A and B; however, the energy transfer
suppression effect due to excitation of E21 should be larger
than this because absorption of𝑃in2 (ℎ]2 = 2.11 eV) inQD2 is
24 times higher than that inQD1.Thus, the effect of excitation
of defect levels at ends A and B is negligible.

4. Summary

In summary, to show the possibility of controlling the
spatiotemporal dynamics of optical excitation transfer based
on dressed photon interactions between multiple randomly
distributed quantum dots (QDs), we conducted experiments
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to control excitation transfer using randomly distributed QD
structures. Using CdSe/ZnS core-shell QDs, we fabricated a
Y-junction structure composed of randomly distributed QDs
(QD1 structure). Optical excitation incident at the center of
this structure was transferred to a QD2 structure serving
as an output end located 3–7 𝜇m away, and by irradiating
a QD2 structure at another end with control light 𝑃in2, we
observed a maximum increase of 7.3 × 10−2. Thus, we have
shown, for the first time, that it is possible to control the
spatiotemporal dynamics of optical excitation transfer in a
randomly distributed QD structure. Our findings will lead to
simplified implementation and driving of solution searching
and decision making devices based on the optical excitation
transfer dynamics between QDs and will contribute to their
practical realization. On the other hand, when control light
𝑃in2 was incident on the output end that did not have a QD2
structure, we found that the amount of excitation energy
transferred to the output end was reduced by a maximum of
5.5 × 10−2. This was thought to be because the light emission
from QD1 was increased due to excitation of defect levels in
QD1, and the amount of excitation energy transferred to the
endprovidedwith theQD2 structure serving as an outputwas
reduced.This effect acted in a direction causing a reduction in
excitation transfer, opposite to the increased transfer level due
to excitation of the QD2 structure, indicating the possibility
of a different kind of control of the spatiotemporal dynamics.
This result is expected to lead to the development of novel
computing device architectures in the future.
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Optical near-field interactions between nanostructured matters, such as quantum dots, result in

unidirectional optical excitation transfer when energy dissipation is induced. This results in versa-

tile spatiotemporal dynamics of the optical excitation, which can be controlled by engineering the

dissipation processes and exploited to realize intelligent capabilities such as solution searching and

decision making. Here, we experimentally demonstrate the ability to solve a decision making prob-

lem on the basis of optical excitation transfer via near-field interactions by using colloidal quantum

dots of different sizes, formed on a geometry-controlled substrate. We characterize the energy

transfer behavior due to multiple control light patterns and experimentally demonstrate the ability

to solve the multi-armed bandit problem. Our work makes a decisive step towards the practical

design of nanophotonic systems capable of efficient decision making, one of the most important in-

tellectual attributes of the human brain. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4898570]

I. INTRODUCTION

Optical excitation transfer between quantum nanostruc-

tures, such as quantum dots (QDs), is one of the most unique

and valuable physical processes in nanophotonics.1–3 When

QDs share common resonant energy levels mediated by opti-

cal near-field interactions, optical energy is transferred from

smaller QDs to larger ones. Optical near-field interactions

even allow transitions that are conventionally dipole forbid-

den thanks to the localized property of the optical near-

fields.1,4 By exploiting such attributes, optical energy trans-

fer has been applied to a wide range of applications, includ-

ing energy concentration,3 logic circuits,5,6 and sensing.7

Furthermore, the possibility of intelligent abilities by utiliz-

ing optical energy transfer has been demonstrated theoreti-

cally; for instance, the ability to solve a constraint

satisfaction problem (CSP) has been demonstrated8 as well

as satisfiability problem (SAT),9 decision making prob-

lems.10 In addition, novel architectures based on recent opti-

cal technologies to accomplish computing capability have

been presented.11–13

In this paper, we experimentally demonstrate a decision

making principle based on optical excitation transfer

between two kinds of different-sized colloidal QDs formed

on a geometry-engineered substrate. What we particularly

discover in our investigation of intelligence-related applica-

tions of optical excitation transfer is that, until the energy

dissipation is induced, the optical excitation exists some-

where across the resonant energy levels in a nonlocalized

manner, whereas it is transferred to a particular destination

quantum dot when energy is dissipated. Moreover, the proba-

bility of which destination quantum dot, out of many, is cho-

sen depends on the surrounding environment. Specifically, if

the destination energy level(s) is occupied by another excita-

tion(s), resulting in what is called state-filling effects,14–17

the input optical excitation is more likely to be transferred to

other unoccupied energy levels. At the same time, it should

also be noted that the probability of the excitation going to a

dot irradiated with control light is not perfectly zero if the

state-filling does not perfectly inhibit the transition.8–10 With

these fundamental mechanisms, our work opens the way to

the practical design of nanosystems capable of decision mak-

ing, one of the main attributes of human intelligence.

II. QUANTUM DOT-BASED DECISION MAKER

A. Architecture

Consider the particular case of a decision making prob-

lem in which a player should make a quick and accurate de-

cision in choosing, from many available ones, a slot machine
that has the highest probability of paying out a reward soa)Electronic mail: naruse@nict.go.jp

0021-8979/2014/116(15)/154303/8/$30.00 VC 2014 AIP Publishing LLC116, 154303-1
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that the player can get as much reward as possible. To ac-

complish this, the player should test and evaluate which

machine is the best; however, too much testing or explora-

tion to search for the best machine may result in a significant

loss. Moreover, the best machine may change with time. In

other words, there is a trade-off between exploration and ex-
ploitation, referred to as the exploration–exploitation di-
lemma.18 Such a problem, called the multi-armed bandit
problem (BP), is the foundation of many important applica-

tions in information and communication technologies, such

as frequency assignment in wireless communication net-

works,19,20 web-content optimization,21 Monte Carlo tree

searches,22 etc. Decision making is also an important issue in

neurosciences and even clinical implications have been dis-

cussed.23 For the most simple case, while still preserving the

essence of the problem, we restrict ourselves to choosing the

best of two slot machines. We refer to the two machines as

slot machine L and slot machine R, hereafter.

In Ref. 10, Kim et al. presented a quantum dot-based de-

cision maker (QDM) consisting of five QDs networked via

optical near-field interactions (Fig. 1). Here, we briefly out-

line the basic mechanism of the QDM.10 An optical excita-

tion generated at the smaller-sized QD labeled QDS in Fig. 1

can be transferred to either one of the large-sized QDs (la-

beled QDLL and QDLR) through inter-dot optical near-field

interactions. This means that the photon radiation from the

medium-sized QDs (denoted by QDML and QDMR) is negli-

gible. However, when the large-sized QDs, QDLL and

QDLR, are irradiated with control light that induces state-

filling effects, the probabilities of photon radiation from

QDML and QDMR do appear. Such a phenomenon can be

regarded as if the input photon, generated at QDS, is sub-

jected to a tug-of-war, being pulled by the larger-size QDs

on the left- and right-hand sides, meaning that when one side

is pulled, the other side is immediately pushed. Such a nonlo-
cal correlation, in the sense that the state-filling induced at

one dot immediately alters the dynamics of the entire system,

has been shown to enhance the performance in solving the

BP.24 Note also that fluctuation is essential in order to realize

an “exploration” ability; that is to say, the probability of the

excitation going to a dot irradiated with control light is not

perfectly zero if the state-filling does not perfectly inhibit the

transition, as mentioned earlier.

Here, we experimentally demonstrate such a mechanism

by using combinations of different-sized QDs irradiated by

control light patterns, evaluate the basic characteristics of

optical excitation transfer, and finally demonstrate the ability

to solve decision making problems in dynamically changing

environments. Note that the probabilistic nature of a photon

plays a key role, as a first step toward future integrated deci-

sion making machines, and here we employ an ensemble of

many quantum dots to experimentally realize optical energy

transfer. The probabilistic nature is emulated by an electrical

controller. In other words, the probabilistic attributes are

simulated by the host controller; while its probabilities are

determined by the observation of optical excitation transfer

involving a large number of QDs. Nevertheless, we believe

that this is an important first experimental demonstration that

optical near-field-mediated energy transfer can solve deci-

sion making problems.

The idea of a tug-of-war is represented by the notion of

an “intensity adjuster” (IA),10 which physically corresponds

to a mechanism that modifies energy transfer patterns in the

system in the following manner.

(1) The IA’s value of “zero” indicates no imbalance of opti-

cal excitation transfer in the system. That is, control light

of the same intensity is applied to both of the lowest

energy level of QDLL and QDLR, which are, respec-

tively, denoted by LL1 and LR1 in Fig. 1.

(2) For decision making, we focus our attention on the pho-

ton radiation from the medium-size dots (QDML and

QDMR). The decision to choose the designated slot

machine is made based on information about from which

dot a photon is observed. More specifically, if a photon

is observed from QDML, that is to say, if radiation is

observed from the energy level ML1 denoted in Fig. 1,

the decision is made to choose the slot machine L;

whereas if a photon is observed from QDMR, that is to

say, if radiation is observed from the energy level MR1

in Fig. 1, the decision is made to choose the slot

machine R.

(3) If a reward is successfully dispensed from the selected

slot machine, the IA is “moved” in the direction of the

selected machine. More specifically, when the chosen

machine is the slot machine L and a reward is success-

fully obtained, more control light is applied to LL1, and

simultaneously, less light is applied to LR1. Note that the

slot machines are “external” systems from the QD-based

decision maker. In contrast, if no reward is dispensed,

the IA is moved in the opposite direction from the

machine chosen. That is to say, when the chosen

FIG. 1. Architecture and theoretical

analysis of quantum dot-based decision

maker (QDM). The QDM is interact-

ing with dynamically changing exter-

nal environments.

154303-2 Naruse et al. J. Appl. Phys. 116, 154303 (2014)
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machine is the slot machine L, and a reward is not

obtained, less light is applied to LL1, and more light is

applied to LR1.

It was demonstrated that the resultant decision making

performance exhibits even better performance than that of

the best conventionally known algorithm called Softmax18 as

shown in Ref. 10.

B. Experimental devices

In the experiment, instead of using three types of dots,

we employed two types of dots, referred to as QDS and

QDL, arranged in the configuration QDL–QDS–QDL, as

schematically shown in Fig. 2(a). As described below, there

were many QDSs and QDLs in the experimental device. In

Fig. 2(a), three QDSs are indicated. Their energy levels are

indicated by S1, LL1, LL2, LR1, and LR2, as shown in Fig.

2(a). (Note that “QDL” in Fig. 2(a) corresponds to the

“medium”-sized dot (QDM) in the former five dot system

shown in Fig. 1.) Furthermore, the experimental device,

shown below, consists of a large number of smaller and

larger dots arranged in a shape-engineered substrate made by

lithography. The design of the experimental device is shown

in Fig. 2(b). The smaller-size CdSe/ZnS core-shell QDs

(QDSs) are distributed in two 1 lm-wide lanes joined end-to-

end, depicted by the dotted area in Fig. 2(b); whereas the

larger-size ones (QDLs) occupied square-shaped areas, with

a side length of 3 lm, attached to the ends of the two lanes.

The distance from the center of the QDS area, indicated by

PS, and the centers of the two QDL areas, denoted by PL and

PR, were designed to be 7.5 lm.

Such dimensions are larger than the diffraction limit of

the light used in the experiment, which in fact sacrifices one

of the fundamental benefits of optical excitation transfer via

near-field interactions, namely, the possibility to operate at a

scale below the diffraction limit. In this paper, however, the

primary focus is a first experimental demonstration of the de-

cision making function and we consider that a macro-scale

setup suffices, as long as the underlying essential principles

are preserved. We have previously confirmed optical excita-

tion transfer mediated by near-field interactions based on

these distributed colloidal quantum dots and have demon-

strated optical excitation transfers over distances as long as

10 lm.25 For these reasons, the fabricated experimental de-

vice was based on a large number of QDs arranged in the

architecture shown in Fig. 2(b).

The input light is radiated onto the area around the posi-

tion PS in Fig. 2(b), where smaller QDs are located, corre-

sponding to the generation of an optical excitation at the

energy level S1 in the model shown in Fig. 2(a). On the other

hand, the control light for inducing state-filling effects in the

energy levels LL1 and LR1 is radiated onto the areas occu-

pied by the QDLs around the positions PL and PR, as sche-

matically shown by the dashed circles labeled CL and CR in

Fig. 2(b). Since the two regions CL and CR are separated by

a distance larger than the wavelength, experimentally we are

able to address each area with a diffraction-limited beam

(generated by a computer generated hologram (CGH),

described below). The areas CL and CR, respectively, corre-

spond to QDLL and QDLR, and thus CL and CR are also

indicated in Fig. 2(a).

We fabricated QD samples using the procedure where a

lithography and a lift-off technique were repeated twice. We

used commercially available colloidal CdSe/ZnS core-shell

QDs (manufactured by Quantum Design, Inc.). The core-

diameters of QDS and QDL were 2.5 nm and 3.2 nm, and the

first excited states (schematically shown in Fig. 2(a)) were

S1¼ 2.36 eV (525 nm) and LR1¼LL1¼ 2.11 eV (588 nm),

respectively. With such a combination of QDs, the energy

level S1 is resonant with the second excited states of the

larger dots, that is, LR2 and LL2.25 (1) First, by using e-beam

lithography on a silica substrate coated with resist (ZEP-

520 A, Zeon Corp.) with a thickness of around 100 nm, (2)

the two areas in which QDLs were to be deposited were

formed. (3) Next, the QDL solution was dripped onto the

substrate and was allowed to dry naturally at room tempera-

ture. (4) By removing the resist, we obtained the QDL struc-

ture on the substrate. (5) Next, resist was formed on top of

the structure and (6) using e-beam lithography once again,

the structures on which QDSs were to be deposited were

formed by aligning their positions with the former QDL

structures. (7) After developing the resist, we dripped the

QDS solution onto the substrate. (8) Finally, the resist was

removed to obtain the final structure. Figure 2(c) shows a flu-

orescence microscope image obtained when the fabricated

sample was excited with a mercury-vapor lamp. The irradia-

tion ultraviolet light from a mercury-vapor lamp efficiently

excites CdSe/ZnS core-shell QDs, allowing us to observe the

entire device structure in the visible region. The QDS and

QDL structures were, respectively, observed as green and

yellow colors. Due mainly to alignment precision errors in

the liftoff processes, the distances between the center of the

QDS area and the two QDL areas (left-hand and right-hand

sides) were 2.01 lm and 3.85 lm, which are, respectively,

indicated by dotted and dashed lines.

The radiation of the output light is correlated with the

radiation from the smaller dots (QDSs) located around the

FIG. 2. Quantum dot devices for decision making. (a) Schematic architec-

ture of the experimental device used in the decision making demonstration.

(b) Design of the quantum dot-based device. (c) Light emission image from

the fabricated quantum dot device.
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edge of the lanes or the area intersecting with QDLs, which

are denoted by DL and DR as indicated by the circles in Fig.

2(b). The higher the occupation probability of the first

excited state of QDL, the more the energy transfer to the des-

ignated QDL is prohibited, leading to increased radiation

from QDSs located in their proximity. Such a mechanism

exhibits the same character as that theoretically demon-

strated in Ref. 10 in the sense that more radiation from the

output dot (QDM) results from more state filling in its neigh-

boring QDL. The areas DL and DR, respectively, correspond

to QDSs located close to QDLL and QDLR in Fig. 2(a), and

thus DL and DR are also indicated in Fig. 2(a).

C. Experimental systems

After the experimental device fabrication by using lift-off

techniques and two kinds of colloidal quantum dots, the next

important concern in implementing decision making functions

is how to apply the two control light beams to irradiate the

areas CL and CR. For this purpose, we introduced a phase-

only spatial light modulator (SLM), based on liquid crystal on

silicon (LCOS) technology (LCOS-SLM X10468–01,

Hamamatsu Co., Ltd.). It has 792 � 600 pixels with a pixel

pitch of 20 lm, corresponding to a maximum spatial frequency

of 25 lp/mm, designed for the wavelength region between

400 nm and 700 nm, and each pixel can modulate the phase in

256 grayscale levels. The diffraction efficiency of the LCOS-

SLM is about 30% for a spatial frequency of 25 lp/mm.

Continuous-wave (CW) light at a wavelength of 589 nm

produced by a diode-pumped solid-state laser (Shaghai

Dream Laser Inc., MGL-W-589–1 W) was incident normally

on the SLM, and the reflected light was collected by an

objective lens with a numerical aperture (NA) of 0.40 and

supplied to the sample. The experimental setup is schemati-

cally shown in Fig. 3(a). Computer-generated holograms

(CGHs) with a size of 256 � 256 pixels, with 256 grayscale

levels, were displayed on the SLM. The CGHs were

designed so that their Fourier transform yielded two points

corresponding to the first diffraction orders with intensities

that can be independently adjusted. Let GL and GR denote

the grayscale levels of the respective areas. For example,

with the combination (GL,GR)¼ (128,128), the control light

beams radiated onto the areas CL and CR have equal inten-

sities, whereas the combination (GL,GR)¼ (255,1) means

that the area CL is irradiated much more intensely than CR

is. We prepared multiple CGHs beforehand and switched

between them during the characterization of the device and

the decision making demonstration shown below.

The optical excitation in the smaller QDs is generated by

incident light focused on the position around PS from a

Ti:sapphire laser (Coherent Inc., Mira900) with a wavelength

of 360 nm, a pulse width of 2 ps, and a repetition frequency of

80 MHz through the objective lens that the above control light

also passes through. The radiation from the device was

observed from the back surface through an objective lens with

an NA of 0.55, followed by a bandpass filter with a pass wave-

length of 540 nm 6 5 nm, and was captured by an electron

multiplying CCD camera (Hamamatsu Co., Ltd., ImagEM

C9100–13 H) which acquired images with a 16-bit grayscale

and 512 � 512 pixels with a resolution of 0.37 lm/pixel.

Figure 3(b) shows the ratio of the control light intensity

obtained by evaluating the average pixel values in the areas

CR and CL shown in Fig. 2(c). We extracted two regions-of-

interest (ROIs) consisting of 3 � 3 pixels from the image cap-

tured by the EMCCD camera, which corresponds to a 1.1 lm

� 1.1 lm area in the QD device. The GR value of the CGH

was adjusted while maintaining GLþGR¼ 256. As shown in

Fig. 3(b), as the GR value increased, the light intensity at CR,

denoted by circular marks, increased; whereas that at CL,

denoted by square marks, decreased.

We then evaluated the basic character of optical excita-

tion transfer. The square and circular marks in Fig. 3(c),

respectively, indicate the average pixel values corresponding

to the areas DL and DR, obtained by extracting two 3 � 3

pixel ROIs, as a function of the ratio of the control light in-

tensity incident on CR. The signal levels at DR (circular

marks) increased, whereas those at DL (square marks)

decreased as the imbalance of the intense control light inten-

sity was shifted from left to right, which is consistent with

the theoretical investigation discussed earlier. The absolute

values in the areas DL and DR should ideally be symmetric

when the same intensity of light is radiated onto CL and CR,

but the experimental results shown in Fig. 3(c) did not ex-

hibit such perfect symmetry. Also, the variance of the signal

in DR was larger than that in DL; this is because, as shown

in Fig. 2(c), the device structure was not perfectly symmetric

due to the fabrication process, mainly because of the second

liftoff step. In addition, optical misalignment of the overall

experimental system may have caused a certain imbalance

with respect to both light irradiation and observation.

Nevertheless, it should be emphasized that the dependencies

of the output signals from DL and DR on the imbalance

of the control light controlled by the CGHs followed the

“tug-of-war”-type behavior, meaning that the increase of the

signal at one side and the decrease at the other side are corre-

lated. This is one critical feature for the decision making

mechanism.

Despite the device imperfections described above, one

presumable reason behind the low-contrast for DL and the

high-contrast for DR is as follows. Suppose that the distance

between DL (or DR) and PS is correlated with the likelihood

of radiation from DL (or DR). When state-filling light is

radiated at CL, radiation from DL is more likely to be

induced regardless of the power of the state-filling light radi-

ated at CL, and thus the resulting contrast is low. On the

other hand, when state-filling light is radiated at CR, the

radiation from DR depends more sensitively on CR, and thus

the contrast is high. In other words, due to the large distance

between DR and PS, an optical excitation around DR is more

strongly affected by the excitations in CR, resulting in high

contrast. Note, however, that the above mechanism regarding

the contrast is merely speculation, and it will be an interest-

ing topic to examine in a future study.

III. DECISION MAKING DEMONSTRATIONS

From the nature of optical excitation transfer observed

in Fig. 3(c), the probability of observing a photon from either
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QDLL or QDLR is determined by the IA. Thus, an immediate

single photon measurement determines the decision of which

slot machine to choose, whereas the photon observation

probability is engineered by state-filling effects. By utilizing

the experimentally observed characteristics of optical energy

transfer and by representing its probabilistic nature, in the

work described in this paper, we took the following approach

rather than directly employing a single photon measurement.

FIG. 3. Experimental systems for the quantum dot-based decision maker. (a) Schematic diagram of the experimental system. (b) Ratio of the control light in-

tensity radiated onto the areas CR and CL (in Figure 2(c)) as a function of CGH setup. (c) Signal levels from the areas DR and DL (in Figure 2(c)) as a function

of the imbalance of control light intensities incident on CR and CL. (d) The overall mechanism of the experimental system used in solving the multi-armed

bandit problem.
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Such an approach also takes account of the above-mentioned

experimentally unavoidable imbalance in the fabricated de-

vice. Moreover, we consider that the demonstration will lead

to more sophisticated experimental systems, including single

photon measurement systems.

Let the intensities observed at DL and DR be denoted

by IL and IR. These values are then calibrated by using the

expressions bIL ¼ ALIL � BL and bIR ¼ ARIR � BR, where AL,

AR, BL, and BR are constants. Based on these values, a

threshold value is defined by

T ¼
bIL

bIL þ bIR

: (1)

The threshold T is compared with a random number between

0 and 1 generated at the host computer. If the random num-

ber is equal to or larger than T, the decision is made to

choose the slot machine L, whereas if it is smaller than T the

decision is made to choose the slot machine R.

The IA is implemented as follows. The grayscale values

for the left- and right-hand sides at cycle t are given by

GLðtÞ ¼ CGHLðdIAðtÞeÞ; (2)

GRðtÞ ¼ CGHRðdIAðtÞeÞ; (3)

where de means the floor function, which truncates the deci-

mal part. The functions CGHLðnÞ and CGHRðnÞ specify the

grayscale values for CL and CR, respectively, when the trun-

cated IA value is given by n. Let the initial IA value be IA0.

If the slot machine L yields a reward in cycle t, the IA value

is updated based on

IAðtþ 1Þ ¼ �Dþ IA0 þ aðIAðtÞ � IA0Þ; (4)

where a is referred to as a forgetting parameter and D is a

constant increment of IA,10 which is assumed to be unity in

the experiments. In the case where the machine R gives a

reward at the cycle t, the update rule is given by

IAðtþ 1Þ ¼ þDþ IA0 þ aðIAðtÞ � IA0Þ: (5)

In the following decision making demonstration, the trun-

cated integer values of the IA value are assumed to take a

natural number �3, �2, �1, 0, 1, 2, or 3. When IAðtÞ � 4 or

IAðtÞ � �4, the truncated IA value is, respectively, given by

dIAðtÞe ¼ þ3 or dIAðtÞe ¼ �3. The particular GL and GR

values are specified by seven CGHs, providing the (GL,GR)

pairs with pixel values (255,1), (148,108), (136,120),

(126,130), (118,138), (104,152), and (1,255), which, respec-

tively, correspond to truncated intensity adjustor values of

�3, �2, �1, 0, 1, 2, and 3. Figure 3(d) summarizes the

mechanism of the experimental system used to solve the

multi-armed bandit problem.

Let the reward probability of the machine L be PL¼ 0.8

and the reward probability of the machine R be PR¼ 0.2,

where the total probability, PLþPR, is unity, which is the

same condition imposed in the model results discussed in

Ref. 10. Furthermore, the reward probability is dynamically

changed from time to time; the occurrence of a “change” of

the reward probability is not notified to the player. In the

experiment, the values of PL and PR are swapped every 150

plays. The solid curve in Fig. 4(a) shows the evolution of the

“success rate,” taking a value between 0 and 1, for 600 con-

secutive plays. Such 600 plays of the slot machines were

repeated 10 times. “Success” means choosing the slot

machine with the higher reward probability. The success rate

is evaluated by calculating the number of successes divided

by the number of repeat cycles. The success rate increases as

time evolves. As a result of swapping the reward probabil-

ities, the success rate drops every 150 plays but quickly

recovers. Such rapid and accurate adaptability to the external

environment demonstrates the success of the method of solv-

ing the multi-armed bandit problem considered in this paper.

Note that the “correct” machine is not, of course, notified to

the player; the player may know the “winning rate,” which is

the ratio of getting coins from the chosen slot machine,

which fluctuates considerably. Nevertheless, the “correct

selection rate” does indeed approach unity after a certain

number of cycles.

The dotted curve in Fig. 4(a) shows the evolution of the

success rate with the reward probabilities PL¼ 0.6 and

PR¼ 0.4. Like the former case, the reward probabilities were

switched every 150 plays. Since the difference between the

reward probability is smaller than in the former case, accu-

rate decision making is difficult, which is manifested by the

fact that the dashed curve stays lower than the former solid

curve. However, what is remarkable is that the success rate

again increases as time evolves, and the adaptive behavior is

also observed in such a difficult situation. Since the machine

with the higher reward probability may not dispense a

reward in some trials, the “winning rate,” which is the ratio

of getting coins from the chosen slot machine, is different

from the success rate. Figure 4(b) shows the evolution of the

winning rate, where we can observe that it approaches 0.8

and 0.6, denoted by solid and dotted curves, respectively,

which is the higher probability of the assumed slot machine’s

reward probability, indicating that the winning rates

approach achievable limits.

Behind such success in selecting a higher-reward

machine is the way in which the intensity adjustor mecha-

nism works. Figure 4(c) represents the evolution of the IA

value, which evolves toward a smaller value (choosing the

slot machine L is more likely) and a larger one (choosing

the slot machine R is more likely), and this is consistent

with the given reward probabilities. We should also note

that, in the case of PL¼ 0.8 and PR¼ 0.2, the duration

required to recover unity (that is, 100%) “correct selection

rate” after a sudden environmental change is not constant;

the durations are about 50, 30, and 20 cycles. These are cor-

related with the value of IA. At cycle 150, IA is about �500;

whereas at cycle 300, IA is about 400. Such a difference in

the value of IA, and its associated performance differences,

also clearly suggests that our proposed dynamics of IA and

the quantum-dot based devices play a key role. In other

words, the probabilistic attributes of the IA and the fact that

the probability is determined by optical excitation transfer

are key. While Fig. 4 demonstrates the dynamics of the pro-

posed decision making mechanism, Fig. 3(c) confirms one

important internal process involving optical excitation
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transfer. In addition, the variance in the recovery time indi-

cates that a more intelligent architecture for the IA may be

possible. These results demonstrate the accurate and adaptive

decision making ability of the decision maker based on quan-

tum dots mediated by optical near-field interactions.

Finally, we make a remark regarding possible process-

ing speeds and minimum power requirements of this device.

The speed of the optical excitation transfer between quantum

dots is on the order of 100 ps, and the radiation from QDs is

on nanosecond order; in principle, therefore, the operating

speed of the QD device itself can be as fast as 100 MHz to

GHz order.26 In the present experimental system, however,

the primary bottlenecks are image acquisition (EMCCD

camera), and data transfer to the host computer and post

processing, which takes about 2 s/frame. Such a problem can

be resolved by incorporating a fully parallel architecture,

such as the one proposed by Ishikawa et al. in Ref. 27. The

minimum power “dissipation” of optical energy transfer is

about 104-times smaller than that of the bit flip energy of

electrical devices, for which theoretical28 and experimental26

values have been reported. The minimum power

“requirement,” however, has not been clarified yet, and this

will be an important research topic in the future.

IV. SUMMARY

In summary, we experimentally demonstrated the ability

to solve multi-armed bandit problems on the basis of optical

excitation transfer via near-field interactions by using

different-sized colloidal quantum dots. Small- and large-sized

QDs were arranged in a geometry-controlled manner by

repeating two lithography and lift-off processes. The patterns

of optical excitation transfer, from smaller QDs to larger ones,

were dynamically reconfigured by modulating the intensity of

control light radiated onto the region occupied by the larger

QDs to induce state filling, which was experimentally imple-

mented by computer-generated holograms displayed on a spa-

tial light modulator. The basic character of optical excitation

transfer was evaluated, and accurate and adaptive decision

making was successfully demonstrated. In the future, it would

be rewarding to develop genuine sub-wavelength decision

makers and to engineer related processes using single photon

sources, for instance, from nanodiamonds,29 to establish

single-photon decision makers.

ACKNOWLEDGMENTS

This work was supported in part by Strategic Information

and Communications R&D Promotion Programme (SCOPE)

of the Ministry of Internal Affairs and Communications and

the Core-to-Core Program, A. Advanced Research Networks

from the Japan Society for the Promotion of Science.

1M. Ohtsu, K. Kobayashi, T. Kawazoe, S. Sangu, and T. Yatsui, IEEE J.

Sel. Top. Quantum Electron. 8, 839–862 (2002).
2S. A. Crooker, J. A. Hollingsworth, S. Tretiak, and V. I. Klimov, Phys.

Rev. Lett. 89, 186802 (2002).

FIG. 4. Decision making demonstration. (a) Correct selection rate, (b) winning rate, and (c) the value of the IA.

154303-7 Naruse et al. J. Appl. Phys. 116, 154303 (2014)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

133.11.90.145 On: Mon, 20 Oct 2014 03:59:35

87



3T. Franzl, T. A. Klar, S. Schietinger, A. L. Rogach, and J. Feldmann, Nano

Lett. 4, 1599–1603 (2004).
4J. R. Zurita-S�anchez and L. Novotny, J. Opt. Soc. Am. B 19, 1355–1362

(2002).
5C. Pistol, C. Dwyer, and A. R. Lebeck, IEEE Micro 28, 7–18 (2008).
6T. Kawazoe, M. Ohtsu, S. Aso, Y. Sawado, Y. Hosoda, K. Yoshizawa, K.

Akahane, N. Yamamoto, and M. Naruse, Appl. Phys. B 103, 537–546 (2011).
7H. Dong, W. Gao, F. Yan, H. Ji, and H. Ju, Anal. Chem. 82, 5511–5517

(2010).
8M. Naruse, M. Aono, S.-J. Kim, T. Kawazoe, W. Nomura, H. Hori, M.

Hara, and M. Ohtsu, Phys. Rev. B 86, 125407 (2012).
9M. Aono, M. Naruse, S.-J. Kim, M. Wakabayashi, H. Hori, M. Ohtsu, and

M. Hara, Langmuir 29, 7557–7564 (2013).
10S.-J. Kim, M. Naruse, M. Aono, M. Ohtsu, and M. Hara, Sci. Rep. 3, 2370

(2013).
11D. Brunner, M. C. Soriano, C. R. Mirasso, and I. Fischer, Nat. Commun.

4, 1364 (2013).
12S. Utsunomiya, K. Takata, and Y. Yamamoto, Opt. Express 19,

18091–18108 (2011).
13K. Wu, J. G. de Abajo, C. Soci, P. P. Shum, and N. I. Zheludev, Light Sci.

Appl. 3, e147 (2014).
14M. Naruse, N. Tate, M. Aono, and M. Ohtsu, Rep. Prog. Phys. 76, 056401

(2013).
15S. Raymond, S. Fafard, P. J. Poole, A. Wojs, P. Hawrylak, S.

Charbonneau, D. Leonard, R. Leon, P. M. Petroff, and J. L. Merz, Phys.

Rev. B 54, 11548 (1996).

16S. Grosse, J. H. H. Sandmann, G. von Plessen, J. Feldmann, H. Lipsanen,

M. Sopanen, J. Tulkki, and J. Ahopelto, Phys. Rev. B 55, 4473 (1997).
17R. Prasanth, J. E. M. Haverkort, A. Deepthy, E. W. Bogaart, J. J. G. M.

van der Tol, E. A. Patent, G. Zhao, Q. Gong, P. J. van Veldhoven, R.

N€otzel, and J. H. Wolter, Appl. Phys. Lett. 84, 4059–4061 (2004).
18N. Daw, J. O’Doherty, P. Dayan, B. Seymour, and R. Dolan, Nature 441,

876–879 (2006).
19L. Lai, H. Gamal, H. Jiang, and V. Poor, IEEE Trans. Mob. Comput. 10,

239–253 (2011).
20S.-J. Kim and M. Aono, NOLTA 5, 198–209 (2014).
21D. Agarwal, B.-C. Chen, and P. Elango, in Proceedings of IEEE

International Conference on Data Mining (2009), pp. 1–10.
22L. Kocsis and C. Szepesv�ari, Machine Learning: ECML (Springer, 2006),

Vol. 4212, pp. 282–293.
23H. Takahashi, Neurosci. Res. 75, 269–274 (2013).
24S.-J. Kim, M. Aono, and M. Hara, Biosystems 101, 29–36 (2010).
25W. Nomura, T. Yatsui, T. Kawazoe, M. Naruse, and M. Ohtsu, Appl.

Phys. B 100, 181–187 (2010).
26M. Naruse, P. Holmstr€om, T. Kawazoe, K. Akahane, N. Yamamoto, L.

Thyl�en, and M. Ohtsu, Appl. Phys. Lett. 100, 241102 (2012).
27T. Komuro, S. Kagami, I. Ishii, and M. Ishikawa, J. Rob. Mechatron. 12,

515–520 (2000).
28M. Naruse, H. Hori, K. Kobayashi, P. Holmstr€om, L. Thyl�en, and M.

Ohtsu, Opt. Express 18, A544–A553 (2010).
29A. Cuche, A. Drezet, Y. Sonnefraud, O. Faklaris, F. Treussart, J. F. Roch,

and S. Huant, Opt. Express 17, 19969 (2009).

154303-8 Naruse et al. J. Appl. Phys. 116, 154303 (2014)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

133.11.90.145 On: Mon, 20 Oct 2014 03:59:35

88



Unidirectional light propagation through
two-layer nanostructures based on

optical near-field interactions

Makoto Naruse,1,* Hirokazu Hori,2 Satoshi Ishii,3 Aurélien Drezet,4 Serge Huant,4 Morihisa Hoga,5

Yasuyuki Ohyagi,5 Tsutomu Matsumoto,6 Naoya Tate,7 and Motoichi Ohtsu7

1Photonic Network Research Institute, National Institute of Information and Communications Technology,
4-2-1 Nukui-kita, Koganei, Tokyo 184-8795, Japan

2University of Yamanashi, Takeda, Kofu, Yamanashi 400-8511, Japan
3Advanced ICT Research Institute, National Institute of Information and Communications Technology,

588-2, Iwaoka, Nishi-ku, Kobe, Hyogo 651-2492, Japan
4Institut Néel, CNRS and Université Joseph Fourier, 25 rue des Martyrs BP 166, 38042 Grenoble Cedex 9, France

5Dai Nippon Printing Co. Ltd., 250-1 Wakashiba, Kashiwa, Chiba 277-0871, Japan
6Yokohama National University, Hodogaya, Yokohama, Kanagawa 240-8501, Japan

7Department of Electrical Engineering and Information Systems, Graduate School of Engineering,
The University of Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan

*Corresponding author: naruse@nict.go.jp

Received May 7, 2014; revised July 26, 2014; accepted August 15, 2014;
posted August 15, 2014 (Doc. ID 211608); published September 22, 2014

We theoretically demonstrate direction-dependent polarization conversion efficiency, yielding unidirectional
light transmission, through a two-layer nanostructure by using the angular spectrum representation of optical near
fields. The theory provides results that are consistent with electromagnetic numerical simulations. This study
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1. INTRODUCTION
Unidirectional light propagation has been studied intensively
because of its crucial importance in practical optical systems,
such as to achieve one-way signal transfer or to avoid back-
reflections. Nonreciprocal light propagation [1,2] has been
achieved in magneto-optical materials. The Faraday effect
is the most well-known example [3], and this effect is used
in a variety of device architectures, such as waveguides with
different propagation constants in the forward and backward
directions [4], different propagation losses [5], and polariza-
tion conversion [6]. By using isotropic materials, Lockyear
et al. demonstrated a one-way diffraction grating that exhibits
diffracted beams from one surface only [7], and unidirectional
light transmission has also been shown [8,9]. Asymmetric
transmission of linearly or circularly polarized light by optical
metamaterials has also been demonstrated [10–12].

Regarding isotropic-material-based nanostructures that
exhibit unidirectional/asymmetric light transmission [7–9,12],
a common feature is that they contain subwavelength-scale
three-dimensional architectures, typically consisting of two-
layer structures. Interactions among nanostructured two-layer
systems yield interesting optical properties. Nevertheless, the
physical reasoning and formalism have been limited to the no-
tion of far-field optics [12,13]. Coupling of surface plasmon
polaritons has been postulated as the elemental physical

process [9]; however, a detailed formalism concerning near-
field processes and unidirectional transmission has not been
investigated yet.

In this paper, we present a rigorous theoretical foundation
for characterizing unidirectional signal transfer in two-layer
nanostructured matter based on the angular spectrum repre-
sentation of optical near fields. The evanescent wave is the
most remarkable manifestation of optical near fields that
propagate parallel to the boundary surface and exhibit expo-
nential decay in the direction normal to the surface [14–16]. In
the near-field regime, the angular spectrum of the scattered
fields involves evanescent waves with wave vectors (or mo-
mentum) along the surface much larger than that of optical
waves in free space [17]. In addition, with respect to an arbi-
trary assumed planar boundary, the angular spectrum repre-
sentation of optical near fields is a very useful basis.
Therefore, the angular spectrum theory of optical near fields
has been successful in revealing multipole radiation near a
planar boundary [16], localized hierarchical optical inter-
actions on the subwavelength scale [18], and asymmetric
polarization conversion [19].

What we particularly address in this paper is to demon-
strate theoretically and numerically that the polarization con-
version efficiency from x-polarized input light to y-polarized
output light in the forward direction differs from the
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polarization conversion efficiency from a y-polarization input
to an x-polarization output in the backward direction through
a two-layer planar nanostructure. By considering the polariza-
tion conversion in the forward and backward directions based
on the angular spectrum theory of optical near fields, the uni-
directional transmission can be grasped clearly. Also, the abil-
ity of the angular-spectrum-based theory to explicitly deal
with multiple multipoles, including dipoles, that are located at
arbitrary positions is utilized fully in characterizing the rel-
evance between the geometrical features of the nanostruc-
tures and the resultant direction-dependent polarization
properties.

Before proceeding, it is instructive to consider the intuitive
physical meaning of the angular spectrum with respect to the
polarization conversion problem mentioned above. Consider
the dispersion relation of photons,

�
ω

c

�
2
− k2‖ − k2⊥ � 0; (1)

where ω is the temporal angular frequency, and k‖ and k⊥ are,
respectively, wavenumbers parallel and perpendicular to an
assumed planar boundary [20]. When the wavenumber paral-
lel to the boundary is larger than that of free space, that is,
k2‖ > k2 � k2‖ � k2⊥, then k2⊥ < 0 should hold, meaning that
the wavenumber perpendicular to the boundary is an imagi-
nary number that corresponds to evanescent waves. The an-
gular spectrum representation is a momentum-space
expansion of arbitrary scattered fields with respect to an as-
sumed planar boundary in a series of plane waves that include
complex wavenumbers. The exchange or transfer of momen-
tum (or wavenumber) parallel to the boundary (k‖), which is
much larger than that in free space regarding near-field com-
ponents, is explicitly dealt with by the angular spectrum for-
mulation. It should also be noted that the large momentum
originates from polarizations in the nanostructured matter in-
duced by incident light in free space, and it is also correlated
with scattered light or radiation from the nanostructure. In this
paper, the problem of polarization conversion in two-layer
nanostructured matter is analyzed as a “filtering” of evanes-
cent components, or transfer of momentum, with respect to
an assumed planar boundary. The asymmetric architecture
of the nanostructure is explicitly incorporated into the angular
spectrum-based formulation, and the direction-dependent
polarization conversion and irreversibility of light transmis-
sion involving optical near-field processes is described clearly.

This paper is organized as follows: in Section 2, the theo-
retical elements and an outline of the method of dealing with
unidirectionality are presented. Section 3 describes a concrete
example of a two-layer nanostructured system in which the
above-mentioned direction-dependent polarization conver-
sion takes place. Section 4 presents a theoretical analysis
of the polarization conversion shown in Section 3. Section 5
concludes the paper.

2. ANGULAR SPECTRUM
REPRESENTATION OF OPTICAL NEAR
FIELDS: THE BASIS OF DIRECTION-
DEPENDENT POLARIZATION CONVERSION
In order to deal with light scattering based on subwavelength-
scale interactions involving exchange of momentum, it is con-
venient to expand the vector multipole field into vector plane

waves with respect to an arbitrary assumed planar boundary
by means of the angular spectrum representation [16]. The
state of vector plane waves propagating in an arbitrary direc-
tion is characterized by the wavenumber K , the directional
angles α and β of the wave vector, and the polarization state
μ (for a transverse electric wave, μ � TE, and for a transverse
magnetic wave, μ � TM) with respect to the wave vector. The
total angular momentum is denoted by J and its z-projection
(magnetic quantum number) is denoted by m. The vector
plane wave is described in the form ε�s���; μ� exp�iKs���

• r�
(μ � TE, TM), where

s��� � �sx; sy; sz� � �sin α cos β; sin α sin β; cos α�;
ε�s���;TM� � �cos α cos β; cos α sin β;− sin α�;
ε�s���;TE� � �− sin β; cos β; 0�; (2)

which are illustrated schematically in Fig. 1(a). Then, the vec-
tor spherical waves are expanded into a vector plane wave:

AK;J;m�r� �
1
2π

XTM
μ�TE

Z
C�

Z
π

−π
dΩS�μ; α; βjλ; J;m�ε�s���; μ�

× exp�iKs���
• r�; (3)

where dΩS � sin αdαdβ [15,16]. The expansion coefficient
�μ; α; βjλ; J;m� is given in Ref. [16]. This corresponds to the
angular spectrum representation of a multipole. What is re-
markable is that, whereas angle β is real (−π ≤ β < π), α takes
a complex value, leading to an explicit and intuitive expres-
sion for the optical near field. In the particular case of this
paper, α follows a contour shown by C� in Fig. 1(b). Regard-
ing the contour C�, the region 0 ≤ Re�α� < π∕2 corresponds
to a homogeneous mode and the region Im�α� ≤ 0 corre-
sponds to an evanescent mode. It is useful to introduce
s‖ � sin α, which allows us to write a parameter sz of the
wave vector s��� as

sz �
8<
:

�������������
1 − s2‖

q
for 0 ≤ s‖ < 1

i
�������������
s2‖ − 1

q
for 1 ≤ s‖ < �∞;

�4�

meaning that pure imaginary values of sz describe an evanes-
cent wave propagating parallel to the boundary plane and
showing exponential decay with increasing distance from
the boundary. A remarkable benefit is that the value of s‖
specifies the property of a plane wave as a homogeneous
wave (0 ≤ s‖ < 1) or an evanescent wave (1 ≤ s‖ < �∞). In
the case of an electric dipole d as the source, the electric field
is given by [17]

E�r� �
�

iK3

8π2ε0

� XTM
μ�TE

Z
2π

0
dβ

Z
∞

0
ds‖

s‖
sz

�ε�s���; μ�

• d�ε�s���; μ� exp�iKs���
• r�: (5)

We investigate the angular spectrum derived from Eq. (5) in
the case of multiple dipoles arranged on a subwavelength
scale in Section 4. In this section, we outline the essential idea
of representing the direction-dependent polarization, which is
followed by electromagnetic simulations in Section 3 and
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concrete theoretical applications in Section 4. Since we con-
sider optical interactions in the subwavelength regime, where
evanescent components are dominant and homogeneous ones
are negligible, we characterize the angular spectra in the re-
gime 1 ≤ s‖ < �∞. We refer to s‖ as “spatial frequency”
hereafter.

(1) Suppose x-polarized input light in the forward direc-
tion induces an electric dipole d�1�. We can derive an angular
spectrum representation of the radiation originating from
the dipole d�1� at a plane at a distance ZM from the source
[Fig. 1(c)]. The forward-direction input light polarization
may excite other dipoles at other positions, such as d�1

0� illus-
trated in Fig. 1(c), whose angular spectra are also considered
simultaneously at the same boundary. In this manner, the an-
gular spectrum triggered by the forward-direction x-polarized
input light is obtained. Plot (i) in Fig. 1(d) shows a schematic
illustration of such an angular spectrum as a function of spa-
tial frequency s‖. One remark to make here is that Fig. 1(c) is a

“conceptual” schematic; the dipoles d�1� and d�1
0� are located

on the same plane, and thus, the abscissa represented by the
dashed line means the spatial position, whereas the decaying
solid curves and the array of vertical lines shown in the middle
conceptually indicate the exponentially decaying nature and

the high spatial frequency of the evanescent components of
the electric fields, respectively.

(2) At the same time, we consider that “ideal” y-polarized
output light is related with the radiation from an electric di-
pole d�2�. The angular spectrum originating from the dipole d�2�

can also be considered at a virtual boundary plane corre-
sponding to the one introduced in Step (1). The “ideal” output
light may also involve other dipole(s) [not shown in Fig. 1(c)]
whose angular spectra are considered as well. We call the cor-
responding angular spectrum a “filter” angular spectrum [plot
(ii), Fig. 1(d)].

(3) In characterizing the amount of y-polarized output
light in the forward direction originating from the x-polarized
input light, we consider that a limited portion of the angular
spectrum triggered by the forward-direction input light is “fil-
tered” by the angular spectrum specified in Step (2) [plot (iii),
Fig. 1(d)]. Suppose the polarization conversion from x-polari-
zation to y-polarization takes place perfectly. Then the entire
angular spectrum given in Step (1) should correspond to the
angular spectrum given in Step (2). As described in the intro-
duction, the angular spectrum corresponds to momentum
parallel to the assumed boundary, and thus, the perfect con-
version efficiency means a perfect exchange of momentum for
all wavenumbers, whereas less-than-perfect conversion indi-
cates that the momentum exchange is suppressed at certain
wavenumbers.

(4) Next, we consider the backward direction. The y-po-
larized input light of the backward direction excites an elec-
tric dipole d�2�. Note that this dipole d�2� is equivalent to the
dipole d�2� considered in Step (2). In this manner, the angular
spectrum triggered by the backward-direction input light is
obtained [plot (iv), Fig. 1(d)].

(5) In the backward direction, by following the exact same
formalism regarding the forward direction shown in Step (2),
the “filter” is specified by d�1� (and d�1

0�), which yields x-polar-
ized output light in the backward direction [plot (v), Fig. 1(d)].

(6) The output light polarization in the backward direction
is characterized by the angular spectrum such that a portion of
the input angular spectrum, obtained in Step (4), is chosen by
the filter specified by the angular spectrum given in Step (5)
[plot (vi), Fig. 1(d)].

The “unidirectionality” means that the angular spectra of
the forward and backward output light could differ from each
other, which is denoted by letter (U) in Fig. 1(d). Moreover, if
the input angular spectrum of the forward direction differs
from the output angular spectrum of the backward direction,
then the system could be regarded as having irreversibility or
nonreciprocity, denoted by letter (N) in Fig. 1(d), in the sense
that the forward-direction input light polarization is not
retrievable when it passes through the system in the forward
direction and comes back in the backward direction via opti-
cal near-field interactions.

The notion of “nonreciprocity,” however, has been referred
to as a phenomenon that breaks Lorentz reciprocity in the lit-
erature [21]; the reciprocity theorem holds provided the elec-
trical permittivity and magnetic permeability are symmetric.
We should note that our study, at this stage, has not yet ad-
dressed the relation between optical near-field processes and
Lorentz reciprocity; this is an important and interesting future
issue to be examined in light–matter interactions on the
nanometer scale, where the applicability of the notion of

Fig. 1. (a) Geometrical relation of wave vector and polarization vec-
tors. (b) Contour of the integration for rotation angle α. (c) Schematic
illustration of direction-dependent polarization conversion via optical
near-field interactions. (d) Schematic diagrams of forward- and
backward-dependent polarization conversion based on the angular
spectrum representation of optical near fields.
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macroscale concepts, such as permittivity and permeability,
should be investigated in greater depth. Carminati et al.

studied the reciprocity of evanescent electromagnetic waves
where the generalized reflection and transmission coefficients
of vector wave fields containing evanescent components were
investigated [22]. Whereas the scatter under study in Ref. [22]
was considered as a united system, our study deals with two
separate systems divided by a virtual boundary plane that are
interacting via optical near fields, where we introduce the no-
tion of exchange of momentum. Meanwhile, our study deals
with limited cases of linearly polarized light with respect to
the layout of nanostructures, whereas Carminati et al. dealt
with arbitrarily polarizations. For these reasons, we use the
term “unidirectionality,” not “nonreciprocity,” throughout the
rest of the paper to remove any ambiguity. Nevertheless, we
emphasize that this paper should provide a theoretical foun-
dation for investigating polarization of light from the view-
point of optical near-field processes.

3. ELECTROMAGNETIC SIMULATIONS
This section proposes a particular two-layer nanostructure
consisting of gold (Au) embedded in SiO2 substrates
[Fig. 2(a)]. Considering realistic experimental two-layer devi-
ces consisting of gold nanostructures embedded in substrates,
such as the one demonstrated by Tate et al. in Ref. [23],
we choose a surrounding environment consisting of SiO2.

The nanostructure in the first layer, which is the entrance
for the forward-direction input light, consists of gratings
parallel to y axis with a horizontal interval of GX [Fig. 2(b)].
The second-layer nanostructure is composed of an array of
pairs of L-shaped structures. The horizontal (x) and vertical
(y) lengths of each L-shape are indicated by L. The two
L-shaped structures in a pair face each other with a relative
rotation of 180 degrees and are separated horizontally by a
distance GL. These L-shaped pairs are arrayed horizontally
with an interval of GX , which is the same as the inter-grating
gap of the first layer, and vertically with an interval of GY . The
heights and widths of all gold structures, as indicated by h and
w, respectively, are the same. The interlayer gap distance
between the first and second layers is denoted by G.

We calculate the optical properties in both the near field
and far field based on the finite-difference time domain
method [24], using the Poynting for Optics software, a product
of Fujitsu, Japan. The permittivity of gold is expressed by the
Drude model, in which the refractive index and extinction ra-
tio are 0.16 and 3.8, respectively, at a wavelength of 688 nm
[25]. The SiO2 substrate is an isotropic dielectric material with
a refractive index of 1.457. The light source is placed 500 nm
away from the surface of the first layer with respect to the
forward direction, whereas it is placed 500 nm away from
the surface of the second layer with respect to the backward
direction. We assume periodic boundary conditions at the

Fig. 2. (a) Example of two-layer nanostructures and some associated notations for the geometrical features. (b) Cross-sectional view of the two-
layer nanostructures. (c) Polarization conversion efficiency regarding x-polarized input light to y-polarized output light (T �F�

X→Y ) and that regarding
y-polarized input light to x-polarized output light (T �F�

Y→X ) for the forward direction, and those for the backward direction (T �B�
X→Y and T �B�

Y→X ).
(d) Differences in polarization conversion efficiencies jT �F�

X→Y − T �B�
Y→X j and jT �F�

Y→X − T �B�
X→Y j, which correspond to a measure used to quantify

unidirectionality.
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edges in the x- and y-directions, and perfectly absorbing boun-
daries in the z-direction.

In the representative structures, the parameters of the
structures are assigned the following values: elemental-
structure-related specifications: w (width), 80 nm; h (thick-
ness), 80 nm; L, 200 nm; and GL, 180 nm. Layout-related
specifications: GX , 800 nm; GY , 600 nm; and G (interlayer
gap distance), 200 nm.

The far-field optical response is calculated at a plane
2.25 μm away from the surface of the structure opposite to
the light source for both the forward and backward directions.
We assume an input optical pulse with a differential Gaussian
form, whose duration is 0.9 fs, that covers the wavelength re-
gime studied in this paper. The transmission efficiency is ob-
tained by dividing the Fourier transform of the electric field at
the far-field output plane by the Fourier transform of the elec-
tric field at the light source. We assume that SiO2 occupies the
entire computational area in the calculation; this allows us to
characterize the essential optical processes while considering
the environmental effects of SiO2. Another possibility is to as-
sume a vacuum environment, which actually yields similar
characteristics, except that the wavelength regime where uni-
directionality occurs (shown below) is shifted to a shorter
wavelength range.

We are interested in the polarization conversion efficiency
from x-polarized (or y-polarized) input light to y-polarized (or
x-polarized) output light for both the forward and backward
directions. The “forward” direction is assigned to the case
where the input light enters the two-layer device from the first
layer. The polarization conversion efficiency from x-polarized
input light to y-polarized output light for the forward direction
is given by

T �F�
X→Y �ω� �

���� Êy;output�ω�
Êx;input�ω�

����; (6)

where Êy;output�ω� denotes the Fourier transform of the y-
component of the electric field evaluated at the output plane
and Êx;input�ω� shows the Fourier transform of the x-component
of the input electric field. Similarly, the polarization conversion
efficiency from y-polarization to x-polarization for the forward
direction is T �F�

Y→X . Likewise, the polarization conversion effi-
ciencies for the backward direction are T �B�

X→Y and T �B�
Y→X .

The solid, dotted, dotted–dashed, and dashed curves in

Fig. 2(c) represent, respectively, the calculated T �F�
X→Y ,

T �F�
Y→X , T

�B�
X→Y , and T �B�

Y→X . Based on the optical reciprocity theo-

rem, the values of T �F�
X→Y and T �B�

Y→X should be the same, and the

values of T �F�
Y→X and T �B�

X→Y should be the same; we can observe
such a characteristic in the wavelength region longer than
about 1200 nm. However, especially in the wavelength region
between 900 and 1200 nm, the differences in the polarization

conversion efficiencies, given by jT �F�
X→Y − T �B�

Y→X j and

jT �F�
Y→X − T �B�

X→Y j, emerge as shown by the solid and dashed
curves, respectively, in Fig. 2(d); namely, direction-dependent
polarization conversion efficiencies result. If we associate

T �F�
X→Y with the forward transmission and T �B�

Y→X with the back-
ward transmission, then Fig. 2(d) demonstrates unidirectional

light transmission. Regarding the metric jT �F�
X→Y − T �B�

Y→X j, if two
polarizers are employed in the system in a crossed-Nicol man-
ner to extract the x-polarized far-field light on the first layer-
side and the y-polarized far-field light on the second layer-
side, then the metric represents a performance measure of
unidirectionality even for unpolarized light; this should help
to give an intuitive understanding of the metric defined above
as the unidirectionality in this study.

Before moving to a theoretical investigation based on the
angular spectrum, here we note some relevant features.
Figure 3(a) characterizes the direction-dependent polarization
conversion efficiency (jT �F�

X→Y − T �B�
Y→X j) as a function of the in-

terlayer gap distance (G). Specifically, the average value of
jT �F�

X→Y − T �B�
Y→X j in the spectral region from 900 to 1200 nm

is quantified, which is called the “average unidirectionality”.
It should be noted that both too small and too large gap
distances deteriorate the average unidirectionality; that is,
direction-dependent polarization conversion disappears.
The maximum average unidirectionality is obtained around
a gap distance of 200–300 nm. Such a feature is one of the
important concerns in the theoretical treatment to be made.

While keeping the gap distance at 200 nm, Fig. 3(b) char-

acterizes the unidirectionality, given by jT �F�
X→Y − T �B�

Y→X j, as a
function of the “layout” regarding the pairs of L-shaped struc-
tures located in the second layer. The solid, dashed, and dot-
ted curves correspond, respectively, to the specifications [GX :
800, GY : 600], [GX : 700, GY : 500], and [GX : 600, GY : 400],
while keeping other parameter specifications constant (the

Fig. 3. (a) Average value of jT �F�
X→Y − T �B�

Y→X j, referred to as average unidirectionality, in the wavelength region 900–1200 nm as a function of in-
terlayer gap distance, G. (b) Unidirectionality, jT �F�

X→Y − T �B�
Y→X j, with respect to asymmetric and symmetric arrangements of the L-shaped structures

in the second layer.
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measurement unit of these values is nanometers). As GX and
GY decrease, the wave band that exhibits unidirectionality is
blue-shifted. Furthermore, the unidirectionality disappears
when the layout has a symmetric configuration, as shown
by the dashed–dotted curve in Fig. 3(b), where GX and GY

are both 600 nm.
Figure 4 shows the cross-sectional electric field intensity

distributions for the cases when a considerable level of uni-
directionality appears. The factors GX and GY are 800 and
600 nm, respectively, for the “asymmetric layout,” whereas
both GX and GY are 600 nm for the “symmetric layout.” In or-
der to obtain field distributions, we radiate continuous-wave
(CW) input light at a wavelength of 1127 nm, and the refractive
index and extinction ratio of the gold structures are 0.312 and
7.93, respectively [25]. The near-field intensities of the y-polar-
ized field (jEyj2) and the x-polarized field (jExj2) are evaluated
by irradiating forward-direction x-polarized input light and
backward-direction y-polarized input light, respectively. An
evident difference between the forward and backward direc-
tions is observed for the asymmetric layout, whereas no evi-
dent interactions are observed in the case of the symmetric
layout, especially regarding the “forward” direction.

4. THEORY OF UNIDIRECTIONAL LIGHT
PROPAGATION VIA OPTICAL NEAR FIELDS
BASED ON ANGULAR SPECTRUM
REPRESENTATION
Based on the theoretical approach outlined in Section 2, we
characterize the direction-dependent polarization conversion,
or unidirectionality, by using the angular spectrum represen-
tation of optical near fields. The two-layer system is shown

schematically in Fig. 5(a), in which a “virtual intermediate
layer” is assumed in the middle of the two layers.

With x-polarized forward-direction input light, the electron
charges in each of the grating structures in the first-layer
structure are concentrated at the left and right edges with dif-
ferent signs, thanks to the coupling between the input light
and electrons in the metal. We model such a situation by
an array of induced oscillating electrical dipoles appearing
at the left and right edges of the gratings [Fig. 5(b)]. The di-
poles are oriented parallel to x axis and a pair of dipoles lo-
cated at both edges has a phase difference of π.

On the other hand, with y-polarized backward-direction in-
put light, the electron charges are concentrated at the corners
of the L-shaped elemental structures, whereby the signs of the
induced electron changes at the corners of a single L-shape
structure are opposite to each other. Similarly to the above-
mentioned forward-direction input light modeling, we con-
sider that an array of oscillating electrical dipoles is induced
at the positions indicated by the arrows shown in Fig. 5(c).
Referring to the physical dimensions in the electromagnetic
simulations in Section 3, we specify the relative distances
between the dipoles as shown in Fig. 5(c); note that the dimen-
sions are given in units of wavelength. Also, in order to equate
the power of the total input light for both the forward and
backward directions, the numbers of induced electrical
dipoles are assumed to be the same between the forward
x-polarized input light and backward y-polarized input light,
and the amplitudes of all induced dipoles are also assumed
to be the same.

In order to quantify the angular spectra triggered by these
arrays of dipoles, we introduce the following model: suppose
the dipole d�k� is oriented at an angle θ�k� with respect to

Fig. 4. Cross-sectional electric field intensity distributions when the asymmetric and symmetric structures are irradiated with CW input light at a
wavelength of 1127 nm.
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z axis and at an angle ϕ�k� in the x–y plane, that is,
d�k� � d�k��sin θ�k� cosϕ�k�; sin θ�k� sinϕ�k�; cos θ�k��, as shown
schematically in Fig. 5(d). Suppose also that we observe
the radiation from d�k� at a position displaced from the dipole
by R�k� � �r�k�‖ cosφ�k�; r�k�‖ sinφ�k�; ZM�. In such a case, based
on Eq. (5), the angular spectrum representation of the
z-component of the electric field at position R in the assumed
boundary plane for evanescent waves (namely, 1 ≤ s‖ < �∞)
is given by [18]

Ez�R� �
�
iK3

4πε0

�X
k

Z
∞

1
ds‖

s‖
sz

f �k�z �s‖; d�k�;R�k��; (7)

where

f �k�z �s‖;d�k�;R�k���ds‖
�����������
s2‖−1

q
sinθ�k� cos�ϕ�k�

−φ�k��J1�Kr�k�‖ s‖�

×exp
�
−KZM

�����������
s2‖−1

q �

�ds2‖ cosθ
�k�J0�Kr�k�‖ s‖�exp

�
−KZM

�����������
s2‖−1

q �
:

(8)

Here, Jn�x� represents a Bessel function of the first kind,
where n is an integer, and the term Σkf

�k�
z �s‖; d�k�;R�k��

corresponds to the angular spectrum of the electric field origi-
nating from an array of dipoles d�k�.

Here, we focus on the point P at the virtual intermediate
layer whose horizontal and vertical positions lie directly
above the center of the pair of L-shaped elements in the sec-
ond-layer structure [Fig. 5(a)]. Furthermore, in order to take
account of the layout dependencies of the second-layer struc-
ture, the angular spectrum concerns dipoles located on the
left, right, upper, and lower neighboring areas with respect
to the point P.

Assuming ZM is λ∕10, the angular spectrum at the virtual
boundary plane originating from an array of dipoles induced
in the first layer by the x-polarized forward input light, which

is denoted by f �F�X IN→M , is given by Eq. (8) and is shown by the
solid curve in plot (i) (ZM � λ∕10) in Fig. 6. Similarly, an array
of dipoles induced in the second layer by the y-polarized back-
ward input light gives the angular spectrum denoted by

f �B�Y IN→M , as shown by the dashed curve in plot (i) (ZM �
λ∕10) in Fig. 6.

As outlined in Section 2, a portion of the angular spectrum
induced by the forward-direction x-polarized input light
polarization can contribute to the y-polarized output light
from the second layer. Ideally, the perfect y-polarized for-
ward-direction output light is equivalent to a situation where
y-polarized backward-direction input light induces an array of

Fig. 5. Theoretical model based on angular spectrum representation. (a) Virtual intermediate layer, which is equidistant from the first and second
layers by distance ZM . (b) Array of dipoles induced at the first layer by x-polarized input light for the forward direction. (c) Array of dipoles induced
at the second layer by y-polarized input light for the backward direction. (d) Geometrical illustration of the orientation of dipoles and the relative
position where the angular spectrum representation is evaluated.

2410 J. Opt. Soc. Am. B / Vol. 31, No. 10 / October 2014 Naruse et al.

95



dipoles in the second layer. Therefore, we consider that the
“filter” that chooses portions that constitute the y-polarized
output light from the angular spectrum f �F�X IN→M is based on
f �B�Y IN→M . Specifically, we normalize f �B�Y IN→M by either the maxi-
mum or minimum value of f �B�Y IN→M so that the resultant “filter,”
which is now denoted by f̂ �B�Y IN→M , is in the range between
��1;−1� [plot (ii) (ZM � λ∕10), Fig. 6]. As a result, the angular
spectrum for the y-polarized output light in the forward direc-
tion is given by

f �F�X IN→YOUT
� f �F�X IN→M × f̂ �B�Y IN→M; (9)

where the multiplication is applied for each spatial frequency
(s‖), and is shown by the solid curve in plot (iii) (ZM � λ∕10)
in Fig. 6. Following the same approach, the angular spectrum
for the x-polarized output light in the backward direction is
given by

f �B�Y IN→XOUT
� f �B�Y IN→M × f̂ �F�X IN→M; (10)

where f̂ �F�X IN→M and f �B�Y IN→XOUT
are, respectively, obtained as the

dashed curves in plot (ii) (ZM � λ∕10) and plot
(iii) (ZM � λ∕10) in Fig. 6.

It should be noted that the resultant angular spectra
f �F�X IN→YOUT

and f �B�Y IN→XOUT
exhibit different curves, meaning that

the polarization conversion efficiency is direction-dependent,
which is consistent with the numerical demonstrations shown
in Fig. 2(c).

Furthermore, when ZM is assumed to have either a smaller
value (λ∕20) or a larger one (λ∕4), the angular spectra are,
respectively, derived as shown in the rows ZM � λ∕20 and
ZM � λ∕4 in Fig. 6. The differences between the resultant an-
gular spectra of the forward and backward directions are
smaller than those in the former case ZM � λ∕10, which
are quantified by calculating f �F�X IN→YOUT

∕f �B�Y IN→XOUT
at each spa-

tial frequency, and we refer to this as the figure of merit (FoM)
of unidirectionality. This FoM can be defined with respect to
spatial frequencies for which the denominator is nonzero; the
FoM results in a constant value at valid spatial frequencies.
This FoM of unidirectionality depends on the interlayer dis-
tance (2 × ZM), as demonstrated in Fig. 7(a), indicating that
the unidirectionality is maximized at distances that are neither
too small nor too large; this is consistent with the electromag-
netic simulations shown in Fig. 3(a).

Such an attribute is physically reasonable by considering
the explicit representation of optical near fields by the angular
spectrum. The angular spectrum representation of optical
near fields, given by Eq. (7), indicates that the penetration
depth of evanescent waves is very small for larger spatial
frequencies (s‖), whereas it is large for smaller spatial
frequencies; such an attribute is clearly indicated in plot (i)
in Fig. 6, where the angular spectra can exist at larger spatial
frequencies as ZM decreases. Also, the resultant hierarchical
attributes of optical near fields [18] suggest that near-field ef-
fects originating from spatial fine structures cannot be trans-
ferred to a distant plane; therefore, it is reasonable that the
angular spectra of the forward and backward directions
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(f �F�X IN→YOUT
and f �B�Y IN→XOUT

) follow similar traces with larger ZM

(λ∕4). In other words, the near-field effects are negligible as
ZM increases. On the other hand, too small a value of ZM in-
dicates that coarse-scale spatial attributes, that is, the asym-
metric layout of the dipole arrangements specified by GX and
GY , are difficult to be delivered through near-field inter-
actions, resulting in the relatively similar angular spectra,
as in the case of ZM � λ∕20.

In order to address the layout dependency, the dotted and
dotted–dashed curves in Fig. 7(b) indicate, respectively, the
angular spectrum of the forward (f �F�X IN→YOUT

) and backward di-
rections (f �B�Y IN→XOUT

) when the second-layer L-shapes are ar-
ranged in a symmetric manner while ZM is given by λ∕20.
Specifically, both GX and GY [specified in Figs. 5(b) and 5(c)]
are λ∕2 for the symmetric architecture. The two angular
spectra follow nearly the same traces, meaning that the sym-
metric layout of the second-layer structure causes the unidir-
ectionality to diminish, which is indeed consistent with the
simulation results demonstrated in Fig. 3(b). The solid and
dashed curves in Fig. 6(b) are, respectively, the forward and
backward angular spectra when the L-shapes are arranged
asymmetrically, which behave differently from each other.
[These curves are the same as the ones shown in plot (iii)
(ZM � λ∕20) in Fig. 6.]

Finally, we make a few remarks about the results of the
present study. The first is a comment regarding the fact that
the unidirectionality appears in a particular wavelength range
(900–1200 nm) but not at other wavelengths. This is based on
the resonance of the input light and the nanostructured matter
placed at the entrance side of the input light; in the case of
gold embedded in SiO2, the unidirectionality appears in the
range presented. The second is a comment about the polari-
zation conversion efficiencies (T �F�

X→Y , T �F�
Y→X , T �B�

X→Y , and
T �B�
Y→X), which take small values, in general, lower than 10%.

Clarifying the upper bound of the achievable polarization con-
version efficiencies and unidirectionality will be an interesting
topic of a future study. Also, similarly to the first remark,
material dependence may be present, which could be ex-
ploited to increase the unidirectionality. The third is a com-
ment regarding the applications of this study. As noted
repeatedly in the paper, we consider that the significance
of the angular-spectrum-based approach shown here is that

we can explicitly grasp the unidirectionality based on the no-
tion of transfer of momentum via optical near fields. In this
context, the principle proposed has advantages in terms of
its general-purpose properties or utility. Also, based on the re-
sults and/or theoretical elements shown in this paper, we may
be able to seek the origin of unidirectionality at a more fun-
damental level. Meanwhile, as is also mentioned in the liter-
ature [1,2,4–13], the potential industrial applications of
unidirectional optical devices are vast, including optical iso-
lators, one-way mirrors, etc.

5. SUMMARY
In summary, we demonstrate a theoretical foundation for di-
rection-dependent polarization conversion efficiency, yielding
unidirectional light transmission, in two-layer isotropic
nanostructured matter based on the angular spectrum repre-
sentation of optical near fields. The interlayer distance
dependencies and the asymmetric and symmetric layout
dependencies of nanostructured matter exhibit agreement be-
tween electromagnetic numerical simulations and the theo-
retical calculations. The explicit representation of optical
near fields by the angular spectrum, which is a decomposition
of evanescent waves with different decay lengths, provides a
physically intuitive picture in considering polarization conver-
sion involving subwavelength structures. This study provides
insights into unique optical properties, such as unidirectional-
ity, stemming from isotropic shape-engineered nanostruc-
tured matter, which will lead to fundamental guiding
principles for understanding and engineering nanostructures
for novel functionalities.
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Abstract The surface modification is indispensable to

facilitate new functional applications of micro/nanofluidics

devices. Among many modification techniques developed

so far, the photo-induced chemical modification is the most

versatile method in terms of robustness, process simplicity,

and feasibility of chemical functionality. In particular, the

method is useful for closed spaces, such as post-bonded

devices. However, the limitation by optical diffraction limit

is still a challenging issue in scaling down the pattern sizes

to nanoscale. Here, we demonstrated a novel surface

modification on sub-100 nm scale utilizing the novel

optical near-field (ONF) generated on nanostructures of

photocatalyst (TiO2). The minimum pattern size of 40 nm,

which was much smaller than diffraction limit, was

achieved using a visible light source (488 nm) and a con-

ventional irradiation setup. The controllability of pattern

size by light intensity, the feasibility of functionality, and

the non-contact working mode have impacts on surface

patterning of post-bonded micro/nanofluidics devices. It is

also worthy to note that our results verified for the first time

the ONF on nanostructures of non-metal materials and its

ability to manipulate the chemical reaction on nanoscale.

Keywords Surface modification on nanoscale �
Modification of bonded chip � Optical near-field �
Photocatalytic chemical modification

1 Introduction

Surface properties of microfluidic devices are of signifi-

cance to facilitate many applications including analytical

or biological devices, fluidic control, and chemical reac-

tion (Delamarche et al. 2005; West et al. 2008). Moreover,

the downscaling of fluidic devices to 101–103 nm scale,

which is referred as extended-nano fluidics, has resulted in

a very high surface-to-volume ratio and significantly

dominant surface effects. Surface properties induced

unique properties of liquid in extended-nano fluidics such

as ion enrichment (Pu et al. 2004), fast proton transfer

(Tsukahara et al. 2007), and viscosity increase (Hibara

et al. 2003). These unique properties are quite promising

for next functional nanofluidic devices, and controlling the

surface properties is indispensable to realize those devices.

Chemical modification of surface is the key technology

not only in microfluidics/nanofluidics, but also in many

research fields including optical and electronic field, cell

biology, and tissue engineering. Selective functional

modification, together with the scaling down of modified

features to nanoscale, has been of great importance to

exploit new value, unique properties of materials, and

practical applications of devices (Xia and Whitesides

1998; Wouters and Schubert 2004; Qi et al. 2004; Gane-

san et al. 2010). For example, selective patterning of

surface has made it possible to attach nanomaterials,

biomolecules, or polymers for functional nanodevices

(Mendes et al. 2007). In biosensing application, the

selective functionalization is necessary to render chemical
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specificity toward analytes, as well as to improve the

sensitivity (Jane et al. 2009). Generally, the spatial reso-

lution and chemical functionality are two crucial

requirements in modification. Specifically, for microflu-

idic/nanofluidic devices, the fabrication (bonding) process

usually consists of thermal/plasma treatment, and strong

acidic/alkali washing that may damage the modified pat-

terns, especially for soft materials or biomaterials. Thus,

the techniques that allow the chemical modification after

the devices are sealed are highly desirable (Priest 2010).

Numerous techniques including photolithography, nan-

olithography, self-assembly of supramolecules have been

developed to realize the chemical patterning with resolu-

tion from several micrometers to several nanometers.

Nanolithography such as dip-pen nanolithography (Huo

et al. 2008), nanoimprinting, and scanning probe lithogra-

phy (Tseng et al. 2005) has demonstrated prominent spatial

resolution, yet the scanning and probing principle limit

their application to modification of open surfaces, and

modification to post-bonded devices is difficult. Those

techniques also require expensive equipment and do not

have a high throughput. There have been many efforts to

realize the chemical patterning that work on non-contact

mode such as using thermal (Park et al. 2007), electrical, or

electrochemistry (Bunimovich et al. 2004), but they still

have limitation in spatial resolution and chemical

feasibility.

In microscale, the photo-induced methods are widely

used, owing to their outstanding feasibility of chemical

functionality, controllability, and robustness. However, in

principle, the diffraction limit of light is the bottle-neck in

improving the spatial resolution. Some optical near-field

(ONF) techniques have been introduced to overcome the

optical diffraction limit. One of beneficial property of ONF

is its ability to optically induced physical and chemical

processes at the nanometer scale. These techniques are

usually enabled by embedding metal nanostructure as local

field hot spot, or using the scanning near-field microscopy

(SNOM) (Menard 2007; König et al. 2012; Ueno et al.

2008; Luo and Ishihara 2004). For example, Ohtsu et al.

succeeded in the photolithography with the groove width of

50 nm, using the non-adiabatic photochemical reaction

induced by the ONF generated on a Cr mask (Yonemitsu

et al. 2005), but this method still need the contact of mask

and modified surface.

In this work, we have realized a novel chemical modi-

fication using the ONF generated on nanostructures of

photocatalyst (TiO2) that can work well for close spaces.

Here, the ONF allowed the scaling down of pattern size to

several tens of nanometers, and the photocatalytic property

of TiO2 offered many potential modification strategies such

as destructive modification (decomposition) or construc-

tive modification (self-assembly, polymerization, etc.).

2 Principle

The principle of this method is based on our previous

reports about the ONF generation on nanostructure TiO2

and the ONF-induced visible response photocatalytic water

splitting (Le et al. 2011, 2012). The bandgap energy of

TiO2 is 3.2 eV (wavelength: *380 nm); thus, conven-

tionally, an UV-photon is required to excite an electron

from valence band to conduction band of TiO2. However,

even under visible (488 nm) irradiation, the ONF generated

on nanostructures TiO2 can excite the coherent phonons in

the nanostructures, together with the ONF. These excited

coherent phonons form a coupled state, which is called

exciton–phonon-polariton. This coupled state contributes

to the so-called phonon-assisted process, which excites an

electron in the valance band of TiO2 to the higher phonon

level and successively to the conduction band by normal

light absorption, even though the energy of incident photon

is lower than its bandgap energy. This excitation process is

allowed by the ONF, even though the transition is an

electric-dipole forbidden process. It should be noted that

although this is multi-step excitation via the phonon level

(real states), it is totally different with the nonlinear multi-

photon absorption using virtual states. In other words, ONF

has an apparent energy higher than the incident photons.

The novel property of ONF has also been experimentally

verified and widely applied as non-adiabatic photolithog-

raphy (Kawazoe et al. 2007), novel self-organized photo-

chemical etching (Yatsui et al. 2008), optical frequency up-

conversion (Kawazoe et al. 2009), and semiconductor

photovoltaic (Yukutake et al. 2010), etc. These results have

inspired us to apply this concept to the photocatalytic

chemical reactions on nanostructure TiO2 for modification,

since the superior spatial resolution of ONF and the size/

structure dependency could manipulate the chemical

reaction at nanoscale.

The concept in Fig. 1a generally describes how the ONF

is generated and the photocatalytic modification is con-

trolled on nanoscale on TiO2 nanostructures. As TiO2

nanostructure is irradiated with visible propagating light

(wavelength: 488 nm), ONF is generated at the edges of

nanostructures. This ONF has apparent higher energy

(apparent UV-photon), which allows the excitation of

TiO2, following by the photocatalytic reaction of TiO2,

even under visible light irradiation. The usage of visible

light results in the selective excitation of TiO2 at ONF-

generated sites only, since at other sites, without ONF,

488 nm light cannot excite TiO2. Consequently, it is

expected that the photocatalytic reaction occurs exactly at

ONF-generated sites. For example, when the size of

nanostructures was small enough (below 200 nm), it was

possible to control the chemical reaction on the whole

single nanostructures. While in larger nanostructures, the
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chemical reaction was likely to enhance at the edges,

remaining the center of pillar untreated (Le et al. 2012).

Interestingly, we have also verified the dependency of ONF

generation on the light intensity that indicates the con-

trollability of pattern size by irradiation power. In this

study, we demonstrated the photocatalytic degradation of

the octadecylsilyl (ODS) as the representative process to

realize hydrophobic/hydrophilic patterning. The protocol

for the whole process is shown in Fig. 1b. Here, the top-

down fabrication method, which allowed the construction

of uniform, scalable, and shape specific nanostructures,

was chosen.

3 Experimental

3.1 Fabrication and characterization of TiO2 film

The nanopillar or nanogap structures were fabricated onto a

fused-silica substrate by electron-beam lithography (EBL),

followed by a dry etching process. The substrate was then

deposited with a 20-nm-thick tin-doped indium oxide (ITO)

and 100-nm-thick TiO2 layer by a sputtering method. The

ITO layer was used as a conducting layer during electron-

beam microscopy (SEM) measurements. The fabricated

TiO2 thin film was then undergoing a post-annealing at

450 �C in 4 h to convert it into anatase crystalline phase.

The surface was modified with ODS by wet protocol [see

supporting information (2)].

3.2 Optical near-field induced degradation of ODS

and evaluation

In the ODS degradation experiment, the film with nano-

structures was irradiated with 488 nm light (Ar? ion laser,

Coherent Japan Inc., Japan) in 5 h by changing the inten-

sity in the range of 5.0 9 102–1.0 9 104 W cm-2. The

usage of visible light led to the selective degradation of

ODS at ONF-generated sites only, since 488 nm could not

excite TiO2 on the remaining areas. In order to evaluate the

ODS degradation, the whole film was stained by fluores-

cent dye Rhodamine B (25 lM) and observed by fluores-

cence microscopy. Rhodamine B is likely to adsorb onto

hydrophobic surfaces; therefore, rhodamine B is expected

to adsorb onto the ODS-remaining area (hydrophobic area).

The substrate was then cleaned and observed by a fluo-

rescence microscope.

Since the ODS degradation was induced by ONF, it was

expected that the ODS was not removed uniformly on

single nanostructures, yet the ODS degradation should be

significantly enhanced at their edges, compared with the

center. The main reason is the enhancement of ONF at the

edges of nanostructures that have been previously reported

(Kawazoe et al. 2007). This effect is also similar to the

Fig. 1 ONF-induced partial

surface modification: a concept

of ONF-induced photocatalytic

degradation of ODS monolayer

on TiO2 and b protocol of the

whole modification process:

fabrication of TiO2

nanostructures by EBL and

sputtering, surface modification

of ODS, and selective

degradation of ODS

Microfluid Nanofluid (2014) 17:751–758 753
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enhanced local electric field at the edges of metal nano-

structures in case of plasmonic field (Valev et al. 2012).

However, the optical diffraction limit of fluorescence

microscopy cannot allow us to observe this phenomenon

with nanometer scale resolution. In order to observe the

degradation of ODS with nanometer scale resolution, we

used the selective photodeposition of Pt onto the ODS-

degraded area and observed the Pt patterns by SEM as

shown in Fig. 2. The details of Pt photodeposition protocol

were described in supporting information (3). The Pt was

expected to be photodeposited at the ODS-degraded area,

while remaining ODS layer kept the area from reacting

with Pt ions (Juodkazis et al. 2001). As a result, Pt was

deposited onto the ODS-degraded area only. The deposited

Pt was observed using SEM, and the existence of Pt was

confirmed by the energy-dispersive X-ray (EDX) mapping

[see supporting information (4)]. The achieved Pt patterns

were useful for exactly evaluating the size of ODS-degra-

ded area on single nanostructures.

4 Results and discussion

4.1 Evaluation of ODS degradation by fluorescence

(FL) microscopy

Figure 3a shows the ODS degradation of a substrate with

nanostructures (width 180 nm 9 gap 20 nm 9 height 50 nm).

On the 488 nm irradiated area, the ODS degradation or the

exposure of TiO2 appeared as the dark spot, while ODS was

remained and stained by a fluorescent dye (rhodamine B) at the

non-irradiated area. As a negative control experiment, we also

carried out the same experiment on a flat TiO2 substrate

without nanostructures. The degradation ratio was evaluated

using the equation in Fig. 3a. The dependency of ODS deg-

radation ratio on 488 nm irradiation intensity in Fig. 3b shows

that there was a significant enhancement (enhancement factor

larger than 8) of ODS degradation ratio on nanopillars TiO2

compared with that of the flat substrate, though ODS on flat

TiO2 film was also slightly degraded under 488 nm irradiation.

This result strongly supports our principle that the ODS deg-

radation was induced by ONF at nanostructures.

4.2 Evaluation of modified pattern size based

on Pt patterns

In order to exactly evaluate the ODS degradation patterns,

the Pt photodeposition process was carried out. The result

is shown in Fig. 4. The SEM and SEM–EDX images in

Fig. 4 verified that outside the 488 nm irradiated spot,

there was no Pt deposited on the surface, while inside the

488 nm irradiated spot, Pt appeared as bright patterns at the

edges of nanostructures. It indicated that the Pt was

deposited onto the ODS degradation area.

Figure 5 shows various modified features manipulated

by the irradiation intensity and design of nanostructures. As

expected, it was clear that Pt was detected at the edges of

nanostructures, whereas there was no Pt deposited at the

center. Interestingly, we found out that the size of pillar did

not affect the size of modified features, but the 488 nm

irradiation intensity did determine the size of Pt patterns.

The minimum size of 40 nm was achieved with nano-

structures of width 180 nm 9 gap 20 nm 9 height 50 nm

under irradiation intensity of 0.8 kW cm-2 (Fig. 5a),

which was much smaller than the wavelength of using

light. As increasing the irradiation intensity up to

14.1 kW cm-2 on nanostructures of width 900 nm 9 gap

100 nm 9 height 50 nm (Fig. 5b), the modified patterns

with a half-pitch of 350 nm were achieved (Fig. 5b).

The dependency of pattern size on the 488 nm light

intensity was also investigated as shown in Fig. 5c. Details

about evaluation of pattern sizes were described in sup-

porting information (5). The larger pattern sizes were

achieved by increasing irradiation intensity. For example,

Fig. 2 High-resolution

visualization method of ODS

degradation by SEM after

selective photodeposition of Pt

onto the ODS-degraded area
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the increase of irradiation intensity in Fig. 5a by one order

of magnitude in Fig. 5b resulted in the increase in pattern

sizes from several tens of nanometers to several hundreds

of nanometers. It is also suggested that the modified fea-

tures could be easily manipulated by irradiation intensity

and design of nanostructures. As mentioned above, the

deposited Pt could be considered as the trace of ODS-

degraded area. The ODS degradation at edges of nano-

structures was consistent with previous reports about

photolithography using visible optical near-fields generated

on Cr mask (Kawazoe et al. 2007). The enhancement of

ONF at the edges is similar to the enhancement of local

electric fields at edges of metal nanostructures, according

to numerical calculation model, as well as experimental

results (Valev et al. 2012).

The non-uniform deposition of Pt on nanopillars

strongly supported our conclusion that ODS was degraded

by ONF effect. Since the ONF generation at edges of

nanostructures was confirmed, we demonstrated modifica-

tion using nanochannel structures. For example, in Fig. 5d,

40 nm-wide channel structures with 160 nm gap between

channels were drawn by EBL. This design generated pat-

tern size of 550 nm (Fig. 5d-2).

Although the experiments were carried out on an open

substrate, the working principle that does not need masks

or the contact to surfaces suggested that our method was

applicable to post-bonded micro/nanofluidics devices.

Moreover, the high photocatalytic activity of TiO2 would

offer a wide range of chemical modification. The ODS

degradation in our experiments results in the partial tai-

loring wettability of surface (ODS is hydrophobic while

TiO2 is hydrophillic) at sub-100 nm scale. It should con-

tribute an effective technique to realize two-phase flow

(Hibara et al. 2002) or Laplace valve (Mawatari et al. 2013)

for nanofluidics, which are difficult to realize by conven-

tional photo-induced methods.

In our experiments, it took five hours for the total deg-

radation of ODS layer at irradiation intensity of

*kW cm-2, but we believe that the increase in intensity

by several orders of magnitude could significantly improve

the chemical reaction rate toward the rapid manipulation of

surface chemical reaction. Thus, it is expected to open a

new perspective in optical manipulation of surface chem-

istry in restricted small spaces. In this case, the spatial

resolution could be manipulated by the size of

nanostructures.

Fig. 3 Visualization of ODS

degradation by fluorescence

microscopy after staining the

remaining ODS with rhodamine

B: a microscope image and

b dependence of degradation

ratio on irradiation intensity of

488 nm light. The Ibackground

represents the intensity of

substrate before rhodamine B

staining

Fig. 4 Visualization of ODS

degradation: a SEM image and

b EDX mapping of Pt element
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The plasmonic field enhancement on metal nanostruc-

tures has been intensively studied, yet there are still few

studies on local field enhancement at nanostructures of

materials other than metal. In the present work, the

observation of Pt as the trace of ONF generation could be

considered as the first verification and visualization of ONF

on semiconductor materials. Furthermore, the visualization

showed that under linearly polarized light, there was no

Fig. 5 SEM images of ODS

degradation with different

nanostructures: a non-irradiated

area (a1) and irradiated area

(a2) with nanostructures of

width 180 nm 9 gap

20 nm 9 height 50 nm

(irradiation intensity of

0.8 kW cm-2), b non-irradiated

area (b1) and irradiated area

(b2) with nanostructures of

width 900 nm 9 gap

100 nm 9 height 50 nm

(irradiation intensity of

14.1 kW cm-2), c the

dependency of pattern sizes on

the irradiation intensity (see

supporting information for the

definition of the pattern size),

and d an example using a

nanochannel structure (40 nm-

wide channel structures with

160 nm gap between channels)

to demonstrate 550 nm pattern

size
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significant difference between the vertical and longitudinal

edges of square nanopillars. Unlike the strong dependence in

polarization of light reported in case of plasmonic local field,

the polarization dependence of ONF is negligibly small.

5 Conclusion

In summary, we have successfully realized a novel surface

chemical modification that was enabled by the ONF gen-

erated on nanostructures of photocatalyst, though there was

still a problem of non-uniform modified pattern at low

irradiation intensity. The achievement of 40 nm patterns,

the controllability of spatial resolution by irradiation

intensity, and the feasibility of chemical functionality are

main advantages of our method. Moreover, our method

works well for closed spaces that may contribute to many

practical applications for post-bonded micro/nanofluidic

devices. Our method is conceptually novel in utilizing of

ONF for photocatalysis, owning to its prominent spatial

resolution and unique property in electronic excitation.
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We investigated high-field electroluminescence (EL) in semiconductor tunnel junctions with a

Mn-doped GaAs layer (here, referred to as GaAs:Mn). Besides the band-gap emission of GaAs, the

EL spectra show visible light emissions with two peaks at 1.94 eV and 2.19 eV, which are caused

by d-d transitions of the Mn atoms excited by hot electrons. The threshold voltages for band-gap

and visible light EL in the tunnel junctions with a GaAs:Mn electrode are 1.3 V higher than those

of GaAs:Mn excited by hot holes in reserve biased pþ-n junctions, which is consistent with the hot

carrier transport in the band profiles of these structures. Our EL results at room temperature show

that the electron temperature in GaAs:Mn can be as high as �700 K for a low input electrical power

density of 0.4 W/cm2, while the lattice temperature of the GaAs:Mn layer can be kept at 340 K.
VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4895700]

I. INTRODUCTION

High-field electroluminescence (EL) due to the d-d tran-

sitions in transition metal (TM)-doped wide-gap II-VI semi-

conductors have been well studied for display applications.1

The most well-studied material is Mn-doped ZnS (ZnS:Mn),

which was commercialized as an electroluminescent phos-

phor used in flat panel displays from the late 80s to early 90s.

Since the band gap of ZnS (�3.7 eV) is neither too large nor

too small, electrical excitation of Mn2þ ions is realized by

applying a high electric field (106 V/cm) directly to ZnS:Mn.

Under this high electric field, electron carriers are accelerated

to sufficiently high energy, such that they can excite the

Mn2þ atoms by impact excitation. Such light emissions due

to d-d transitions have several advantages over conventional

band-gap emissions. The most important advantage is that d-
d transitions can occur even in indirect band-gap semiconduc-

tors, where the band-gap emission is not effective. While EL

due to the d-d transitions of TM atoms in II-VI semiconduc-

tors are well-known, realization of EL by the same mecha-

nism in more widely used semiconductors, such as GaAs and

Si, is very challenging due to the very low equilibrium solu-

bility of TM atoms in GaAs and Si and the high conductivity

of TM-doped GaAs and Si. Therefore, electrical excitation of

TM atoms by a high electric field cannot be realized in the

same manner as was done in TM-doped II-VI semiconduc-

tors. Recently, we have demonstrated visible light EL due to

the d-d transitions in pþ-n light-emitting diodes (LEDs) with

a Mn-doped GaAs (GaAs:Mn) layer, in the temperature range

from 4 K up to room temperature.2 EL due to the d-d transi-

tions in GaAs:Mn is particularly interesting, since GaAs:Mn

is a model material system for studying the ferromagnetism

in TM-doped semiconductors,3,4 but very little is known

about its luminescence characteristics, especially its high-

field EL due to the d-d transitions. In GaAs:Mn, the low

equilibrium solubility of Mn in GaAs was overcome by using

the low-temperature molecular-beam epitaxy (LTMBE)

method,5 which allows us to dope Mn in GaAs up to a few

percents. Since Mn atoms are acceptors in III-V semiconduc-

tors, GaAs:Mn is a pþ semiconductor with a hole concentra-

tion as high as 1020�1021 cm�3 and a resistivity as low as

10�2�10�3 X cm. Therefore, in order to realize LEDs using

the d-d transitions in GaAs:Mn, unconventional device struc-

tures should be carefully designed such that hot carriers can

be injected to GaAs:Mn layers for impact excitation of Mn d
electrons. In this paper, we introduce a general strategy to

design such structures using semiconductor band engineering

techniques. Then, we describe suitable device structures, such

as pþ-n junctions (which have already been demonstrated)

and tunnel junctions. Finally, we report on high-field EL in

semiconductor tunnel junctions with a Mn-doped GaAs layer.

II. DEVICE STRUCTURES FOR LIGHT-EMITTING
DEVICES

In order to electrically excite the Mn d electrons in very

conducting GaAs:Mn layers, we propose a basic device

structure consisting of three different layers; (i) a carrier

injection layer, (ii) a carrier acceleration layer with a high

electric field, which lies next to (iii) a luminescent GaAs:Mn

layer, as schematically shown in Fig. 1(a). In this basic struc-

ture, charge carriers (electrons or holes) are injected from

the carrier injection layer to the carrier acceleration layer.

Then, the charge carriers are accelerated by the high electric

field in the acceleration layer, such that they can gain suffi-

ciently high energy when they exit the acceleration layer.

Finally, these hot carriers can excite Mn atoms by impact ex-

citation when they encounter them in the luminescent

GaAs:Mn layer. In this way, we can electrically excite the

Mn atoms even in the very conducting GaAs:Mn layer. In

0021-8979/2014/116(11)/113905/6/$30.00 VC 2014 AIP Publishing LLC116, 113905-1
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the following, we describe our device structures in more

details. Figures 1(b)–1(d) show the band profiles of our de-

vice structures.

(A) Semiconductor pþ-n junctions containing a pþ

GaAs:Mn layer, such as a pþ-type Mn-doped GaAs

(GaAs:Mn)/n-type Si-doped GaAs (GaAs:Si) junction, as

shown in Fig. 1(b). When a high reverse bias voltage (i.e.,

�6 V) is applied to the pþ-n junction, an intense electric field

(�106 V/cm) builds up in the depletion layer of the pþ-n junc-

tion. Holes are injected from the GaAs:Si to the depletion

layer by Zener tunneling. These holes are accelerated to suffi-

ciently high energy by the high electric field in the depletion

layer, such that these hot holes can excite the d electrons of

the Mn atoms by impact excitation when they exit the deple-

tion layer and are injected into the GaAs:Mn layer. This device

structure can be driven only by a direct current (DC) source.

(B) Semiconductor tunnel junctions with at least one pþ

GaAs:Mn layer, such as a pþ GaAs:Mn/AlGaAs tunnel

barrier/p-type GaAs:Be structure, as shown in Fig. 1(c).

Under a high bias voltage, electrons are injected from the va-

lence band of the GaAs:Be layer to the conduction band of

the tunnel barrier by Fowler–Nordheim type inter-band tun-

neling. These electrons are accelerated by the high electric

field in the tunnel barrier, such that they can excite Mn atoms

by impact excitation when they are injected into the

GaAs:Mn layer. If both the electrodes are GaAs:Mn, this de-

vice structure can be driven by an alternating current (AC)

source. A similar device structure with the same operating

mechanism is a metal-insulator-semiconductor (MIS) struc-

ture, such as an Au/Al2O3/GaAs:Mn tunnel junction as

shown in Fig. 1(d). In the MIS structure, the metal layer acts

as a carrier injector. However, the MIS structure can only be

driven by a DC source.

In our previous study, we demonstrated visible reddish

yellow EL due to the d-d transitions of Mn in structure (A),

which is GaAs:Mn/GaAs:Si pþ-n junctions, and confirmed

that these visible light EL emissions originate from the d-d
transitions of Mn.2 In this work, we investigate visible light

EL due to the d-d transitions of Mn in structure (B) at room

temperature, which gives us more insightful information on

the characteristics of the luminescent GaAs:Mn layers under

impact excitation. We will show that the electron tempera-

ture in GaAs:Mn can be as high as �700 K, while the lattice

temperature of the GaAs:Mn can be kept as low as 340 K.

We then discuss the impact excitation efficiency by hot elec-

trons in the GaAs:Mn layers.

III. SEMICONDUCTOR TUNNEL JUNCTION AND
POTENTIAL PROFILE

Figure 2(a) shows the schematic device structure of our

tunnel junctions, whose layered structure is 20 nm-thick pþ

GaAs:Mn (Mn 1%)/100 nm-thick undoped Al0.7Ga0.3As tun-

nel barrier/50 nm-thick p-type GaAs:Be (hole concentration

p¼ 3� 1018 cm�3), from the top to the bottom, grown on a

pþ GaAs:Zn substrate by MBE. The p-type GaAs:Be layer

and the Al0.7Ga0.3As tunnel barrier were grown at 580 �C,

while the top pþ GaAs:Mn layer was grown at 330 �C. The

tunnel junctions were processed into 2� 2 mm2 mesa diodes

by using photolithography and wet etching. A 20 nm-thick

Au thin film was evaporated on the surface of the GaAs:Mn

layer and the pþ GaAs substrate as electrodes. Figure 2(b)

shows the calculated potential profile of this LED, when a

bias voltage V¼ 6 V is applied to the junction. Electrons are

injected from the valence band of the GaAs:Be layer to the

conduction band of the Al0.7Ga0.3As tunnel barrier by

Fowler–Nordheim type interband tunneling. These electrons

are accelerated to high energy by the intense electric field

(6� 105 V/cm) in the Al0.7Ga0.3As tunnel barrier, and excite

the d electrons of Mn in the pþ GaAs:Mn layer by impact ex-

citation. The excited d electrons emit visible light when they

relax back to their ground states. At the same time, the hot

electrons can also generate electron-hole pairs in the

GaAs:Mn layer by impact ionization of the GaAs host, which

then recombine by either non-radiative or radiative proc-

esses. The radiative recombination processes result in band-

gap emissions from the GaAs:Mn layer. The band-gap

FIG. 1. (a) General structure for high-field EL devices using conductive Mn-

doped GaAs, which consists of a carrier injection layer, a carrier accelera-

tion layer, and a luminescent GaAs:Mn layer. Implementations of such a

structure can be (b) reverse biased pþ-n junctions, (c) semiconductor tunnel

junctions, and (d) MIS junctions with a luminescent GaAs:Mn layer. (b)–(d)

show the band profile of each device structure, where solid lines are the con-

duction band top and valence band bottom, and chained lines are the quasi

Fermi levels. Solid circles and blank circles are electrons and holes,

respectively.
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emissions give us useful information on the characteristics of

the GaAs:Mn layer under impact excitation, as discussed

later.

IV. ELECTRONIC STRUCTURE OF GaAs:Mn
AND HIGH-FIELD EL SPECTRUM

Next, we discuss on the electronic structure of the d elec-

trons of Mn atoms in GaAs as derived from the first principle

calculations,6,7 which is shown in Fig. 3(a), and compare it

with our results. In the case of Mn atoms doped in insulating

oxides or wide-gap II-VI semiconductors, the electronic

states of the d electrons are described by a configuration

model based on the atomic orbitals of free Mn atoms, such as
6A1(6S), 4T1(4G), 4A2(4F) states, etc. In the configuration

model, the p-d hybridization is treated as a perturbation that

breaks the forbidden rules of d-d transitions. However, for

Mn doped in GaAs, p-d hybridization is quite strong, thus the

d electrons of Mn are not in pure d orbitals.6,7 In this case, a

single-electron description of the d electrons taking into

account the strong p-d hybridization is more suitable. Let us

discuss on the p-d hybridized states of a single Mn atom at a

Ga site, as shown in the left panel of Fig. 3(a). The optical

ground states of a Mn atom in GaAs are the three-fold degen-

erate p-d hybridized up-spin anti-bonding t"
a states (dxy, dxz,

dyz), which are close to the top of the valence band. The t"
a

states are partially filled with two electrons and one hole at

each Mn site. The optical excited states are the two-fold

degenerate down-spin non-bonding e# (dz2, dx2� y2) and the

three-fold degenerate p-d hybridized down-spin anti-bonding

t#
a (dxy, dxz, dyz) states. As discussed in our previous work,2

transitions from the t#
a states to the e# state in the single-

electron model corresponds to that of 4A2(4F)!4T1(4G) tran-

sition of Mn d electrons (E1¼ 1.89 eV in ZnS:Mn), while the

transition from the e# states to the t"
a corresponds to that of

4T1(4G)! 6A1(6S) transition (E2¼ 2.16 eV in ZnS:Mn) in the

configuration model.

Figure 3(b) shows a representative EL spectrum of a tun-

nel junction device with the structure of Fig. 2, biased at a

voltage of V¼ 6.7 V and a current density J¼ 0.46 A/cm2,

measured at room temperature. We observe a strong band-

gap emission at E0¼ 1.41 eV, which is due to the radiative

recombination of electron-hole pairs that are generated by

impact ionization in the GaAs host. Besides the band-gap

emission, our LED shows visible light yellow-reddish emis-

sion at E1¼ 1.94 eV and E2¼ 2.19 eV. Note that these two

peaks are much higher than E0þD0 � 1.8 eV for pþ GaAs.

FIG. 2. (a) Schematic device structure of our semiconductor tunnel junc-

tions. (b) Calculated band profile of a tunnel junction, when biased by a volt-

age of 6 V. Electrons are injected to the conduction band of the Al0.7Ga0.3As

tunnel barrier by Fowler–Nordheim tunneling from the valence band of the

p-type GaAs:Be layer.

FIG. 3. (a) Electronic structures of a single Mn atom (left) and many Mn

atoms with Mn-Mn interactions (right). Here, t"(#)
a(b) represent the three-

fold degenerate p-d hybridized dxy, dxz, dyz orbitals, while e"(#) represent the

two-fold degenerate dz2, dx2� y2 orbitals of Mn d electrons. The subscripts "
and # represent spin-up and spin-down orbitals, respectively. The super-

scripts a and b represent the anti-bonding and bonding orbitals, respectively,

formed by the d orbitals of Mn and p orbitals of Ga vacancy dangling

bonds.6,7 Note that e"(#) remain non-bonding. CB and VB indicate the con-

duction band and valence band edge of GaAs. The t"
a states are optical

ground states. The e# and t#
a states are optical excited states. For many Mn

atoms, Mn-Mn interactions result in broad bands. (b) EL spectrum of a de-

vice when biased at V¼ 6.8 V and a current density J¼ 0.46 A/cm2 at room

temperature. The inset shows the magnified view of the visible light spec-

trum. Besides a band-gap emission at E0¼ 1.41 eV, there are visible light

emissions at E1¼ 1.94 eV and E2¼ 2.19 eV, corresponding to the t#
a !e#

and e# !t"
a transitions as indicated in (a).
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Furthermore, these peaks cannot be explained by the band-to-

band transitions in the Al0.7Ga0.3As tunnel barrier, because

Al0.7Ga0.3As is an indirect band-gap semiconductor with an

indirect band gap of 2.06 eV at the X point and a direct band-

gap of 2.41 eV at the C point. However, the E1 and E2 peak

are nearly the same as those of visible light emissions due to

the d-d transitions (at 1.89 eV and 2.16 eV) observed in

ZnS:Mn crystals8 and reverse biased GaAs:Mn/GaAs:Si pþ-n

junctions.2 In our previous study, the d-d transition nature of

these peaks from GaAs:Mn of the reserve biased pþ-n junc-

tions has been confirmed by their insensitivity to temperature

and bias current density, which is contrasting to the strong

temperature and bias-current-density dependence of the

band-to-band transitions, and by their good agreement with

the 4A2(4F) !4T1(4G) (1.89 eV) and 4T1(4G) ! 6A1(6S)

(2.16 eV) transitions in ZnS:Mn.2,8 However, we observe a

small blue-shift of peak E1 and E2 in the present devices com-

pared with those observed in reverse biased GaAs:Mn/

GaAs:Si pþ-n junctions.2 The origin of the small blue-shift is

not clear, but we suggest that the small blue-shift is probably

due to the difference in the tetrahedral crystal field of As

atoms, which is affected by the Mn-As distance. Since the

Mn-As distance can be changed by many factors depending

on the growth condition, such as excess As anti-sites in the

GaAs:Mn layer due to the low growth temperature, the

strength of the crystal-field can also be slightly changed by

the growth condition, which may slightly affect the energy

levels of Mn d electrons. Note that similar shift of the
4T1(4G) ! 6A1(6S) transition energy has also been observed

in Mn-doped II-VI semiconductors. For example, the 4T1(4G)

! 6A1(6S) transition in ZnSe:Mn can shift from 2.150 eV to

2.195 eV, depending on the Mn concentration.9

Another distinct characteristic of the d-d transitions in

GaAs:Mn is their broad linewidth compared with those of

ZnS:Mn. This can be explained by the formation of broad

Mn-induced d bands due to Mn-Mn interactions in III-V

semiconductors. According to the first principle calcula-

tions,6,7 the t"
a, t#

a, and e# states of neighboring Mn atoms

can interact with each other to form broad electronic bands,

as shown in the right panel of Fig. 3(a). Particularly, the t"
a

states can form an “impurity band” near the top of the va-

lence band, which was recently observed by soft x-ray angle-

resolved photoemission spectroscopy.10 Note that the forma-

tion of “impurity band” allows the metallic conduction of

holes, and eventually spin ordering (ferromagnetism),11

since such an “impurity band” can reduce the total energy of

holes due to the double-exchange-like mechanism.12 Similar

broad bands are expected for the other states. Therefore, the

linewidth of the d-d transitions in GaAs:Mn is much broader

than that of the d-d transitions in ZnS:Mn.

V. CURRENT-DENSITY DEPENDENCE

Figure 4 shows the EL peak intensity-current density

characteristics of the E0 (squares) and E1 peak (circles), and

the voltage-current density characteristic (diamonds) of a

LED device placed in air at room temperature. The E0 peak

appears above a threshold of Vth-0¼ 4.9 V, while E1 appears

above a threshold of Vth-1¼ 5.4 V. In the case of pþ-n

junctions, where the GaAs:Mn layer is excited by hot holes,

the threshold voltages are about �3.6 V and �4.1 V for the

band-gap and visible light EL, corresponding to the impact

ionization (excitation) threshold energy of 3.6 eV and 4.1 eV

for GaAs and Mn atoms, respectively.2 Note that the impact

excitation energy of 4.1 eV for Mn atoms is equal to E1þE2,

which is needed for one-step excitation of Mn atoms from

the t"
a ground states to the t#

a excited states, as shown in Fig.

3(a). The absolute values of the threshold voltages for the

band-gap and visible light EL in the present devices are

therefore 1.3 V higher than those of pþ-n junctions. This can

be explained by the impact excitation process by hot elec-
trons, in contrast to the impact excitation process by hot

holes as in the case of pþ-n junctions. As depicted in Figs.

2(b) and 1(c), the maximum energy of electrons available for

impact excitation is given by eV - (EC - EF). Here, EC - EF is

the energy difference between the conduction band bottom

EC and the quasi Fermi level EF of holes in the GaAs:Mn

layer. This is because the injected hot electrons relax to the

bottom of the conduction band of the GaAs:Mn layer, which

is higher than the quasi Fermi level in the GaAs:Mn layer by

an amount of EC - EF. In contrast, in the case of pþ-n junc-

tions (see Fig. 1(b)), all of the electrical energy ejVj of the

injected hot holes can be spent for impact excitation, because

hot holes relax to the quasi Fermi level of the pþ GaAs:Mn

layer.2 This is an important difference between the impact

excitation process by hot holes in structure (A) and by hot

electrons in structure (B) and, as shown in Figs. 1(b) and

1(c), respectively. Let us numerically estimate the value of

EC - EF and compare it with the experimental result. In the

“impurity band” picture of GaAs:Mn, the Fermi level in

GaAs:Mn lies somewhere between the top of the valence

band EV and the impurity level of Mn in GaAs (110 meV

above EV),13 i.e., 0�EF - EV� 0.11 eV. At the same time,

the band gap is reduced to EC - EV¼ 1.37 eV at the threshold

voltages (4.9–5.4 V) due to lattice heating (see later).

Therefore, EC - EF¼ (EC - EV)� (EF - EV) should be some-

where between 1.26 eV and 1.37 eV, which is consistent with

our experimental result of 1.3 eV. The observation of the

higher threshold for E0 in the present LED indicates that the

observed band-gap emissions originate from electron-hole

FIG. 4. Current-density dependence of the peak E0 (squares) and E1 (circles)

intensity, and the voltage-current density characteristic (diamonds) of a de-

vice measured at room temperature.
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pairs generated due to the impact ionization by hot electrons
in the GaAs:Mn layer. Therefore, the E0 peak can give us

insightful information on the characteristics of the GaAs:Mn

under impact excitation by hot electrons.

VI. ELECTRON AND LATTICE TEMPERATURE OF THE
GaAs:Mn LAYER

We now investigate the electron and lattice temperature

of the GaAs:Mn layer under the impact excitation by hot

electrons. Figure 5(a) shows a representative spectrum near

the E0 peak of the same device in Fig. 4, when biased at

V¼ 6.3 V and J¼ 0.69 A/cm2 at room temperature. The elec-

tron temperature TE is estimated by fitting the exponential

function of the photon energy E, i.e., I(E)� exp[�E/kBTE], to

the observed high-energy tail of the light intensity spectrum

I(E), as shown by the dashed line in Fig. 5(a). Figure 5(b)

shows the estimated TE by this fitting as a function of J. It is

found that TE abruptly increases up to about 653 K

when 0.05 A/cm2< J� 0.098 A/cm2 and 5.0 V<V� 5.3 V

(area I). However, when 0.098 A/cm2< J� 0.27 A/cm2 and

5.3 V<V� 5.8 V (area II), TE increases more slowly and

shows small oscillating behavior. One can see that the abrupt

change in the TE – J characteristic at the border between area

I and II coincides with the threshold voltage Vth-1¼ 5.4 V for

impact excitation of the d electrons. This coincidence can be

explained as follows. Since Vth-0<Vth-1, the energy required

for impact ionization of GaAs (�3.6 eV) is smaller than that

of impact excitation of Mn (�4.1 eV). At 4.9 V�V� 5.3 V

(area I), all of the hot electrons can contribute to the impact

ionization of the host GaAs but not of Mn, because

3.6 eV� ejVj � 1.3 eV� 4.0 eV. As J and V increase, the

population of excess electrons at the bottom of the conduc-

tion band of GaAs:Mn also increases rapidly. As a result, TE

abruptly increases with J and V. However, when V> 5.4 V

(area II), a part of hot electrons can contribute to the impact

excitation of Mn d electrons in addition to the impact excita-

tion of the host GaAs. Therefore, the population of excess

electrons at the bottom of the conduction band increases

more slowly. This explains the abrupt change in the TE – J
characteristic at Vth-1¼ 5.4 V. The origin of the small oscilla-

tion of TE in area II (5.3 V<V� 5.8 V) is unclear, but it may

be due to the oscillating distribution of hot electrons in the

range 5.3 V<V� 5.8 V. Finally, we observe that TE

increases slowly and monotonously when J> 0.27 A/cm2 and

V> 5.8 V (area III). TE can be as high as �700 K even at a

current density J as small as 0.69 A/cm2. For comparison, we

note that such a high TE in GaAs grown by LTMBE can only

be obtained by photon excitation with a laser whose wave-

length is 720 nm (1.72 eV) and whose input optical power

density is as large as 5 kW/cm2, corresponding to a photon

flux of 1022 cm�2s�1 (Ref. 14). In contrast, the same TE in

our device can be obtained by an input electrical power den-

sity of 0.4 W/cm2 and a hot electron flux of 1018 cm�2s�1.

This indicates that impact ionization (excitation) by hot elec-

trons with high energy is much more effective than by pho-

tons with lower energy.

The lattice temperature TL of GaAs:Mn is estimated by

using the following relation: E0¼Eg(TL)þ kBTE/2. Here,

Eg(TL) is the band-gap energy at temperature TL, given by

Eg(TL)¼Eg(0)� aTL
2/(bþTL), where Eg(0)¼ 1.519 eV is

the band-gap energy of GaAs at 0 K, a¼ 5.41� 10�4 eV

K�1, and b¼ 204 K.15 Figure 5(c) shows the estimated TL as

a function of J. The TL - J characteristic is similar to the TE -

J, indicating that phonon-scattering of hot electrons is also

associated with the same phenomena discussed in Fig. 5(b).

However, the lattice temperature of the GaAs:Mn is as low

as 340 K (67 �C) at the highest J.

FIG. 5. (a) Room-temperature EL spectrum of the same device in Fig. 4

near the band-gap emission, measured at V¼ 6.3 V and J¼ 0.69 A/cm2.

The dashed line shows the fitting of the exponential function of the

photon energy E to the high-energy tail of the spectrum (see text). (b)

Electron temperature TE in the GaAs:Mn layer as a function of current den-

sity J. (c) Lattice temperature TL of the GaAs:Mn layer as a function of cur-

rent density J. In (b) and (c), TE and TL show rapid increasing in area I, slow

increasing and oscillation in area II, and slow increasing in area III with

increasing J.
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VII. CONCLUSIONS

We have observed high-field EL in semiconductor tun-

nel junctions with a GaAs:Mn layer at room temperature.

Besides the band-gap emission of GaAs, we observed visible

light EL due to the d-d transitions of Mn atoms at 1.94 eV

and 2.19 eV, which are similar to those observed in reserve

biased pþ-n junctions with a GaAs:Mn layer. The threshold

voltages for the band-gap and visible light EL are 1.3 V

higher than those of GaAs:Mn excited by hot holes in reserve

biased pþ-n junctions, which is well explained by the impact

ionization (excitation) process by hot electrons. We show

that the electron temperature in GaAs:Mn can be as high as

�700 K for a low input electrical power density of 0.4 W/

cm2, while the lattice temperature of the GaAs:Mn layer can

be kept at as low as 340 K. This shows that impact ionization

(excitation) by hot electrons is more effective than by pho-

tons with lower energy. Our results open a way to utilize d-d
transitions as a light-emission mechanism in TM-doped

semiconductors.
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Artifact metrics is an information security technology that uses the intrinsic characteristics of a physical
object for authentication and clone resistance. Here, we demonstrate nano-artifact metrics based on silicon
nanostructures formed via an array of resist pillars that randomly collapse when exposed to electron-beam
lithography. The proposed technique uses conventional and scalable lithography processes, and because of
the random collapse of resist, the resultant structure has extremely fine-scale morphology with a minimum
dimension below 10 nm, which is less than the resolution of current lithography capabilities. By evaluating
false match, false non-match and clone-resistance rates, we clarify that the nanostructured patterns based on
resist collapse satisfy the requirements for high-performance security applications.

A
rtifact metrics1 uses physical features unique to individual objects in terms of their physical properties or
combinations of these properties, including electromagnetic2,3, mechanical and optical properties4,5. For
an artifact metric to function, it should satisfy several conditions, such as (1) the extracted characters

should vary between individual objects (individuality), (2) a given response should be consistently obtained for
each measurement (measurement stability), (3) they should be robust against degradation caused by common use
(durability) and (4) fabricated clones having an equivalent physical characteristic should be extremely difficult
(clone resistance). Examples of existing artifact metrics include ordinary paper5, paper containing magnetic
microfibers6, plastics and semiconductor chips. A physical unclonable function7 is a type of artifact metrics that
is essentially equivalent to what Matsumoto et al. examined under the name of ‘clone-resistant modules’ in 19978.

The critical-security battlefield in which artifact metrics are used is analogous to a defender and attacker
relationship in which the former tries to produce patterns that are difficult copies, and the latter seeks to
counterfeit these patters. In view of recent technological advancements in microfabrication and its strong demand
in society and industry (e.g. optical document security9), new technology must go beyond that developed so far,
which has been limited to micrometre-scale precision, and be founded on the ultimate principles of physics. Here,
we propose and demonstrate a nano-artifact metrics that is robust against cloning attacks. The proposed metric
uses nanometre-scale structures obtained from the random collapse of resists induced by exposure to conven-
tional electron-beam (e-beam) lithography.

E-beam lithography is a mature and fundamental technology for prototyping fine structures. Minimum feature
size is an important metric for lithography to produce the designated structures. To quantify the achievable
minimum size, we use a two-dimensional array of pillars. The decrease in the minimum pitch of a pillar array over
the last few years is summarized in Fig. 1a. The circles denoted (1), (2) and (3) in Fig. 1a are based on Refs. 10, 11
and 12, respectively and the dotted line, which represents an estimated pitch-resolution limit, is based on Refs. 13
and 14. Figure 1a also suggests that these feature sizes may be fabricated by attackers who use the available
technology to make clones.

Meanwhile, we must also consider the extent to which we can precisely measure fine structures with the
available technology such as a scanning electron microscopy (SEM). Critical-dimension scanning electron
microscopy (CD-SEM), which is specialized in measuring length and offers precision in the sub-nanometre
scale, may be assumed15. For an artifact metrics to be made using silicon nanostructures fabricated based
on conventional e-beam lithography, the defender, who wants to prevent counterfeiting, must fabricate fine-
structured patterns such that the attacker, who wants to copy the authentic device, will not be able to intentionally
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reproduce the pattern based on the information obtained by CD-
SEM. However, this condition imposes a paradoxical requirement
that fine structures which are smaller than the resolution limit of the
state-of-the-art e-beam lithography should be fabricated. Otherwise,
the authentic devices may be easily cloned.

To overcome this paradox, we exploit the well-known phenom-
enon of the random collapse of resist16. Resist collapse may occur
during the rinse process of lithography and depends on the pattern
resolution, resist thickness and duration of e-beam exposure. The
end result is the collapse of the intended pattern16. To produce a
desired pattern, resist collapse must be suppressed in e-beam litho-
graphy, which can be achieved by deployment of ‘anticollapse rinses’.
However, from the standpoint of nano-artifact metrics, resist col-
lapse occasionally provides structures finer than the original tech-
nological limitation. Furthermore, resist collapse occurs randomly.
Therefore, as shown in Fig. 1a, we can use resist collapse to benefit
from the uncertainty in position that is less than the resolution of
nanofabrication and achieve nano-artifact-metric functionalities.

To verify this notion, we fabricated an array of pillars from a layer
of resist. The pillars had cross section area of 60 nm 3 60 nm, were
200 nm high and were positioned on a grid of 120 nm 3 120 nm
squares that filled a 2 mm 3 2 mm square, as shown in Fig. 1b. As a
guide for facilitating alignment, a 3 mm 3 3 mm square frame was
drawn outside the pillar array area. We used a JEOL JBX-9300FS e-
beam lithography system with the acceleration voltage set at 100 kV
and with a dose of 37 mC/cm2. After post-exposure bake and resist
development, the structure is rinsed, which is when the random
collapse of resist pillars occurs. Figure 1c shows an SEM image of
an array of collapsed resist pillars. The wafer is then etched with HBr-
based gas using inductively coupled plasma (ICP)-type reactive ion
etching (RIE), and the resist is stripped by oxygen ashing. The result-
ing nanostructured-silicon patterns were imaged by a CD-SEM
(Hitachi High-Technologies CG4000). We fabricated 2401 samples
on a single 200-mm-diamter wafer and used 2383 of these samples to
evaluate their use for security applications.

Figure 2a shows an image of a nanostructured-silicon pattern. The
image contains 1024 3 1024 pixels, has eight-bit resolution (256
levels) and was obtained by averaging eight frames acquired by
CD-SEM. A variety of different morphologies were obtained, as

shown in Fig. 2b. Figures 2b.i and 2b.iii show that the structural
details in the patterns are as small as 9.23 nm.

Here, one minor remark is that the sizes and the layout of the
original array of pillars have not been optimized so that the resultant
security performances, described below, are maximized.
Nevertheless, as shortly demonstrated, quite good properties have
been obtained. This indicates that further advancements could be
possible by engineering the original pillar (or not-like-a-pillar) struc-
tures to be collapsed, which could be an interesting future study.
Meanwhile, we have experimentally confirmed that a proper dose
of electron beam is necessary in order to induce versatile collapse of
resist pillars; Figs. 2c and 2d show CD-SEM images when the dose
was 30 and 40 mC/cm2, respectively, indicating that too low or too
high doses do not yield versatile resultant patterns.

To determine whether these patterns may be used as artifact met-
rics, we conducted the following analysis: A 512 pixel 3 512 pixel, 8
bit (256 levels) greyscale image was extracted from the centre of an
image of a pillar array and smoothed by an 11 3 11 median filter. In
comparing any two patterns, A (i, j) and B (i, j), we first created a
‘mask’ pattern defined by

M(i,j)~
1, A(i, j)wT or B(i, j)wT

0 otherwise,

�
ð1Þ

where T is a given threshold value. Because the patterns are fabricated
by conventional lithographic processes, they consist of areas of vary-
ing heights. Therefore, two peaks appear in the statistics of pixel
values, with a valley between the two peaks. Specifically, the number
of times higher and lower peak values occur was approximately 130
and 80, respectively, and the incidence of the valley (i.e. the threshold
T) between the two peaks was 90. Here, a remark is that the pixel
value in images is given by 8 bit (0–255), and the particular values of
130, 80 and 90 are related to the greyscale pixel values of the given
images. As indicated by Fig. 1c and Fig. 2, the greyscale value is
related to the height of the nanostructured pattern. We do not cal-
ibrate the pixel value to the actual height (i.e. A (i, j) and B (i, j) are
dimensionless values), but it does not cause any problem in this
particular study. Also, 1 pixel occupies approximately a 3.3 nm
square area.

Figure 1 | Nano-artifact metrics based on random collapse of resist in electron-beam lithography. (a) Roadmap showing the minimum size of pillars

formed by e-beam lithography. Using the phenomenon of randomly induced resist collapse, nano-artifact metrics contain length scales below the

minimum dimension available in conventional lithography methods. (b) Schematic of array of pillars. (c) SEM image of collapsed resist.
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By applying the mask, we obtain two images, Â(i, j)~
M(i, j)|A(i, j) and B̂(i, j)~M(i, j)|B(i, j), which means that we
ignore regions where both patterns A (i, j) and B (i, j)are low (i.e. the
pattern is not high). The correlation, or similarity, between the two
patterns is evaluated by the Pearson correlation coefficient

R~

P
i

P
j

Â(i, j){ �̂A
h i

B̂(i, j){�̂B
h i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

P
j

Â(i, j){ �̂A
h i2

B̂(i, j){�̂B
h i2

s , ð2Þ

where �̂A and �̂B indicate the average of Â(i, j) and B̂(i, j), respectively.
R is a dimensionless value. If R is negative, it is set to zero.
Furthermore, each value of A (i, j) and B (i, j) is shifted between
one and five pixels to the upper, lower, left and right side, and R is
calculated for each shifted position. The maximum R from these
positions (no shift, left, right, up and down shifts) is used as the
similarity between A (i, j) and B (i, j).

We next calculate the false match rate (FMR) and false non-match
rate (FNMR). FMR and FNMR are indicators of individuality and
measurement stability, respectively. To calculate the FMR, all 2383
images were used. If the similarity given by Eq. (2) is greater than the
given threshold, the two patterns are considered to be similar to each
other, which is extremely likely to be a false decision. Since we had
2383 samples, we conducted 2383 3 2382 comparisons in calculating
the FMR for threshold values between 0 and 1. To have an intuitive
picture, suppose that only 1 case among the 2383 3 2382 compar-
isons resulted in a false decision. In this case, the ‘error rate’ would be
1/(2383 3 2383) < 1.76 3 1027. From such calculation, the logarith-
mic scale for the FMR in the y-axis of Fig. 3 is naturally recognized.

From Fig. 3, the FMR drops below the error rate of 1026 as the
threshold is just above zero, indicating that the occurrence of false
decisions among all comparisons are extremely small.

To calculate the FNMR, we used images created from 100 images
of each of the 74 samples. If the similarity is less than the given
threshold, the two images are considered different from each other.
In other words, identical samples are considered different, which is a

Figure 2 | Versatile morphology in silicon nanostructures obtained from collapsed resist. (a) Example of entire region of fabricated silicon

nanostructure. (b) Magnified view of several areas from the panel (a). The minimum feature size is indicated in each image. Note that feature sizes are

smaller than the minimum feature size of the original array of pillars. In other words, the uncertainty obtained in this versatile morphology is less than that

available directly by current technology. (c,d) Silicon nanostructure when the dose quantity in the e-beam lithography was (c) 30 and (d) 40 mC/cm2,

respectively. Too low or too high doses do not yield versatile resultant patterns.

Figure 3 | Evaluation of security performance. Error rate as a function of

the threshold. False match rate (FMR) and false non-match rate (FNMR)

are labelled. The curves labelled 60, 50, 40, 30, 20 and 10 nm are the clone

match rate (CMR) for the given minimum unit tile size.
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false decision. The leftmost and rightmost curves in Fig. 3 show the
FMR and FNMR, respectively. The FMR is substantially smaller than
the FNMR, even with a smaller threshold value. In addition, the FMR
and FNMR curves are well separated from each other, which means
that it is possible to obtain sufficiently small FMR and FNMR by
choosing adequate threshold values.

In addition, using the following method, we examined the clone
match rate (CMR). Suppose that attackers capture the authentic
device pattern and precisely fabricate a pattern in such a manner
that an average over every k 3 k pixel area is essentially equivalent to
the authentic device pattern. To quantify such a cloning process, we
transformed each of the 2383 images into ‘virtually cloned images’.
Let the pixel value for a k 3 k area be denoted by p (i, j). If the average
value in this area is greater than the threshold T, we consider this area
to have the higher average value (130). Thus, this pixel value of the
virtually cloned image is p9(i, j)5 130. If the average value in the k 3 k
area is less than or equal to the threshold T, we consider this area to
have the lower average value (80). Thus, this pixel value of the vir-
tually cloned image is p9(i, j) 5 80. The clone image thus obtained is
then compared with the authentic image using Eq. (2). If the sim-
ilarity exceeds the threshold value, the clone successfully mimics the
original. The CMR is calculated by performing the above evaluation
for all the 2383 samples.

This scheme constitutes a very strict evaluation of the cloning
resistance. Table 1 summarizes the assumed cloning technologies.
For example, if k 5 3, a 3 3 3 pixel area (or ‘unit tile size’) corre-
sponds to a 10 nm 3 10 nm square because, as mentioned earlier, 1
pixel occupies approximately a 3.3 nm square area, which may be
regarded as state-of-the-art for the current nanofabrication techno-
logy. Nevertheless, the similarity cannot be greater than 0.4, as indi-
cated by the calculated CMR shown by the purple dotted curve in
Fig. 3. Considering that this value is considerably lower than the
similarity between images of identical samples (i.e. the FNMR curve),
such a clone does not pose a serious threat. In other words, the
original authentic pattern is sufficiently random. Furthermore, were
it possible to detect that a given pattern was formed from a combina-
tion of square units, it would presumably be determined that, based
on such a feature, the pattern is a non-authentic device (or clone);
this strategy is similar to liveness detection in biometrics17. Finally,
note that the signal processing scheme described above is relatively
simple yet requires highly skilled attackers. Based on these consid-
erations and the results of the FMR, FNMR and CMR analysis, we
conclude that the proposed nanostructured patterns based on the
random collapse of resist could serve as superior nano-artifact
metrics.

Finally, we put forward few remarks on the demonstrated princi-
ples and technologies.

First, the proposed principle is based on the ‘uncertainty’ inherent
in conventional e-beam lithography technologies. Moreover, e-beam
lithography is one of the widely spreading nanotechnologies includ-
ing silicon fabrications. In this context, the proposed principle also
has advantages in its general purpose properties or utilities.

Second is a comment regarding optical lithography. Optical litho-
graphy in silicon nanostructring is based on the so-called reticle,
which is subjected to reduced-projection exposure. A reticle is four
times larger in scale than the intended nanostructured pattern and is

fabricated by e-beam lithography. It is impossible to fabricate pat-
terns by optical lithography in the same resolution of the randomly
collapsed silicon nanostructures demonstrated in this study. In other
words, optical lithography may not be useful for attackers in copying
the demonstrated devices.

The third remark concerns the term ‘nano-artifact metrics’. In Ref.
[1], Matsumoto et al. proposed ‘artifact metrics’. The notion of
artifact metrics is conceptually similar to ‘biometrics’, for which
uniqueness in biological entities is utilized. Unlike biometrics,
artifact metrics utilizes uniqueness in physical objects/things, phys-
ical processes or their combinations. We should emphasize that there
are no implications such as ‘defective patterns’ in the word ‘artifact’.
One may imagine that ‘nanoscale fingerprint’ might be more appro-
priate than ‘nano-artifact metrics’. However, the term ‘fingerprint’
implies information hiding, watermarking and their related tech-
nologies in the field of information security, which do not apply to
our study. Furthermore, as discussed at the beginning of this paper,
we showed four important requirements for artifact metrics to func-
tion (i.e. individuality, measurement stability, durability, clone res-
istance). Here, it should be noted that a total system as a whole is
important, not just the elemental processes; this is another reason we
describe the concept by ‘nano-artifact metrics’, which includes the
notion of a total system while avoiding the use of ‘nanoscale
fingerprint’.

In summary, with the goal of exploiting the fundamental laws of
physics to produce nano-artifact metrics, we demonstrated nano-
artifact metrics based on the random collapse of resist pillars in
e-beam lithography. As qualitative significance for information
security, this study opens new design principles and degrees-of-
freedom by exploiting uncertainty at the nanometre scale. More-
over, by developing sophisticated image preprocessing means and
similarity indices for matching, the security performance of these
metrics is further enhanced. This is also a qualitatively novel aspect
for information security in the sense that the combinations of phys-
ical process and logical signal processing means provide new values.
Note that our use of SEM technology is not a particularly important
aspect of this study. To construct practical systems, many additional
issues must be considered, such as reducing measurement cost and
verifying interoperability for the case when different measurement
devices are used for sample registration and authentication.
Nevertheless, this study demonstrates that sufficiently good security
performance can be achieved by the random collapse of resist in
e-beam lithography; the enemy of silicon processing in previous
studies turns out to be a strong enabler for information security in
this study.
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Abstract
The laser-induced damage threshold (LIDT) is widely used as an index for evaluating an optical component’s resistance to laser

light. However, a degradation in the performance of an optical component is also caused by continuous irradiation with laser light

having an energy density below the LIDT. Therefore, here we focused on the degradation in performance of an optical component

caused by continuous irradiation with femtosecond laser light having a low energy density, i.e., laser-induced degradation. We

performed an in situ observation and analysis of an increase in scattering light intensity in fused silica substrates. In experiments

conducted using a pulsed laser with a wavelength of 800 nm, a pulse width of 160 fs and pulse repetition rate of 1 kHz, we found

that the scattered light intensity increased starting from a specific accumulated fluence, namely, that the laser-induced degradation

had a threshold. We evaluated the threshold fluence Ft as 6.27 J/cm2 and 9.21 J/cm2 for the fused silica substrates with surface

roughnesses of 0.20 nm and 0.13 nm in Ra value, respectively, showing that the threshold decreased as the surface roughness

increased. In addition, we found that the reflected light spectrum changed as degradation proceeded. We analyzed the details of the

degradation by measuring instantaneous reflectance changes with a pump–probe method; we observed an increase in the genera-

tion probability of photogenerated carriers in a degraded silica substrate and a damaged silica substrate and observed a Raman

signal originating from a specific molecular structure of silica. From these findings, we concluded that compositional changes in the

molecular structure occurred during degradation due to femtosecond laser irradiation having an energy density below the LIDT.
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Introduction
Since the invention of the laser, it has been widely known that

damages occur at the surface or interior of optical components

when irradiated with laser light having a high energy density. A

lot of research has been conducted in the area of laser-induced

damage. For example: mechanism for picosecond [1,2] and

femtosecond (fs) laser [3,4], effect of surface geometry [5,6],

damage threshold [7,8], and so on. The laser-induced damage

originates in photoionization of molecules caused by local elec-

tric fields generated at ultrafine structures in the substrates, such

as indentations/protrusions in the surface or impurities in the

interior. Recently, with advances made in the development of

light sources, such as the trend towards lasers with higher

power, shorter pulses, and shorter wavelengths, there has been a

demand for the development of optical components having even

higher damage resistance. Laser resistance is evaluated by an

index called the laser-induced damage threshold (LIDT), which

is measured by the 200-on-1 method according to ISO 11254-2

[9,10], for example. With this method, 200 locations on a

sample surface are irradiated with single shots of pulsed laser

light having different energy densities. The presence/absence of

damage sites due to the irradiation is visually checked, and the

minimum energy density at which damages are found is defined

as the LIDT. However, the practical problem is that the perfor-

mance of an optical component, such as transmittance,

reflectance, etc., is degraded by continuous irradiation with

laser light having an energy density below the LIDT. The cause

of such degradation in performance, namely, laser-induced de-

gradation of the optical component, is not fully understood. In

addition, the resistance cannot be evaluated by tests based on

ISO 11254-2, and therefore, a technique for the quantitative

evaluation of such degradation would be useful. Furthermore, if

the relation between laser-induced degradation and surface

roughness is revealed, it may contribute to the development of a

surface polishing technology for optical components with

higher resistance against not only laser-induced damage but also

degradation. Moreover, the clarification of the mechanism and

knowledge about the details of the laser-induced degradation

may provide an opportunity to develop novel laser processing

techniques. Thus, our study about laser-induced degradation is a

contribution to the progress in nanotechnology.

Therefore, we performed in situ a quantitative detection of

laser-induced degradation in flat fused silica substrates, serving

as the target material. The continuous irradiation with fs pulsed

laser light has an energy density below the LIDT. We also

analyzed the origin of the laser-induced degradation. Section 1

in Results and Discussion describes experiments in which we

continuously irradiated substrates with fs pulsed laser light

having a low energy density below the LIDT and detected the

laser-induced degradation by measuring the scattered light. In

addition, by simultaneously measuring the reflected-light spec-

trum during this process, we observed spectral changes as the

laser-induced degradation proceeded. Section 2 in Results and

Discussion describes the measurement of instantaneous

reflectance changes using a pump–probe method carried out to

analyze the details of these spectral changes. From an increase

in photo-generated carriers and the power spectrum of their

relaxation lifetime, we found that compositional changes in the

molecular structure occurred as laser-induced degradation

proceeded.

Results and Discussion
1 Evaluation of laser-induced degradation of
fused silica
1.1 Surface roughness dependence of threshold
fluence in laser-induced degradation
First, to quantitatively observe laser-induced degradation due to

continuous irradiation with a laser light having an energy

density below the LIDT, we conducted an experiment in which

we continuously irradiated a silica substrate with fs laser light

and measured the relative increase in scattered light from the

substrate surface. As measurement samples, we used high-

purity fused silica flat substrates in which the OH impurity

content was 0.8 ppm or less. We used two samples: sample A,

which was prepared by planarizing a substrate using standard

chemical-mechanical polishing (CMP) [11], and sample B,

which was prepared by performing optical near-field etching on

a substrate prepared under the same conditions as sample A.

The samples A and B had a minimum average surfaces rough-

nesses Ra of 0.20 nm and 0.13 nm, respectively [12]. Since we

employed a continuous-wave laser with the wavelength of

532 nm and power of 2 W for optical near-field etching, the

sample B did not have any laser-induced damage or degrad-

ation caused by this preparation. Optical near-field etching is a

surface planarization technique for selectively removing only

minute protrusions in the surface of a substrate, and can flatten

the planer substrate polished by CMP. Thus, it is effective in

reducing the drop in LIDT caused by electric field enhance-

ment induced by the surface structure [5,6]. It has been reported

that a dielectric multilayer mirror fabricated by using a silica

substrate planarized by this technique exhibited an LIDT that

was increased from 8.2 J/cm2 to 14 J/cm2 compared with the

mirror before planarization processing, according to a 200-on-1

laser resistance test based on ISO 11254-2 [13].

Figure 1a shows the experimental set-up. For the light source,

we used a regeneratively amplified fs Ti:sapphire laser

(Coherent, Inc., Legend Elite F-1K) with a wavelength of

800 nm, a power of 1.0 W, a repetition frequency of 1 kHz, and

a pulse width of 160 fs. The laser light was incident on the
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Figure 1: a) Schematic diagram of experimental set-up for measuring laser-induced degradation due to irradiation with energy density below the
LIDT. b) Relative increase in scattered light intensity, ΔS, versus accumulated fluence, F, for samples A and B. Black and red solid lines show ΔSA
and ΔSB, respectively. The green and blue dotted lines show approximation curves gA(F) and gB(F) for regions where ΔSA and ΔSB rise.

surface of the substrates at an incident angle of 45° and with an

energy density of 6.0 mJ/cm2. This energy density is suffi-

ciently lower than the LIDT of fused silica for the same wave-

length and pulse width, namely, about 0.5 J/cm2 [14,15]. Scat-

tered light from the samples was collected by a Si photodiode

(Hamamatsu Photonics K.K., S3883) placed perpendicularly to

the substrate, and lock-in detection was performed at the repeti-

tion frequency of the laser using a lock-in amplifier (Stanford

Research Systems, Inc., SR830).

We evaluated the two silica substrates using the relative

increase in the scattered light intensity S, ΔS(F) = (S(F) – S(0))/

S(0), versus the accumulated fluence F (J/cm2) of the irradiated

light. In the experiment, we continuously irradiated samples A

and B with laser light having fluences up to F = 3.5 × 104 J/cm2

and 8.8 × 104 J/cm2, respectively, and after the experiment, we

confirmed that there were no sites showing laser-induced

damage in the surfaces of the samples by using an optical

microscope. The results of measuring ΔS(F) for samples A and

B, ΔSA and ΔSB, are shown by the black and red solid lines in

Figure 1b, respectively. We observed a tendency for the scat-

tered light to increase with continuing irradiation, showing that

this method succeeded in quantitatively measuring the laser-

induced degradation. In addition, for both ΔSA and ΔSB, the

scattered light intensity increased logarithmically from specific

fluences, showing that there was a threshold fluence at which

laser-induced degradation started. To determine this threshold

fluence, Ft, the regions where ΔSA and ΔSB rose were fitted

with an approximation g(F) = Plog(F) − Q. The approximation

curves are shown by the green and blue dotted lines in

Figure 1b, where gA(F) was defined over the range

Table 1: Constants P and Q for approximation curves gA(F) and gB(F).

P Q

gA(F) 0.062 0.24
gB(F) 0.016 0.062

6.3 × 103 J/cm2 < F < 1.2 × 104 J/cm2 for ΔSA, and gB (F) was

defined over the range F > 9.2 × 103 J/cm2 for ΔSB. The

constants P and Q are as shown in Table 1. When Ft at which

gA(F) = 0 and gB(F) = 0 is determined from these equations, for

the samples A and B, we calculated FtA = 6.3 × 103 J/cm2

(1.1 × 106 shots) and FtB = 9.2 × 103 J/cm2 (1.5 × 106 shots),

under the laser energy density of 6.0 mJ/cm2. This result shows

that the degradation starting threshold for sample B is 1.4-times

higher than that for sample A. As described above, sample B

was a substrate prepared by selectively removing only the ultra-

fine surface structure from the substrate of sample A, and the

LIDT of a mirror using a substrate identical to this was impro-

ved by a factor of 1.7 [13]. Since the degradation starting

threshold Ft and the LIDT improvement factor are in good

agreement, this result indicates the laser-induced degradation

occurs with a partly similar mechanism of laser-induced

damage, namely multiphoton ionization caused by local elec-

tric fields generated at indentations or protrusions. Also, the

constants P which define the rate of increase of gA(F) and

gB(F) are PA = 0.062 and PB = 0.016, differing by a factor of

3.9, which shows that laser-induced degradation originating

from the surface structure proceeds more rapidly.
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Figure 2: a) Wavenumber spectra of reflected light from silica substrate for accumulated fluences F1 to F4, where F1 = 5.1 × 103 J/cm2,
F2 = 1.9 × 105 J/cm2, F3 = 5.9 × 105 J/cm2, and F4 = 1.3 × 106 J/cm2. The black and red solid lines indicate the measured values and approximation
curves given by the sum of two Gaussian functions, respectively. The vertical axis shows arbitrary units and the baselines of F1 to F4 are essentially
equivalent. b) Dependence of relative increase in scattered light intensity, ΔS (black line), and peak wavenumber in reflected light spectra K (red
squares) on accumulated fluence, F.

1.2 In situ evaluation of spectral change in reflected
light
To analyze the laser-induced degradation, we evaluated the

reflected light spectrum at the same time as the scattered light

intensity measurement. As shown in Figure 1a, reflected light

was introduced from the sample into an autocorrelator with a

spectrometer function (APE GmbH, pulseCheck). We used a

fused silica substrate identical to sample A and set the energy

density of incident light on the substrate to 17 mJ/cm2, which is

below the LIDT. Spectral data was obtained at four fluences,

namely, F1 = 5.1 × 103 J/cm2, F2 = 1.9 × 105 J/cm2,

F3 = 5.9 × 105 J/cm2, and F4 = 1.3 × 106 J/cm2.

The solid black line in Figure 2a shows the wavenumber spectra

of the reflected light, centered on the central wavelength of the

laser (800 nm). Under all conditions, in addition to the central

frequency of the laser, we observed the 2nd peak on the long-

wavelength side. When these wavenumber spectra were fitted

with the sum of two Gaussian functions, as shown by the solid

red lines in Figure 2a, the center wavenumbers on the 2nd peaks

K were determined to be K1 = 84 cm−1, K2 = 86 cm−1,

K3 = 92 cm−1, and K4 = 94 cm−1 for the fluences F1 to F4, res-

pectively. The relative increase in the scattered light intensity,

ΔS, and K versus the irradiated fluence, F, are plotted in the

black solid line and the red squares in Figure 2b, respectively.

The monotonically increasing trends with respect to F agreed

well in both ΔS and K, showing that the 2nd peak of the spec-

trum shifted to lower energy side as the degradation proceeded.

We estimated the origin of the 2nd peaks were Raman signals

of degraded silica and this result represented the compositional

changes in the molecular proceeds with the laser-induced de-

gradation proceeded.

2 Analysis of degradation via pump–probe
method
2.1 Time-resolved measurement of reflectance
To analyze in detail the spectral changes occurring with laser-

induced degradation due to continuous irradiation with laser

light having an energy density below the LIDT, as confirmed in

the previous section, we conducted an experiment to evaluate

the time-resolved changes in reflectance via a pump–probe

method. The experimental setup is shown in Figure 3. The laser

used was a mode-locked Ti:sapphire laser (Coherent, Inc., Mira

Optima 900-D) with a wavelength of 750 nm, a pulse width of

90 fs, and a repetition frequency of 80 MHz. Using a beam-

splitter, the laser light was split with an intensity ratio of

reflected light to transmitted light of 1:19. As pump light, the

transmitted light was made perpendicularly incident on the

sample surface via an optical delay and a chopper with a

frequency of 2 kHz. P-polarized probe light, with a polarization

orthogonal to that of the pump light, was incident on the sub-

strate at an angle of incidence of about 70°, and the reflected

probe light was received by a Si photodiode (Hamamatsu

Photonics K.K., S3883). The received signal was detected with
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Figure 4: a) Instantaneous relative increase in reflected light intensity, ΔR, measured by pump–probe method. Black squares, blue circles, and red
triangles indicate measurement results for samples C, D, and E, respectively. The solid green line indicates the approximation curve
ΔRfit = 5.5 sech2(t/(9 × 10−14)) for ΔRC. b) Power spectrum obtained by subtracting the ΔRfit component from ΔRD, and ΔRE. The blue circles and red
triangles indicate the analysis results for ΔRD, and ΔRE, respectively. The arrow indicates 128 cm−1.

Figure 3: Schematic diagram of pump–probe experimental set-up.

double lock-in detection using two lock-in amplifiers (Stanford

Research Systems, Inc., SR844 and SR830) based on the repeti-

tion frequency of the laser pulses and the frequency of the

chopper. The laser light used as the pump light in this experi-

ment had an energy density of 1.6 μJ/cm2, and no increase in

light scattering was observed even when the silica substrate was

continuously irradiated with this laser light with a accumulated

fluence exceeding 1.0 × 107 J/cm2, thus confirming that the

progression of laser-induced degradation could be ignored in

this pump–probe experiment. We performed measurements on

three samples, which were all high-purity fused silica substrates

polished by CMP, identical to sample A: Sample C, on which

no laser was irradiated; Sample D, which showed laser-induced

degradation by being irradiated with the regeneratively ampli-

fied fs laser with a wavelength of 800 nm, an energy density of

17 mJ/cm2, a repetition frequency of 1kHz and a pulse width of

160 fs to an accumulated fluence of 3.5 × 104 J/cm2, namely

2.1 × 107 shots; and Sample E, in which laser-induced damage

visually recognizable as damage sites was caused by 1000 shots

of irradiation with an energy density of 100 mJ/cm2 using the

same fs laser.

In the evaluation, we used a relative change ΔR = (R – R0)/R0,

where R0 is the reflected light intensity in the case where only

the probe light was radiated, and R is the reflected light inten-

sity obtained in the pump–probe experiment. The measurement

results ΔRC, ΔRD, and ΔRE for samples C, D, and E are plotted

in Figure 4a as black squares, blue circles, and red triangles,

respectively. The horizontal axis of the graph is the time delay,

t, of the probe light relative to the pump light, where the

peak of ΔRC is taken as t = 0. ΔRC is well-approximated by

ΔRfit = 5.5 sech2(t/(9 × 10−14)), which is shown by the green

solid line in Figure 4a, and nonlinear polarization reflecting the

pulse width of the laser was observed. In contrast, ΔRD, and

ΔRE showed temporal broadenings of about several 100 fs.

Because these decay times are close to the photogenerated

carrier lifetime of silica 150 fs [16,17], it is assumed the

temporal changes in the reflectance were originated from the

photogenerated carrier in samples D and E. In other words, in

Samples D and E, we concluded that the generation probability

of photogenerated carriers was higher than in Sample C because

electric field enhancement occurred due to laser-induced de-

gradation and laser-induced damage.

2.2 Spectrum analysis
To analyze this in more detail, we obtained the power spectrum

by subtracting the nonlinear polarization component repre-

sented by ΔRfit from ΔRD, and ΔRE. The results are shown by
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the blue circles and red triangles in Figure 4b, respectively. For

sample D, a signal having a weak peak close to 195 cm−1 was

obtained, whereas for sample E, a broad peak around 128 cm−1

was found, thus giving different signals. The peak at 128 cm−1

was consistent with the Raman signal of α-quartz, which is

formed of six-membered rings of Si and O [18]. It has been

reported that the Raman signal from silica with a specific mole-

cular structure is increased by irradiation with fs laser light

having an energy density above the LIDT [19], and sample E is

also thought to be mainly formed of six-membered rings in a

similar fashion. Although there is no molecular structure of

silica that corresponds to the peak for sample D, the result indi-

cates that compositional changes occur due to laser-induced de-

gradation. As we found in section 1.1, the laser-induced degrad-

ation originates in multiphoton ionization. The laser-induced

damage by fs laser occurs by multiphoton ionization and conse-

quent avalanche ionization [3,4]. Since there are no break-

downs, it is estimated that avalanche ionization does not occur

in the laser-induced degradation due to its low energy density.

While the carriers generated by just multiphoton ionization are

not enough to cause breakdown, they change amorphous silica

to a more stable molecular structure. As also indicated in the

results in section 1.2, the spectrum shifted, namely the composi-

tional change carried on as laser-induced degradation proceeds.

It provides nanoscale nonuniformity of the refractive index

which increases scattering of light, decreases transmittance, and

accelerates the progress of the laser-induced degradation.

Conclusion
In this paper, we focused on the degradation in performance of

optical components due to continuous irradiation with laser

light having an energy density below the LIDT, i.e., laser-

induced degradation. We examined the degradation of fused

silica substrates in response to fs laser irradiation and performed

an in situ observation of the laser-induced degradation, as well

as an analysis of the underlying mechanism. By monitoring the

scattered light intensity versus the accumulated irradiation

fluence, we succeeded in quantitatively detecting the laser-

induced degradation. We confirmed that the total irradiation

threshold at which laser-induced degradation starts changed

depending on the size of the ultrafine structure in the surface. In

addition, we also found that the spectrum of reflected light

shifted as the laser-induced degradation proceeded. By

analyzing the details of this behavior with a pump–probe

method, we observed an increase in photogenerated carriers,

and from the power spectrum, we obtained results indicating

that the molecular structure of the silica undergoes composi-

tional changes due to the laser-induced degradation.

From the findings we obtained in this study, it can be concluded

that, to increase the resistance of a substrate to laser-induced de-

gradation, it is effective to improve the substrate's flatness,

similarly to the case of the LIDT. In addition, because it is

possible to estimate the molecular structure formed by the laser-

induced degradation from the spectral information, there is a

possibility of achieving more effective measures against laser-

induced degradation. The measurement method employed here

for the fs laser light and the flat fused silica substrates can also

be applied to other types of laser and optical components and is

expected to contribute to the development of optical compo-

nents having high resistance to laser-induced degradation in the

future.
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Reflection of near-infrared light is important for preventing heat transfer in energy saving applications. A
large-area, mass-producible reflector that contains randomly distributed disk-shaped silver nanoparticles
and that exhibits high reflection at near-infrared wavelengths was demonstrated. Although resonant
coupling between incident light and the nanostructure of the reflector plays some role, what is more
important is the geometrical randomness of the nanoparticles, which serves as the origin of a
particle-dependent localization and hierarchical distribution of optical near-fields in the vicinity of the
nanostructure. Here we show and clarified the unique optical near-field processes associated with the
randomness seen in experimentally fabricated silver nanostructures by adapting a rigorous theory of optical
near-fields based on an angular spectrum and detailed electromagnetic calculations.

N
ear-infrared light-reflecting films attached to windows etc. are important for preventing heat transfer
from sunlight, thus saving energy for cooling rooms in summer1–4. At the same time, it is important to
maintain higher transmission efficiency in the visible range to ensure good visibility, as well as in radio

frequency bands so as not to interfere with wireless communications. A large area and mass-producibility are also
critical for market deployment. Fujifilm Co. Ltd. has proposed and realized a device named NASIP (Nano Silver
Pavement), which satisfies all of the above requirements, consisting of randomly distributed disk-shaped silver
nanoparticles for reflecting near-infrared light1. An actual device is shown in Fig. 1a, and a scanning electron
microscope image of the surface is shown in Fig. 1b2. The elemental silver nanostructure has a diameter of about
120 to 150 nm and a thickness of 10 nm. From Fig. 1b, we can see that the nanoparticles contain randomness in
terms of their individual shapes and layout. Figure 1c shows experimentally observed spectral properties of the
fabricated device, which exhibits high reflectance for near-infrared light while maintaining a high transmittance
in the visible and far-infrared regions.

The physical principle of the device has been attributed to plasmon resonances between the incoming light and
the individual nanostructured matter1. However, as introduced later with Fig. 2b, whereas strong light localization
indeed occurs in certain nanoparticles at the resonant wavelengths, not-so-evident localization has also been
observed in some nanoparticles. Also, strong localization is observed even at non-resonant wavelengths in some
nanoparticles. Such features may be attributed to the above-mentioned randomness of nanostructures.
Furthermore, unlike uniformly distributed, uniformly shaped nanoparticles, interesting optical near-field dis-
tributions are present in a device containing geometrical randomness.

In this paper, by investigating the inherent randomness of silver nanoparticles while adapting a rigorous theory
of optical near-fields based on an angular spectrum, we clarified the unique optical near-field processes associated
with randomness in nanostructures, which are not observed in uniformly arranged nanostructures. Unlike the
well-known Anderson localization5 scheme, where multiple coherent scattering and the constructive interference
of certain scattering paths are the origin of the localization phenomena6, with our approach we are able to
highlight near-field interactions and ‘‘hierarchical’’ attributes in the vicinity of nanostructures. The word ‘‘hier-
archical’’ here indicates that localized electromagnetic fields exist in a plane distant from the surface of the
nanostructure; such a feature is manifested via the angular-spectrum-based theory, as shown below. Regarding
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random media and light localization, Grésillon et al. did pioneering
work by evaluating a metal–dielectric film having a random surface
profile using near-field scanning microscopy7,8. Birowosuto et al.
observed fluctuations in the local density of states in random photo-
nic media9, and Krachmalnicoff did so on disordered metal films10.
With respect to statistical insights in related fields, Le Ru et al. inves-
tigated a power law distribution of electromagnetic enhancement
and its relation to the detection of single molecules11, and Sapienza
et al. investigated the long-tail statistics of the Purcell factor in dis-
ordered media12. With our work, we would like to contribute to the
understanding of the fundamental aspects of randomness in an array
of nanoparticles and their localized optical fields by adapting a rig-
orous theory of optical near-fields based on an angular spectrum and
detailed electromagnetic calculations.

It is well-known that the resonance between far-field light and
metal nanostructures depends on the type of metal, geometries such
as size or shape, environmental materials, and so forth13. Silver has
been chosen for such devices since it exhibits a remarkable resonance
with near-infrared light1. Regarding planar metal nanostructures, it
is known that the resonant wavelength can be engineered in the range
from visible to infrared by modifying the aspect ratio14. A 10 nm-
thick layer containing about 100 nm-diameter silver nanoparticles,
shown in Fig. 1b, which corresponds to an aspect ratio of 10, realizes
a resonant wavelength in the near-infrared region. We assume a
surrounding dielectric material whose refractive index is 1.5.

In order to characterize the electromagnetic properties associated
with experimentally fabricated devices in detail, the geometries of the
fabricated silver nanoparticles are converted to a numerical model
consisting of a vast number of voxels. Specifically, the SEM image
shown in Fig. 1b, which occupies an area of 4.2 mm 3 4.2 mm, is

digitized into binary values with a spatial resolution of 2.5 nm both
horizontally and vertically. The pixels occupied by silver take values
of one, whereas those specified by the substrate material take values
of zero. The thickness of the silver nanoparticles may exhibit certain
position-dependent variations, as indicated by the grayscale differ-
ences observed in Fig. 1b; but we consider that they do not signifi-
cantly affect the overall optical properties, and thus assume that the
thickness is constant.

As a result, the silver nanoparticles, of which total number N is
468, are numerically modeled by 4200 3 4200 3 5 voxels in an xyz
Cartesian coordinate system, giving a total of 88.2 M voxels. This
model is then simulated with a finite-difference time-domain-based
electromagnetic simulator with assuming continuous-wave (CW) x-
polarized light incident normally on the surface of the silver nano-
structures (Fig. 2a). The details are shown in Methods section.
Figure 2b summarizes electromagnetic intensity distributions calcu-
lated at a position 5 nm away from the surface of the silver nano-
particles on which the input light is incident. The wavelength is from
300 nm to 2000 nm in 100 nm intervals. Around the wavelength of
1000 nm, highly localized electric fields are observed in the vicinity
of silver nanoparticles, but it should also be noted that not all nano-
particles have accompanying high-intensity fields. Also, even at some
off-resonant wavelengths, most of the nanoparticles carry low-
intensity electric fields, but a few of them carry high-intensity electric
fields.

In order to characterize the localization of optical near-fields stem-
ming from the geometrical randomness of the silver nanoparticles,
we take the following strategy. First, we derive the induced charge
distributions in silver nanostructures. Specifically, we calculate the
divergence of the calculated electric fields at planes within the silver

Figure 1 | Overview of the fabricated near-infrared light reflection film composed of silver nanoparticles (NASIP (Nano Silver Pavement)). (a) A

picture of the fabricated and deployed near-infrared light reflection film. (b) Its thickness is 10 nm, and the average diameter of the silver nanoparticles is

about 100 nm to 120 nm. (c) Experimentally measured transmittance and reflectance spectra of the device.

www.nature.com/scientificreports
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nanostructure, and sum up along the Z-direction to represent the
charge density distributions. Figure 3a shows such a charge distri-
bution, denoted by r(x, y) brought about by 1000 nm-wavelength
light.

Now, we characterize the induced charge distribution at each
nanoparticle as an oscillating electric dipole. Figure 3b schematically
illustrates a nanoparticle identified by index i (i 5 1,…,N). The
position of the center of gravity of the nanoparticle i is given by

G(i)~

P
P(i)

xp(x,y)P
P(i)

p(x,y)
,

P
P(i)

yp(x,y)P
P(i)

p(x,y)

0
B@

1
CA, p(x,y)~

1 (x,y) [ P(i)

0 otherwise

(
ð1Þ

where P(i) indicates the area that the nanoparticle i occupies. We
consider that the imbalance of the induced charge regarding the
vertical and horizontal half spaces divided by G(i) is represented by
an induced dipole given by

d(i)~
X

x§G(i) (x)

r(x,y){
X

xvG(i)(x)

r(x,y),
X

y§G(i)(y)

r(x,y){
X

yvG(i) (y)

r(x,y)

0
@

1
A

~d(i) exp (iw(i))

ð2Þ

where d(i) and w(i) (2p , w(i) # p) respectively represent the mag-
nitude and phase of d(i). Here the charge density distributions, r(x, y),
are temporally oscillating variables; we represent d(i) by its maximum
value during a single period of lightwave oscillation, and w(i) is deter-
mined accordingly. Figure 3c schematically indicates the calculated

dipoles, where both the magnitude and the phase seems to contain
certain randomness.

To quantify such randomness, the incidence patterns of the mag-
nitude and the phase of the induced dipoles are analyzed as shown
respectively in Fig. 4a and Fig. 4b with respect to all wavelengths.
(The incidence patterns at the wavelengths of 300 nm, 500 nm, ...,
and 1900 nm are not shown.) The magnitude of the dipoles exhibits
some variation around the wavelength of 1200 nm, and the phase
shows significant variation at 1000 nm. The square and circular
marks in Fig. 4c and Fig. 4d respectively represent the average and
the standard deviation of the magnitude and the phase of the dipoles.
From Fig. 4d, the average phase is changed by p for 1000 nm light,
which might be a manifestation of the resonance between the incid-
ent light and the silver nanostructured matter. If the nanoparticles
have the same shape and are arranged uniformly, no such diversity in
induced dipoles is observed; therefore, it is concluded that the geo-
metrical randomness of the silver nanostructure must contribute to
these electromagnetic characteristics.

Moreover, such variations in phase or magnitude, or both, lead to a
variety of electronic localizations of the electronic fields, not just in
the close vicinity of the silver nanostructures shown in Fig. 2b. We
also evaluate the electric field intensity distributions at planes distant
from the surface by 20, 50, 100, 200, 500, and 1000 nm, respectively,
for all wavelengths. For these analyses, we conducted other numer-
ical simulations by converting the above 2.5 nm-grid silver nanos-
tructure model to a 10 nm-grid model. In addition, 1100 nm-thick
and 1090 nm-thick volumes were assumed in the electromagnetic

Figure 2 | Electromagnetic computational evaluations based on experimentally fabricated silver nanoparticles. (a) A schematic illustration of

numerical evaluation of silver nanoparticles experimentally fabricated as shown in Fig. 1(b). (b) Calculated electric field intensity distributions at a

position 5 nm away from the silver nanostructure when the wavelength of the normally incident light was 300 nm to 2000 nm in 100 nm intervals.

www.nature.com/scientificreports
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calculation above and beneath the silver nanostructures. The CW
light source was located 1070 nm away from the surface of the silver
nanostructure.

Figure 5 summarizes incidence patterns of the electric field intens-
ity at different heights for all wavelengths. (The patterns with respect
to the wavelengths of 300 nm, 500 nm, ..., and 1900 nm are not
shown.) It is evident that the electric field intensity exhibits a variety
of values even 100 nm away, for the wavelengths between 1000 nm
and 2000 nm. As the distance from the surface increases to larger
than 200 nm, the variation in the electric field intensity decreases.
However, it should be noted that at the resonant frequency, at the
wavelength of 1000 nm, even a distant plane (1000 nm away from
the silver nanoparticles) contains some variation in the electric field
intensity. Such a nature has never been found in the electric fields
accompanying uniform-shaped, uniformly distributed nano-
structures. In the following, we provide the theoretical background
behind such attributes.

The angular spectrum representation of an electromagnetic field
involves decomposing an optical field as a superposition of plane
waves including evanescent components15,16, which allows us to
explicitly represent and quantify optical near-fields. The details of
the angular spectrum representation used in this paper are shown in
the Supplementary Information and in Fig. 6a. The electric field E(r)
originated by a point dipole d(i) with frequency K is given in the
form10

E(r)~
iK3

8p2e0

� �XTM

m~TE

ð ð{?

{?
dsxdsy

1
sz

e(s(z),m)Nd(i)� �
e(s(z),m) exp (iKs(z)Nr):ð3Þ

Suppose that the dipole is oriented in the xz plane and is given by d(i)

5 d(i)(sinh(i), 0, cosh(i)), and that the point r is also on the xz plane and
is given by the displacement from the dipole, or R(i) 5 (X(i), 0, Z(i))
(Fig. 6b). In such a case, the angular spectrum representation of the z
component of the electric field in the evanescent regime (namely, 1 #

sjj , 1‘) based on eq. (3) is given by17,18
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:
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Here, Jn(x) represents a Bessel function of the first kind, where n is an
integer. One minor remark here is that the dipole model derived in
eq. (2) spans in the xy plane, whereas the dipole used in the above
angular spectrum theory is oriented in the xz plane. Although it is
possible to assume a dipole oriented in the xy plane in the angular
spectrum theory16,17, we consider that the resulting mathematical
representations and the formula for the angular spectrum would
be unnecessarily much more complex, whereas assuming dipoles
in the xz plane preserves the essential attributes of the discussion
of randomness in this paper while keeping the mathematical formula
simpler.

In order to examine the character of optical near-fields that ori-
ginate from the structural randomness, we consider two virtual

Figure 3 | Dipole-based modeling for randomly distributed silver nanoparticles. (a) Induced charge distributions in the silver nanostructures, showing

magnified view below. (b) A schematic diagram of a silver nanoparticle, identified by the index i. The position of the center of gravity is given by

G(i), and a dipole d(i) 5 d(i) exp(iw(i)) based on the imbalance of induced electron charges with respect to G(i). (c) A schematic diagram of the induced

dipoles, showing magnified view below.

www.nature.com/scientificreports
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dipoles d(1) and d(2) located on the x-axis and separated from each
other by a small distance G, as shown in Fig. 6c. Now, supposing that
the magnitude and the orientation of these dipoles are chosen in a
random manner, we investigate the resultant near-fields. Specifically,
we evaluate the angular spectra at a position equidistant from both
d(1) and d(2) and a distance Z away from the x-axis. Let the magnitude
of a dipole be given by a random number that follows a normal
distribution whose average and standard deviation are given by 2
and 1/2, respectively. The phase is also specified by a random number
following a normal distribution whose average and standard devi-
ation are both given by p/2. We characterized 10,000 kinds of such
angular spectra based on pairs of dipoles, each of which was ran-
domly chosen. Figure 7a shows ten example angular spectra obtained
when G was l/4 and Z was l/16, whose differences are evident.

On the other hand, when the randomness associated with the
dipoles is smaller, for example, in the case of the amplitude, the
random number follows a normal distribution with an average of 2
and a standard deviation of 1/20, and in the case of the phase, the
random number follows a normal distribution with average p/2 and
standard deviation p/20. Ten example angular spectra, out of 10,000,
are shown in Fig. 7b, where the differences among the angular spectra
are considerably smaller.

The integral of the angular spectrum along the spatial frequency is
correlated with the electric field intensity16. Figures 7c,i and 7d,i
respectively represent the incidence patterns of the integral of
10,000 kinds of angular spectra, showing the variation in electric field
intensity, with respect to the former highly random dipole pairs and
the latter less-random ones. It should be noted that considerable
variation appears in the case of the higher randomness, whereas
the electric field intensity is almost uniquely low with the less-
random dipoles. As the distance from the dipole, namely Z, increases,

the variation of the angular spectra, and their resultant electric field
intensity, decreases. However, as is shown in Figs. 7c,ii and 7c,iii,
which are for the cases Z5l/8 and Z5l/2, respectively, the electric
field intensity histogram still contains some variation; that is to say,
highly localized optical near-fields could exist in some cases. On the
other hand, such an intensity variation is never observed in the case
of less-randomly formed dipole pairs, as shown in Figs. 7d,ii and
7d,iii. These theoretically obtained characteristics agree well with
the former results shown in Fig. 5 derived by electromagnetic calcu-
lations based on experimentally observed randomly organized silver
nanostructures.

One minor remark that we should make regarding the analysis is
that the distance between the two dipoles is kept constant, and this
distance could be set in a random manner. We consider that the
geometrical randomness causes the imbalance of the magnitude
and the phase of dipoles, and thus, investigating the attributes of
optical near-fields by taking account of the randomness associated
with dipoles is the most important matter at this stage. The geomet-
rical randomness of the nanostructures and the randomness in the
induced dipoles may have certain complex correlations, and such
issues should be investigated in future work.

Finally, the diamond and triangular marks in Fig. 8 show the
reflection efficiencies based on electromagnetic calculations in the
cases of the random structure based on the experimentally observed
silver nanoparticles and an ‘‘ordered’’ structure, respectively. Here,
the ‘‘ordered’’ structure consisted of an array of constant-diameter
(128 nm), 10 nm-thick silver nanoparticles, and the total area and
the total number of nanostructures were equivalent to the case of the
random structure. Although the reflectance of the ordered structure
exhibits a higher value than that of the random structure at the
resonant frequency (1000 nm), the average reflectance between the

Figure 4 | Statistical properties inherent in the induced dipoles. (a,b) Incidence patterns of (a) the magnitude and (b) the phase of the induced electric

dipoles as a function of the wavelength of irradiated light. (c,d) The average and the standard deviation of (a) the magnitude and (b) the phase are

evaluated at each wavelength.
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wavelengths of 1000 nm and 2000 nm results in a higher value in the
case of the random structure (0.171) than in the case of the ordered
one (0.138). The square and circular marks in Fig. 8 represent the
transmittances for the random and ordered structures, respectively,
whose averages in the spectral range between 1000 nm and 2000 nm
are given by 0.710 and 0.805, meaning that the random structure
provides lower transmittance. Thus, we have shown that a silver
nanostructured material having randomness yields different per-
formance figures of the near-infrared reflection film compared with

those of a reflection film containing an equivalent amount of uni-
formly distributed silver nanoparticles.

In summary, we examined the optical near-fields associated with
randomly organized silver nanoparticles by using electromagnetic
calculations based on experimentally fabricated devices, and we cla-
rified the fact that they stemmed from the structural randomness of
the silver nanoparticles by adapting a theory of optical near-fields
based on an angular spectrum. One of the most interesting challenges
in near-field optics and nanophotonics in future will be to gain a

Figure 5 | Statistical properties of optical near-field distributions associated with the random silver nanoparticles. The incidence patterns of electric

field intensity at planes away from the surface of the silver nanostructure by distances 5, 20, 50, 100, 200, 500, and 1000 nm for each wavelength.

Figure 6 | Theoretical modeling of optical near-fields based on angular spectrum representation. (a) A schematic diagram of a wave vector and

polarization vectors for the angular spectrum representation of optical near-fields. For evanescent components, a takes an imaginary number.

(b) Orientation of a dipole d(i) and the point of evaluation r. (c) A two-dipole system located in close proximity. The magnitude and the orientation of

each dipole is specified by randomly generated numbers.
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deeper understanding of randomness; further detailed modeling,
analysis, and even to exploit it and optimize it for practical applica-
tions would be expected. We consider that this study paves the way to
gaining fundamental insights regarding optical near-field processes
associated with randomness in the subwavelength regime.

Methods
Electromagnetic numerical simulations. Above and beneath the 10 nm-thick
silver nanoparticles model area, we assume 100 nm-thick and 90 nm-thick spaces,

as schematically shown in Fig. 2a. Continuous-wave (CW) x-polarized light,
irradiating the surface of the sample from a distance of 92.5 nm, is normally
incident on the surface of the silver nanostructures. Absorbing boundary
conditions are assumed for the z-direction, and periodic boundary conditions are
assumed in both the x- and y-directions. Some of the silver nanoparticles near the
boundaries touch the periodic boundaries, meaning that they may be
interconnected between upper and lower ends and/or between left and right ends
in the computational model. Such conditions may trigger artifacts in the
simulations, but we consider that our computational area is large enough, and the
total number of nanoparticles in the region is large enough (N 5 468 particles),
and thus the issue of the periodic boundary is marginal. In addition, it is likely

Figure 7 | Characterization of randomness in optical near-fields by the angular spectrum-based theoretical analysis. (a,b) A differently-specified

dipole pair gives a different angular spectrum. (a) Moderate randomness yields significantly different spectra, whereas (b) less randomness gives nearly

identical spectra. (c) The incidence patterns of the near-field electric field intensity, given by the integral of the angular spectrum, based on dipole pairs

that follow random statistics show some variation even as the distance from the silver nanostructures increases. (d) On the other hand, with less-random

dipole pairs, such a tendency is not observed. These are clear manifestations of the hierarchical attributes of optical near-fields.
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that the size of nanoparticles located at the boundaries is smaller, and the periodic
boundary conditions are even reasonable in our particular analysis.
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Figure 8 | Comparison of calculated spectra for the random structure and
an ordered one. Comparison of calculated transmittance and reflectance

spectra for the random structure based on the experimentally fabricated

silver nanostructure and an ‘‘ordered’’ one, which is virtually constructed

in such a way that the sizes of the nanoparticles are the same and the layouts

are uniform, whereas the total area and the total number of particles is

equivalent to the case of the former random structures. The average

reflectance and the average transmittance of the random structure in the

wavelength regime between 1000 nm and 2000 nm are respectively higher

and lower compared with those of the ordered one.
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By using nanoscale energy-transfer dynamics and density matrix formalism, we demonstrate theoretically
and numerically that chaotic oscillation and random-number generation occur in a nanoscale system.
The physical system consists of a pair of quantum dots (QDs), with one QD smaller than the other,
between which energy transfers via optical near-field interactions. When the system is pumped by
continuous-wave radiation and incorporates a timing delay between two energy transfers within the
system, it emits optical pulses. We refer to such QD pairs as nano-optical pulsers (NOPs). Irradiating an
NOP with external periodic optical pulses causes the oscillating frequency of the NOP to synchronize
with the external stimulus. We find that chaotic oscillation occurs in the NOP population when they are
connected by an external time delay. Moreover, by evaluating the time-domain signals by statistical-test
suites, we confirm that the signals are sufficiently random to qualify the system as a random-number
generator (RNG). This study reveals that even relatively simple nanodevices that interact locally with
each other through optical energy transfer at scales far below the wavelength of irradiating light can
exhibit complex oscillatory dynamics. These findings are significant for applications such as ultrasmall
RNGs.

M
odern neuroscience currently considers that the complex interactions between spiking pulses in
human brains are at the origin of intelligence1. It is clear that humans cannot live without the
rhythmic patterns of signals or material flows such as the circadian rhythm2. Moreover, even rela-

tively simple biological organisms such as single-celled amoeboid organisms (e.g., P. polycephalum) exhibit
complex spatiotemporal dynamics including chaotic oscillatory dynamics3,4. This intriguing real-world obser-
vation raises the following question: What is the ultimate physical architecture in nature that exhibits complex
pulsation dynamics?

To address this question, we use theory and numerical analysis to examine intriguing oscillatory dynamics that
are based on optical-near-field-mediated energy transfer at a scale far below the wavelength of irradiating light.
The insights obtained herein can help us understand the complex oscillatory phenomena observed in micro- and
nanoscale engineering devices and natural biological organisms. Moreover, they can help the development of
practical applications such as random-number generators5, which are critical in cryptography6 and computer
simulations7, as well as in designing ‘‘nano intelligence’’8–10.

Energy transfer based on optical near-field interactions between nanoscale materials has been thoroughly
studied by fundamental theory11,12 as well as experiments13–16. Generating periodic optical pulses is one of the
most important functions of digital systems17. To study the generation of optical pulses based on optical near-field
processes in the subwavelength regime, Shojiguchi et al. theoretically investigated the generation of super-
radiance in N two-level systems connected by optical near-field interactions18. By substantially simplifying
Shojiguchi’s architecture, Naruse et al. theoretically demonstrated optical pulsation in a system composed of
two subsystems, each of which involved energy transfer from a smaller to a larger quantum dot (QD). The energy
transfer occurs via optical near-field interactions and is driven by a continuous wave (cw) irradiation19, which
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results in the emission by the QD system of an optical pulse train.
Thus, we refer to the QDs in this context as ‘‘nano-optical pulsers’’
(NOPs).

In many versatile systems in nature and in engineering devices
and systems, synchronization and chaos are important phenom-
ena connected to periodic signals20–22. For example, injection
locking of lasers is of fundamental importance, and stability,
instability, and chaos in such systems have been thoroughly
studied from basic and practical perspectives21,23. In addition,
rather than suppressing such chaotic behavior in lasers, the phe-
nomenon can be exploited by applications that secure data com-
munications24,25. In associated research, optical random-number
generators (RNGs) were intensively investigated6,26, and chaos gen-
erated in quantum-dot microlasers with external feedback was also
reported27.

However, these studies of synchronized, chaotic, and random
oscillatory dynamics require far-field optics, which means that the
devices and systems are constrained by the diffraction limit of
light. This physical restriction means that macroscale devices are
inherently required. In contrast, the present study focuses on
nanoscale oscillatory dynamics, which are free from the diffraction
limit imposed by optical far fields. By revealing the basic functions
made possible by synchronization and chaos in near-field optics,
we provide guiding design principles for future devices, systems
and methods to evaluate their performance. Note that the pulsa-
tion, synchronization, and chaos, as discussed in this paper, are
related to optical pulses for which the carrying frequencies are
fixed, whereas the conventional literature on synchronization
and chaos in lasers21 discusses the oscillation frequency of the
radiation itself.

We now give a brief outline of the paper. Reference 19 discusses
the combination of two energy transfers by near-field interactions,
one of which is delayed with respect to the other. When pumped
by cw irradiation, the system emits an optical pulse train. This
phenomenon was explained using a density matrix formalism
involving six energy levels. In our study, we first further simplify
such a pulse-generating mechanism by replacing one of the
energy-transfer paths by a delay function. This approach allows
us to confirm the emission of a pulsed output. Second, we dem-
onstrate that such an NOP can be synchronized with a periodic
external signal. We show that the synchronization bandwidth
depends on the intensity of the external stimulus and that the
‘‘sensitivity’’ (defined later) to the external stimulus increases for
weaker cw excitation of the NOP. Third, we characterize bifurca-
tions and chaos by combining NOPs with an external timing delay
between energy transfers. Finally, by using security-test suites to
evaluate the chaotic signals, we checked the randomness inherent
in those signals to determine if such devices can be used as an
RNG.

Uchida et al. experimentally demonstrated an RNG based on
semiconductor lasers and achieved 1.7 Gb/s random-number gen-
eration6. The rate obtained was excellent and devices were developed
on the basis of solid and sophisticated principles in the literature on
optical communications. However, because these results are based on
far-field optics, they suffer from a fundamental difficulty that they
cannot be miniaturized beyond the diffraction limit of light28. NOPs,
however, are based on energy transfer and thus are not diffraction
limited. In addition, cw light sources, such as light-emitting diodes
and lasers, have now been developed on the basis of principles of
near-field optics29,30, which suggests that optical pulsation and RNGs
can be implemented on the basis of nanophotonic principles and
technologies.

Results
Nano-optical pulser based on energy transfer. Previous work
presented a theory of a pulse-generating mechanism in a system of

four QDs. This mechanism combines two energy-transfer pathways
in which one pathway experiences a timing delay19. Here, we first
introduce a simpler theory based on a pair of QDs, with one QD
smaller than the other.

In the long-wavelength approximation, the electric-field oper-
ator is constant in the Hamiltonian, which describes the inter-
action between an electron and an electric field, because the
electric field of the propagating light is considered to be uniform
on the nanometer scale. For cubic QDs, optical selection rules
prohibit transitions to states described by even quantum numbers.
However, this restriction is relaxed when optical near fields are
concerned because of the localized nature of optical near fields in
the vicinity of nanoscale matter. Energy in QDs can be optically
transferred to neighboring QDs via optical near-field interac-
tions11. For instance, assume that two cubic quantum dots—
QDS and QDL, where S and L refer to small and large, and whose
side lengths are a and

ffiffiffi
2
p

a, respectively—are located close to each
other, as shown in Fig. 1a. Also, suppose that the energy eigen-
values for the quantized exciton energy level specified by quantum
numbers (nx, ny, nz) in QDS are given by

E(nx ,ny ,nz )~EBz
�h2p2

2Ma2
n2

xzn2
yzn2

z

� �
, ð1Þ

where EB is the energy of the bulk exciton and M is the effective
mass of the exciton. A resonance exists between the energy level of
QDS with quantum numbers (1,1,1) (denoted as S1 in Fig. 1a) and
that of QDL with quantum numbers (2,1,1) (denoted as L2 in
Fig. 1a). Because of the steep localized electric field in the vicinity
of QDS and QDL, an optical near-field interaction occurs between
the two QDs. This interaction is denoted by U in Fig. 1a, and the
steep electric field is schematically indicated by the orange tri-
angle. Therefore, energy in S1 can be optically transferred to L2

and vice versa. Normally, such a transition would be dipole for-
bidden because L2 has an even quantum number. This means that
diffraction-limited far-field light irradiation from external systems
can couple only to S1

31. In QDL, optical-energy dissipation,
described by C is faster than the near-field interaction, so the
optical energy deposited into the (2,1,1) level can relax to the
(1,1,1) level of QDL (denoted by L1).

Similar optical-excitation transfer via near-field interactions has
been reported for various material systems, including CuCl QDs11,
InAs QDs32, CdSe QDs33, and hybrid systems13,14. Also, the theor-
etical foundations describing such phenomena, including the
optimal near-field interaction that maximizes optical excitation
transfer, have been developed by Sangu et al. in Ref. [11].
Because the primary focus of the present study is to investigate
the possibility of synchronization, chaos, and random-number
generation based on optical excitation transfer, we do not assume
a particular implementation, as explained in the discussion sec-
tion. In this study, based on experimental observations of energy
transfer in ZnO nanorods34, we assume a sublevel relaxation C21

5 10 ps and radiative decay times for QDS and QDL of c{1
S 5

443 ps and c{1
L 5 190 ps, respectively, which are typical values

for these parameters. The optical near-field interaction is given by
U21 5 120 ps. As shown in Fig. 1b, these parameter values lead to
an evolution of populations involving the energy level L1, assum-
ing an initial excitation at S1. These results clearly indicate that
optical excitation transfer occurs from S1 to L1.

When the lower level of QDL (L1) is occupied, the optical excita-
tion in QDS cannot transfer to that level in QDL because of the state-
filling effect11. Optical pulsation based on optical energy transfer
forms because of the architecture, where the state filling in L1 is
triggered by the radiation from S1 with a delay with respect to the
energy transfer from L1, as shown schematically in Fig. 1c. If QDS is
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irradiated with cw radiation, such triggers should occur periodically
and continuously at constant intervals. In other words, a pulsed
signal should result.

We describe the above dynamics by using a density matrix form-
alism. The radiative relaxation rates from S1 and L1 are denoted as cS

and cL, respectively. The quantum master equation is35

Figure 1 | Nanoscale optical pulser architecture. (a) Optical excitation transfer via near-field interactions between closely located smaller and larger

quantum dots (QDs). (b) Example of optical excitation transfer from a smaller to a larger QD. (c) By incorporating a time delay, optical pulsation

becomes possible. (d) Example of optical pulses induced by cw optical excitation. (e) Peak-to-peak value of pulsed population as a function of cw

excitation amplitude.
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where Hint represents the interaction Hamiltonian. Matrices Ri (i 5

S,L) are annihilation operators, which annihilate excitations in S1 and
L1, respectively, via radiative relaxations. Matrices R{

i (i 5 S,L) are
creation operators given by transposes of matrices Ri. The matrix S is
an annihilation operator that annihilates the excitation in L2 via
sublevel relaxations. The external Hamiltonian Hcw

ext(t) represents
the external cw optical excitation that populates the energy level S1

of QDS. This Hamiltonian is given by

HCW
ext (t)~CW(R{

S1
zRS1

), ð3Þ

where CW specifies the amplitude of the external cw radiation. The
other external Hamiltonian HD(t) represents radiation from the
lower-energy level of QDS, which affects the lower-energy level of
QDL or L2 with a delay D. The Hamiltonian is given by

HD(t)~arNOP
S1

t{Dð Þ R{
L1

zRL1

� �
, ð4Þ

where rNOP
S1

(t) indicates the population of energy level S1 and a

indicates the coupling efficiency. In the original theory of the
pulse-generating mechanism19, the delay line was represented by a
different QD combination, giving another density matrix, and the
overall dynamics was analyzed by solving the system of equations. In
our simplified system, the delay is incorporated into Eq. (4).

In addition to the typical parameter values based on ZnO nanor-
ods34 introduced earlier, the coupling efficiency a is assumed to be
0.1, and the cw input amplitude is CW 5 0.0007. Figure 1d shows the
dynamics of the population of the lower level of QDL (L1) when the
interdot optical near-field interaction U21 5 120 ps and D 5

1000 ps. The population dynamics become pulsed, so we use this
model for the following discussion. The period of the oscillating
population is approximately 2849 ps, which gives a pulse frequency
of approximately 351 MHz.

As reported in Ref. 19, no pulse train occurs for a cw excitation that
is either too intense or too weak. Figure 1e shows the peak-to-peak
population as a function of the cw input amplitude. Pulses occur for a
cw input amplitude between approximately 0.0003 and 0.002.

Synchronization in nano-optics. We now consider irradiating the
NOP with periodic external radiation, as shown schematically in
Fig. 2a, and investigate whether synchronization is induced in the
system. Consider the system subjected to an external periodic
stimulus given by a sinusoidal perturbation:

HPeriodic
T (t)~Asin 2pt=Tð Þ R{

S1
zRS1

� �
, ð5Þ

where A and T are the amplitude and period of the periodic signal,
respectively. By adding the Hamiltonian represented by Eq. (5) to Eq.
(2), synchronization is characterized by solving
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Let the parameters associated with the NOP be the same as those for
the previous discussion. Let the period of the external signal be given
by T 5 3500 ps (or approximately 286 MHz) and A 5 0.0001. The
dashed and solid curves in Fig. 2b show the evolution of the
population associated with the energy level L1 with and without an
external input. The oscillation period is synchronized with the input
signal.

While maintaining the parameters associated with the NOP,
Fig. 2c characterizes synchronization, or more specifically, the fre-
quency of the external periodic signal that maximizes the spectral
peak of the output signal. The dashed curve shows that the oscil-
lating frequency is equal to the frequency of the external signal
when the latter is between 244 and 500 MHz. For frequencies
outside this locking range, the oscillating frequency is approxi-
mately 366 MHz, which is nearly equal to the oscillating frequency
of the original NOP exposed to a cw input amplitude of 0.0008.
This is consistent with the fact that the system is irradiated with cw
radiation (0.0007) in addition to a periodic signal with amplitude
0.0001.

The locking range depends on the amplitude of the external irra-
diation. The solid, dot-dashed, and dotted curves in Fig. 2c indicate
the locking range of synchronization for external irradiation ampli-
tudes A of 0.0015, 0.0012, and 0.0008. The larger the amplitude of the
external signal, the larger the bandwidth of synchronization. This
property is similar to the mode-locking phenomenon observed in
conventional lasers21 and other systems such as phase-locked loops36.
Furthermore, we find that an external stimulus with excessively large
amplitude does not lead to synchronization; rather, the system is
overwhelmed by optical energy and enters a static state.

Figure 2d considers the case in which the amplitude of the external
periodic signal is maintained (A 5 0.0001). Based on the results
shown in Fig. 2d, we investigate the sensitivity of the NOP to the
external system by changing the amplitude of the original cw pump-
ing light. Recall that the locking range is between 244 and 500 MHz
for CW 5 0.0007 and an external periodic signal amplitude of
0.0001, respectively. The circles in Fig. 2d show the maximum spec-
trum obtained when the NOP is exposed to an external input divided
by the maximum spectrum of the original pulser without the external
input. We refer to this ratio as sensitivity, which is larger in the
locking range. Moreover, it increases with decreasing cw-excitation
power (CW 5 0.0006), as indicated by the squares in Fig. 2d. In
contrast, as shown by the triangles in Fig. 2d, greater cw excitation
power (CW 5 0.0008) leads to a decrease in sensitivity. Such prop-
erties are also similar to those of conventional mode-locked lasers
and are referred to as the dependence on relative excitation37.

These results clearly imply that the physics of near-field optical
systems can lead to synchronized phenomena.

Chaos in nano-optics. Lasers are known to undergo chaotic
oscillation when connected with a delayed feedback21,23. Here, we
address the question of whether chaos is possible in the subwave-
length regime. In other words, we investigate the possibility of chaos
evolving from nanoscale optical-energy transfer.

When an external delay line is added to the original NOP system,
as shown schematically in Fig. 3a, the overall dynamics are described
by solving

drChaos tð Þ
dt
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where the lower energy level L2 of QDL is fed back to the same energy
level after time delayD. This effect is taken into account by adding the
following external Hamiltonian to the original master equation:

HDC
(t)~{aCrChaos

L1
t{DCð Þ R{

L1
zRL1

� �
, ð8Þ

where aC andDC are the coupling constant and timing delay, respect-
ively. The quantity rChaos

L1
(t) is the population of L1.

Parameter values for the systems are based on experimental obser-
vations from ZnO nanorods28: c{1

S 5 443 ps, c{1
L 5 190 ps, C21 5

10 ps, D 5 3000 ps, a 5 0.1, and U21 5 100 ps. Figure 3b considers
the situation in which delay lines with DC 5 1000 ps are incorpo-
rated. Figure 3b shows populations when the coupling constant aC is
0.001, 0.01, 0.02, and 0.05 (see Fig. 3b-i, 3b-ii, 3b-iii, and 3b-iv,
respectively). Case (i) exhibits a periodic signal, whereas case (iv)
converges to a constant population. Cases (ii) and (iii) exhibit more
complicated dynamics.

To quantitatively characterize the dynamics, we evaluate the local
maxima and minima of populations as a function of the coupling
constant aC. When the population dynamics is periodic or constant,
there is no diversity in the local maxima and minima, whereas the
maxima and minima take on a variety of values when the signal is
chaotic21, which leads to bifurcations and chaos in signal trains.

The circles and crosses in Fig. 3c show the local maxima and
minima, respectively, in the population between 500 000 and 1 000

001 ps. For aC between 0.001 and approximately 0. 0025, the vari-
ation in local maxima and minima is limited, whereas for aC 5
0.0025, the variation is greater. From aC ., 0.0025 to nearly
0.009, the variation is again limited, whereas from approximately
0.009 to 0.0228, the variation increases again. Beyond aC 5 0.0228,
the local maxima and minima have similar values, so no oscillations
occur. These results indicate that a system based on optical energy
transfer exhibits bifurcation and chaotic behavior, which is evidence
of chaos.

Another criterion satisfied by chaos is expressed by the maximal
Lyapunov exponent (MLE)22,23. Suppose that a trajectory exhibits
chaotic behavior, which means that the final difference between
two trajectories with a subtle initial difference dZ0 grows exponen-
tially. In other words, jdZ(t)j<exp(lt)jdZ 0j. The MLE is defined by

l~ lim
t??

lim
dZ0??

1
t

ln
jdZ(t)j
jdZ 0j

, ð9Þ

where l # 0 indicates no chaos20,22. We used the FET1 code
developed by Wolf et al.38 to estimate the MLE from a time series.
Figure 4a shows the calculated MLE as a function of the control
parameter aC. The results show that, for instance, l is positive for
0.0148 , aC , 0.0225. This particular range coincides with the range
over which chaos occurs in the local maxima and minima (Fig. 3b).
Also, for the 78 points in this particular regime, there are 26 points
that satisfy the random-number conditions discussed below. This

Figure 2 | Synchronization in NOP. (a) Schematic of system where NOP is subjected to external periodic signal. (b) Evolution of population with and

without external input. (c) Synchronization of NOP to external input radiation. The bandwidth of the frequency locking increases with the amplitude of

the external input. (d) Analysis of sensitivity of synchronization. Synchronization of weakly excited NOP is more sensitive to external input.
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result clearly indicates that the physics of near-field optics allows for
chaotic phenomena.

Random-number generation by nano-optics. Finally, to determine
if NOPs can be used as RNGs, we use statistical-test suites to evaluate
the randomness inherent in the chaotic dynamics of populations.
Many well-known statistical-test suites, such as NIST 800-2239,40,
FIPS 140-241,42, and Diehard43, are proposed in the literature. We
use the FIPS 140-2 statistical-test suite (hereafter the ‘‘FIPS test’’)
because it is the most simple and user-friendly test suite. It offers
the following four basic tests: (i) the monobit test, (ii) porker test, (iii)
run test, and (iv) long-run test. Because of its simplicity, it has been
used to supplement RNGs in many hardware implementations44,45.

Kim et al. recalculated the requirement of the FIPS test for a 2500-
bit sequence to give an identical significance level a 5 1022, which is a

commonly used value in cryptography. This significance level is
defined as the probability of a false rejection of the null hypothesis
in a statistical test. In other words, it is the probability that a perfect
RNG generates a ‘‘failure’’ sequence. A summary of the ‘‘improved
FIPS test’’, which we use in the analysis, is available in the supple-
mentary information, and further details may be found in Refs. [46]
and [47].

We obtained temporal signals from t 5 0 to t 5 1 000 000 for each
member of the population with a resolution of 1 ps. The population
at each time increment is converted to a 16-bit-precision fixed-point
number and the lowest significant bit is used for a binary value. In
other words, 1 000 001 binary bits are obtained from a single run.
Ignoring the initial time range from t 5 0 to 100 000, the total length
is reduced to 900 000 bits. The signals are then divided into incre-
ments of 2500 (i.e., 2500 ps duration); the number of 2500-bit bin-

Figure 3 | Chaos in nano optical pulser. (a) Schematic of system where NOP is connected with external delay. (b) Evolution of population with four

different parameters: (i) Periodic signal occurs. (ii) and (iii) Rather complex trains occur. (iv) Population is saturated at a certain level. (c) Local maxima

and minima of populations as a function of control parameter aC.
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ary-signal sets is 36. By subjecting all 36 sets to the improved FIPS test
described above, we can determine whether they qualify as random
numbers. If all bit sets pass the test or if the number of failures is at
most two for each test, then the answer is yes. Two failures are
deemed acceptable in this particular case because the acceptable
interval is determined to be in the 99.73% range of normal distri-
bution. For details, see section 4.2.1 of Ref. [39].

The solid, dashed, dotted, and dot-dashed curves in Fig. 4b show
the frequency of the FIPS-test failure for the monobit, poker, run, and
long-run tests, respectively, as a function of the control parameter aC.
The FIPS test is passed in a total of 35 cases, which used the following
control parameters: 0.0058, 0.0061, 0.0076, 0.0084, 0.0104, 0.0106,
0.0108, 0.0116, 0.0124, 0.0172, 0.0175, 0.0177–0.0180, 0.0181,
0.0183, 0.0185, 0.0187, 0.0190, 0.0192, 0.0194–0.0196, 0.0198–
0.0200, 0.0202, 0.0204–0.0207, and 0.0212–0.0214. The evaluation
was based on an aC interval of 1023, as shown in Fig. 4c. Moreover,
for all control parameters for which the improved FIPS test was
passed, the corresponding MLEs are positive (see Fig. 4a).

The chaotic signal behaves differently depending on other para-
meters. Focusing on the external delay, which plays a crucial role in
generating chaos, Fig. 5 characterizes the pass–no-pass results of the
FIPS test for time delayDC ranging from 0 to 3000 ps. The number of
cases that pass the FIPS test is given on the right side of Fig. 5 (where
DC 5 200 ps yields the maximum number of cases that pass the FIPS
test). From this analysis, we conclude that chaotic phenomena based
on near-field local optical interactions can form the basis of ultra-
small RNGs.

Discussion
As mentioned in the introduction, complex oscillatory dynamics are
observed in various systems in the real world. Our study indicates
that local nanoscale interactions may lead to synchronization, chaos,
and even random-number generation. The optical near-field inter-
actions examined in this study contain the ‘‘necessary conditions’’
required for generating complex oscillatory dynamics; that is, nanos-
cale optical near-field interactions generate physical properties that
are functionally equivalent to those observed in other physical sys-
tems exhibiting complex dynamics. Moreover, using the optical near
field yields the additional benefit of overcoming the diffraction limit
of light.

However, several important unresolved issues remain that com-
plicate the science of near-field optics. The function of delay, in
particular, needs more study, both theoretically and experimentally.
Optical excitation transfer depends on the architecture of nano-
structures as well as on the population of energy levels therein. For
example, in Ref. 48, Naruse et al. discusses topology-dependent,
autonomous optical excitation transfer, and how an excitation
‘‘waits’’ in a multi-quantum-dot system. In addition, the coupling
between semiconductor quantum dots and nanocavities has been
intensively studied49–51. These investigations are analogous to the
present work in that they consider how to realize further function-
alities by using near-field optics, but we need to be careful because the
notion of ‘‘cavity’’ implies diffraction-limited macroscale entities.
We will thus conduct further investigations into the theoretical
foundation of delay in near-field optics. Experimentally, on the other

Figure 4 | Chaos and random-number generation in nanosized system. (a) Lyapunov exponents as a function of control parameter aC. We used the

following FET1 parameters, dimension 5 7, delay 5 10, evolve 5 1, Scalemin 5 1025, and Scalemax 5 0.7. The Lyapunov exponent l # 0 indicates no

chaos. The dotted line shows l 5 0 (b) Analysis of properties of random numbers based on the improved FIPS test. (c) Schematic of cases that

pass the improved FIPS test. For all 35 cases that pass the improved FIPS test, the corresponding Lyapunov exponent is positive [see panel (a)].
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hand, Nomura et al. demonstrated a chain of colloidal CdSe QDs52.
Also, QD arrangements of graded size have been demonstrated by
Kawazoe et al.53 and Franzl et al.54, which could provide the basic
resources to implement delay functions19. To fabricate devices in the
future, fluctuations in size, layout, etc., in the quantum nanostructure
may be of concern, and tolerance and robustness would need to be
clarified. A step in this direction has already been taken by Naruse et
al., who built a stochastic model to systematically characterize optical
excitation transfer in multilayer InAs QDs formed by molecular
beam epitaxy55.

Other unique optical near-field processes can be considered. For
example, the hierarchical properties of the optical near field means
that near-field interactions behave differently depending on the
length scale involved56. This property is notably different from that
encountered in conventional optics and photonics. Another inter-
esting topic is the impact of the hierarchical properties of optical near
fields on synchronization and chaos. As techniques to fabricate
nanophotonic devices continue to be developed, experimental veri-
fication and fabrication of practical devices are important routes for
future work13–16,29,30,34,55.
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Abstract: As a new solution to the so-called green-gap problem, we fabricated a GaP LED 
using dressed-photon–phonon assisted annealing. As a result, we increased the light emission 
intensity in an energy band above 2.33 eV. In this paper, we will introduce the results and 
discuss this light emission phenomenon. 

 
The bandgap energy, Eg, of GaP is 2.26 eV, which corresponds to a wavelength of 546 nm. Thus, GaP could be 
regarded as a candidate material for solving the so-called green-gap problem [1]. However, the light emission 
efficiency of GaP is known to be extremely low, since GaP is an indirect-transition-type semiconductor. To 
overcome the limitations originating from the transition type, we adopted a dressed-photon–phonon (DPP) 
assisted annealing method, which uses simultaneous forward-bias current and laser irradiation to perform 
annealing. As a result, we increased the light emission intensity in an energy band higher than Eg [2]. 

We used an S-doped n-type GaP wafer, and Zn ions were implanted into this wafer to form a p–n junction. 
Next, a forward bias current of 9.9 A/cm2 was applied to the device, while irradiating it with 532 nm wavelength 
(2.33eV) laser light with an intensity of 35.4 W/cm2. The laser irradiation and current generated localized 
heating, causing random diffusion of the dopant. During this random change, if a local region takes a certain 
impurity distribution suitable for generating DPPs, electrons could couple with coherent multimode phonons in 
that region, and the limitation due to the wavenumber conservation law would be relaxed, thus enabling 
stimulated emission via DPP levels, even in an indirect-transition-type semiconductor. This means the applied 
energy would turn into photons, not heat. As a result, the diffusion rate around this region would be reduced. 
After this process proceeds for a sufficient amount of time, an LED that emits light with a wavelength of 532 
nm can be fabricated, since the probabilities of stimulated emission and spontaneous emission are proportional 
to each other. 

Fig. 1 shows the rate of increase of the EL spectral intensity. The red curve shows that light emission with 
an energy higher than Eg was significantly increased after DPP-assisted annealing. To verify that surface 
damage due to implantation did not affect this result, we carried out the same process on a thermally annealed 
sample. The blue curve shows the result, which is similar to the red curve. By performing experiments without 
irradiation light (Fig. 1, green curve), we also demonstrated the effectiveness of the DPP-assisted annealing. 

Considering the principle of the DPP-assisted annealing method, the EL spectrum is expected to show some 
dependence on the process conditions. Using the same device and experimental set-up, we checked the 
correlation between the EL spectrum and the DPP-assisted annealing conditions. Fig. 2 shows the result. The x-
axis and y-axis denote the current and the laser intensity during annealing, respectively. Numbers expressed as a 
percentage denote the rate of increase of the EL spectral intensity at 532 nm (2.33 eV). The result shows that the 
rate of increase becomes higher as the conditions become closer to those of the blue dashed line in Fig. 2. This 
can be interpreted as follows: In region A in Fig. 2, the number of surplus photons increases as the conditions 
deviate from those of the blue dashed line. Those surplus photons generate local heat through nonradiative 
relaxation. In region B, the number of surplus electrons increases, and those electrons also generate heat locally 
through scattering. In both cases, the suppression of heat generation through stimulated emission would be 
weakened. Thus, this surplus energy inhibits the formation of the optimum impurity distribution. As a result, we 

  

can conclude that there is an 
optimal ratio (blue dashed line) 
between the number of electrons 
and photons during the DPP-
assisted annealing process. 
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Fig. 1 Rate of increase of spectral intensity. Fig. 2 Dependence of GaP LED output on 
processing conditions. 

[1] S. Nakamura, MRS bulletin 34, 101-107 (2009). 
[2] J. H. Kim, T. Kawazoe, M. Ohtsu, Advances in Optical Technologies (2014). In press 
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Dept. Eng. Univ. Tokyo 
E-mail address:yamaguchi@nanophotonics.t.u-tokyo.ac.jp 

Abstract: We developed a silicon light emitting diode (Si-LED) that emits in the visible range 
using a dressed-photon–phonon (DPP) assisted annealing method. To solve the problem of the 
light extraction efficiency, which is essential for visible Si-LEDs, we fabricated the LED 
structure with a lateral p–n homojunction. By applying DPP-assisted annealing, involving 
injecting a forward current into the p–n homojunction while irradiating it with visible laser 
light, we realized a Si-LED with EL emission in the blue range via a phonon-assisted process.  

Fabricating light emitters with silicon (Si) is a challenge because of its low light emission efficiency derived 
from its indirect-type band gap. Many researchers have been worked on improving the emission of Si, for 
example, by using quantum confinement effects in nanostructures, such as porous-Si [1] or quantum dots [2]. 
However, the efficiency of electroluminescence (EL) from those emitters is still low due to the difficulty of 
injecting current into such nanostructures. To solve this problem, the authors have been developing light 
emitting diodes (LED) using bulk Si which have achieved an EL efficiency of 15 % by using an annealing 
method assisted by a dressed-photon–phonon (DPP), which is a coupled state of an electron–hole pair and a 
phonon [3]. In this method, we illuminate a Si p–n homojunction with laser light while injecting a forward 
current. After annealing, DPPs are generated in the p–n homojunction. DPPs cause an optical process, called a 
phonon-assisted process, in which the wavenumber supplied from phonons via DPPs enables the electron–hole 
pair to recombine radiatively. The photon energy of the light emitted by the LED after DPP-assisted annealing is 
determined not by the band gap energy (Eg) of Si but by the photon energy of the laser light irradiated during 
annealing. By utilizing this property, we have fabricated a visible Si-LED by irradiating it with visible light [4].  

However, an intrinsic problem with visible Si-LEDs is the low light extraction efficiency due to absorption 
loss. Since semiconductors absorb light with a higher photon energy than Eg, visible photons emitted by the p–n 
homojunction in a Si-LED are absorbed before they can be extracted from the device. To overcome this issue, 
we fabricated a device with a lateral p–n homojunction, as illustrated in the inset of Fig. 1. In this structure, the 
absorption loss is drastically reduced because the p–n homojunction is formed in the surface of the Si-LED. We 
deposited Cr/Pt layers serving as electrodes on an SOI substrate. After B-doped Si nanocrystals were spin-
coated on the substrate, it was irradiated with pulsed laser light with a wavelength of 527 nm and a power 
density of 4 J/cm2pulse in order to melt the nanocrystals and form a B-doped p-layer. Then, we conducted DPP-
assisted annealing by applying a forward bias voltage of 15 V and irradiating the device with 405 nm CW laser 
light (photon energy hv  3.06 eV) with an intensity of 2.0 W/cm2.

Fig. 1 shows the EL spectra of the Si-LED obtained before annealing, and 30 and 90 minutes after starting 
annealing. Even before DPP-assisted annealing, blue light emission occurred at around 3 eV, corresponding to 
the direct transition in Si. This light emission could be measured owing to the high light extraction efficiency of 
the lateral p–n junction structure. Furthermore, we succeeded in enhancing the EL emission in the blue band (~3 
eV) by increasing the annealing time. The selective EL enhancement around hv  3.06 eV  shows that the 
emission was via a phonon-assisted process caused by DPPs.  

The authors thank Teijin Co. Ltd. for providing the NanoGram® Si ink. This research was supported by a 
Grant-in-Aid for the JSPS Core-to-Core Program, A. Advanced Research Networks.  

[1] L.T. Canham, Appl. Phys. Lett., 57, 1046-1048 (1990).  
[2] D. Kovalev, H. Heckler, M. Ben-Chorin, G. Polisski, M. Schwartzkopff, and F. Koch, Phys. Rev. Lett., 81, 2803-2806 (1998).  
[3] T. Kawazoe, M.A. Mueed, and M. Ohtsu, Appl. Phys. B, 104, 747-754 (2011).  
[4] M.A. Tran, T. Kawazoe, and M. Ohtsu, Appl. Phys. A, 115, 105-111 (2014).

Fig. 1. EL emission spectra of Si-LED obtained before (black dotted line) and 
           30 minutes (blue dashed line) and 90 min. (red solid line) after starting DPP assisted annealing
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Abstract: We used an SOI substrate to fabricate light waveguides and evaluated the optical gain. Optical gain is 
proportional to injected current density and is expected to be larger when the incident light power is low. By 
adopting an SOI substrate, the transparent current density was reduced, which contributed to a lower leakage 
current.  
 

We successfully developed a Si LED with a homojunction for the first time in the world, as well as a Si laser 
operating in the 1.3 m wavelength band and capable of continuous oscillation at room temperature [1]. Since 
these Si light emitting devices emit light whose photon energy is lower than the bandgap energy of Si, there is 
little absorption loss, which allows the threshold current density of a Si laser to be drastically reduced. We have 
designed laser waveguides with a high optical confinement factor, allowing us to realize a Si laser with a very 
low threshold current density, for example, as low as 40 A/cm2 [2].  

To realize highly efficient laser oscillation, we adopted a method in which we fabricate laser waveguides with 
a small width after acquiring high-efficiency light emission from waveguides with a large width using an SOI 
substrate. As a first step, we fabricated light waveguides (Fig. 1) using an SOI substrate, and confirmed the 
existence of optical gain by generating dressed-photons efficiently at a p–n junction interface. To measure the 
gain coefficient, the edge of the light waveguide was illuminated with laser light (wavelength 1.3 m, optical 
power 40 mW), and the emitted light intensity I  from the other edge was measured as a function of the current 
density (triangle wave current, current density 0–40 A/cm2 (current 0–600 mA), voltage 0–3 V, frequency 1 Hz). 
We fitted the measurement result normalized by the light intensity when no current was injected with the 
expression I = exp(Gd) (where G = gJ, d is the length of the waveguide, which was 2000 m, g is the 
differential gain coefficient, and J is the injection current density) and calculated the optical gain value G. Fig. 2 
shows the dependency of G on J. We confirmed that the optical gain was proportional to the injection current 
density. We also applied linear fitting to this result and estimated the transparent current density (the value of J 
when G = 0), Jtr, to be 0.47 A/cm2. This value was one-fifth of the value (2.5 A/cm2) we measured by another 
method [3]. This was because of the reduced leakage current due to the use of a light waveguide in the SOI 
substrate. G was measured to be smaller than the original value because gain saturation occurred due to the high 
power of the laser light (40 mW) used in this gain measurement. By taking into account this effect, the gain G at 
a lower light power, which is important when laser oscillation begins, is expected to be higher than the value we 
measured this time.  
[Acknowledgement] This research was supported in part 
by Grant-in-Aid for JSPS Fellows Number 25 905 and 
the JSPS Core-to-Core Program, A. Advanced Research 
Networks. 
This research was performed in part by the Advanced 
ICT Research Institute of NICT.  

  
Fig. 1 Light waveguide using SOI substrate and SEM 
cross-sectional images of light waveguide. 

Fig. 2 Measurement results of dependency of gain G on 
forward current density J. Black: Estimation of 
transparent current density by linear regression. 

[1] T. Kawazoe, M. Ohtsu, K. Akahane, N. Yamamoto, Appl. Phys. B, 107, 659 (2012). 
[2] H. Tanaka, T. Kawazoe, M. Ohtsu, K. Akahane, The 75th JSAP Autumn Meeting 18p-C1-4, Hokkaido university, Hokkaido, September 2014. 
[3] H. Tanaka, T. Kawazoe, M. Ohtsu, The 74th JSAP Autumn Meeting 18p-C14-14, Doshisha university, Kyoto, September 2013. 
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Abstract: We experimentally demonstrate decision making based on optical excitation 
transfer via near-field interactions in quantum dots of different sizes formed on a geometry-
controlled substrate, paving a way toward intellectual capabilities by near-field optics. 

Optical near-field interactions between nanostructured matter, such as quantum dots, provide unidirectional 
optical excitation transfer when energy dissipation is induced. This results in versatile spatiotemporal dynamics 
of the optical excitation, which can be controlled by engineering the dissipation processes and exploited to 
realize intelligent capabilities such as solution searching and decision making [1-4].  

Consider the particular case of a decision making problem in which a player should make a quick and 
accurate decision in choosing, from many available ones, a slot machine that has the highest probability of 
paying out a reward so that the player can get as much reward as possible. To accomplish this, the player should 
test and evaluate which machine is the best; however, too much testing or exploration to search for the best 
machine may result in a significant loss. Moreover, the best machine may change with time. (In the experiment, 
the number of slot machines was two.) In other words, there is a trade-off between exploration and exploitation, 
referred to as the exploration–exploitation dilemma [5]. Such a problem, called the multi-armed bandit problem,
is the foundation of many important applications in information and communication technologies [3]. Kim et al.
proposed an algorithm called tug-of-war model (TOW) [6], of which physical implementation is later 
theoretically proposed in [3]. It was demonstrated that the resultant decision making performance exhibits even 
better than that of the conventionally known best algorithm called Softmax [5] as shown in [3]. Here we 
experimentally demonstrate the ability of decision making on the basis of optical excitation transfer [4]. 

We fabricated QD samples using 2.5- and 3.2-nm-diameter CdSe/ZnS core-shell QDs formed on a geometry 
controlled substrates (Fig. 1(a)). The control lights irradiated on the sample were configured by a spatial light 
modulator (SLM) based on the optical excitation transfer observed in the QD sample. Figure 1(b) shows an 
experimental demonstration. Here the reward probability of the two slot machines are given by 0.8 and 0.2; thus 
choosing the higher-reward-probability machine is the correct decision. Furthermore, the reward probability is 
dynamically changed from time to time; the occurrence of a “change” of the reward probability is not notified to 
the player. In the experiment, the reward probabilities are swapped every 150 plays. The solid curve in Fig. 1(b) 
shows the evolution of the “success rate”, taking a value between 0 and 1, for 300 consecutive plays. The 
success rate is evaluated by calculating the number of successes divided by the number of repeat cycles. The 
success rate increases as time evolves. As a result of swapping the reward probabilities, the success rate drops 
every 150 plays but quickly recovers. Such rapid and accurate adaptability to the external environment 
demonstrates the success in solving the multi-armed bandit problem based on optical excitation transfer via 
optical near-field interactions between quantum dots. 

Fig. 1. Experimental demonstration of decision making: (a) experimental device. (b) decision making in uncertain environments. 

Acknowledgements: This work was supported in part by Core-to-Core Program, A. Advanced Research Networks from JSPS.  
[1] M. Naruse, N. Tate, M. Aono, and M. Ohtsu, Rep. Prog. Phys. 76, 056401 (2013). [2] M. Aono, M. Naruse, S.-J. Kim, M. Wakabayashi, 
H. Hori, M. Ohtsu, and M. Hara, Langmuir 29, 7557-7564 (2013). [3] S.-J. Kim, M. Naruse, M. Aono, M. Ohtsu, and M. Hara, Sci. Rep. 3,
2370 (2013). [4] M. Naruse, W. Nomura, M. Aono, M. Ohtsu, Y. Sonnefraud, A. Drezet, S. Huant, and S.-J Kim, J. Appl. Phys. 116,
154303 (2014) [5] N. Daw, J. O’Doherty, P. Dayan, B. Seymour, and R. Dolan, Nature 441, 876-879 (2006). [6] S.-J. Kim, M. Aono, and M. 
Hara, Biosystems 101, 29-36 (2010). 
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Abstract: This presentation reviews how to see the optical near field (ONF) and relevant 
problems to be solved in future. Several phenomena observed in nature that have similar 
features to those of the ONF are also presented. 

 

It is essential to detect and/or see the optical near field (ONF) in order to promote the nano-optics and 
nanophotonics. With regard to seeing the ONF and identifying its origin, the following facts have been 
recognized: 
(1) The ONF is a virtual photon, and therefore, it cannot be described by Maxwell’s equations because the 
uncertainties of the wavenumber and the energy of the ONF are too large due to its small spatial extent and short 
duration.  
(2) For describing the ONF, a novel quantum field theory has been developed, even though a virtual cavity for 
the field quantization cannot be defined in a nanometric space [1]. This theory has derived quantum operators 
representing the creation and annihilation of the ONF.  
(3) The ONF is a dressed photon because it is created by the interaction between a photon and electrons in a 
nanometric material. 
(4) The ONF couples with phonons to create a dressed-photon–phonon in a nanometric material. 
(5) Nobody can see the ONF without detecting the energy transfer from the nano-system to the surrounding 
macro-system through energy dissipation. The essential problem is that these energy transfer and dissipation 
processes cannot be described by conventional quantum mechanics. This is because the nano-system in which 
the ONF is created is connected with a macroscopic reservoir system. To solve this problem, the projection 
operator method has been developed based on the renormalization theory [1].  

For more advanced methods that will allow us to see the ONF and to describe its origin, further studies 
on the energy transfer from the nano- to macro-systems are required. In particular, for describing the specific 
features due to the inherent hierarchy of the ONF, the physics of this complex system have to be developed 
based on micro-macro duality in quantum physics [2] and category theory[3]. Furthermore, for describing the 
energy dissipation, a novel theoretical model has to be developed based on the non-equilibrium statistical 
mechanics of the open system. 
 Many phenomena in nature have similar features to those of the ONF, and these have been observed in 
a variety of systems, including nano-systems, macro-systems, inorganic materials, and organic materials. 
Examples include: the meson, light-dependent magnetosensitivity in drosophila [4], a light-harvesting 
photosynthetic system [5], natural computing observed in single-celled amoeboid organisms [6], weathering of 
rocks, photon breeding in the radiation energy dissipation from relativistic jets in blazars [7], and a close binary 
star [8]. By clarifying the similarities and differences between these phenomena and those of the ONF, we 
expect that it will be possible to establish a method of seeing the ONF more precisely. As a result, this method 
will demonstrate that near field optics is a universal science and can be used to realize a generic technology of 
the 21st century. It should be pointed out that the search for this method corresponds to “exploring the future of 
light in the nanoscale”, which is the title of this special session. 
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arXiv:math-ph/0502038. 
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[4] R.J. Gegear, A. Casselman, S. Waddell, and S.M. Reppert, “Cryptochrome mediates light-dependent magnetosensitivity in Drosophila, 
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Abstract:   We propose a novel method for observing nanometrically fluctuating signals due 
to optical near-field interactions between a probe and a target in near-field optical microscopy. 
By utilizing the hierarchy of these interactions, the method can observe spatial distribution-
dependent outputs without requiring any scanning process. As an experimental demonstration, 
output signals due to interactions between a SiO2 probe and Al nanorods were observed by 
using near-field optical microscopy at a single observation point. Using an original algorithm 
that we developed, we quantitatively evaluated these signals and their potential use in 
applications such as authentication.  

In near-field optical microscopy (NOM), optical near-field interactions are induced between the probe and 
target, and output signals reflecting molecular attraction and optical responses due to the interactions are 
sequentially obtained. Generally, an NOM system includes a scanning mechanism, so that it can obtain a two-
dimensional distribution of optical near-fields. By using systematic control via a feedback loop, the probe 
should be kept at a constant distance from the target. An important point is that the probe position inevitably 
fluctuates during the observation, and based on the concept of hierarchy [1], various scales of interactions are 
induced during this fluctuation. That is to say, NOM can observe compressed information that contains 
information about the spatial distribution of the target structure, without the need for any scanning process. Such 
information can be quantitatively evaluated by applying an original algorithm that we developed, including 
feature extraction and similarity calculation.  

As an experimental demonstration to verify the basics of our proposed method, as the probe and target, we 
used an Au-coated SiO2 probe and Al nanorods on a sample substrate [2], respectively. Fig. 1(a) shows the 
signal intensities of molecular attractions and optical responses at a single observation point. In order to 
quantitatively evaluate these results, the results were coded to produce the filled-in binary pattern shown in Fig. 
1(b), and features of this pattern, namely, the coordinates of the corners, were extracted by applying the 
accelerated segment test (FAST) method [3]. A similar process was applied to other patterns obtained at 
different observation points, and their features were compared by calculating their mutual similarity values. Fig. 
1(c) shows the results of the comparison, in which the bars and solid line represent the results of our method and 
the compared pixel values obtained from an SEM image of the target, respectively. As shown, both results 
revealed similar cyclic patterns. Because the solid line corresponds to a conventional scanning process, the 
similarity indicates that the output signals from a single observation point reflect the two-dimensional 
distribution of the target structure, as intended in our proposed method.  

Generally, observation methods using NOM require a long processing time due to their scanning process. On 
the other hand, in the case of a security system, such as an authentication application, an accurate two-
dimensional image of the target is not necessarily required. Our proposed method is suitable for such 
applications, and we expect that it can be used to develop novel applications of NOM.  

This work was partially supported by a JSPS Core-to-Core Program (A. Advanced Research Networks). 

 
Fig. 1. (a) Mapped signals due to molecular attractions and optical responses during optical near-field interactions, and 
(b) their coded pattern. (c) Calculated similarity values between a reference pattern at d=0 and other positions.  
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[3] E. Rosten et al., European Conference on Computer Vision, pp. 430-443 (2006). 
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Abstract: Conventional Si photodetectors do not have high gain for blue–ultraviolet light. On 
the other hand, the photodetector that we fabricated using dressed photons has high gain in 
this spectral range. In addition, we made a lateral p–n junction not inside but on the surface of 
the photodetector with a new method. 

Optical read/write devices with high density are 
needed in many applications. Also, the size of light 
sources has been getting shorter, and the number of 
device layers has been increasing. In addition, the 
speed of reading/writing to such high-density 
devices must become higher. Such optical devices 
need highly sensitive photodetectors. 

Silicon (Si) can be used as a suitable 
photodetector (PD) for visible light. However, its 
photon efficiency in the short-wavelength region 
(blue–ultraviolet light) is low because of loss due 
to optical absorption. One well-known way to 
increase the efficiency is avalanche amplification, 
but this has the problem of dead time [1]. In order 
to solve this problem, we propose a Si-PD with 
optical gain due to dressed photons. 

A dressed photon (DP) is a quasi-particle 
representing a coupled state of a photon and an 
electron–hole pair. Moreover, a dressed-photon–
phonon (DPP) consists of a DP coupled with multi-
mode coherent phonons. The Si-PD we propose has 
a boron (B) dopant distribution that easily produces 
DPs on the p–n junction surface. 

We created a unique distribution by performing 
DPP-assisted annealing of the device. Because the 
annealing process involved stimulated emission, 
the Si-PD after DPP-assisted annealing exhibited a 
light-amplification effect, resulting in high optical 
efficiency.

Our research group already realized a Si-PD that 
has a quantum efficiency of 336% in a 1.1 m-long 
device [2].  

In this study, we applied this amplifying function 
to blue–ultraviolet light. To prevent the Si from 
absorbing blue-ultraviolet light, we created a 
device that has a horizontal p–n junction on the 
surface (Fig. 1).

When doping the device with B, we adopted a 
new method of coating the device with Si-
nanoparticles containing B and irradiating it with 
pulsed laser light. Furthermore, to increase the p–n 
junction area, we designed a comb-shaped p–n 
junction structure (Fig. 2). 

Fig. 3 shows the current-voltage characteristics 
of the device we fabricated. When the device was 
irradiated with 405 nm laser light, we measured a 
current of 100 A. In the presentation, we will 

discuss the variation of the I–V characteristics 
before and after DPP-assisted annealing, as well as 
the device fabrication method. 

Fig.1 Cross-sectional structure 

Fig.2 The top view of a fabricated device 

Fig.3 Current-voltage characteristics 

We thank Teijin Co., Ltd. for providing us with the 
NanoGram® Si ink used in this study. 
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Abstract: We performed dressed-photon–phonon assisted annealing on a bulk Si crystal. 
During this process, the Si was irradiated with light linearly polarized in a particular direction 
using a polarizing plate. As a result, the emission intensity of light polarized in the same 
direction as the linearly polarized laser light used during the annealing increased. A degree of 
polarization of 0.05 was obtained. 
 

LEDs use mainly direct-transition-type semiconductors.  Since indirect-transition-type semiconductors have 
a low radiative recombination probability, the light emission efficiency has been low; however, in our group, we 
have successfully achieved light emission from Si and SiC using a method known as dressed-photon–phonon 
assisted annealing [1][2], and have also realized laser oscillation [3].  In dressed-photon–phonon assisted 
annealing, a p–n junction is irradiated with laser light while causing a forward-bias current to flow.  The photons 
emitted from the fabricated LED inherit the characteristics of the photons in the laser light irradiated during 
annealing.  This effect is known as photon breeding [4].  This effect also applies to the polarization 
characteristics and has been used to realize a SiC LED exhibiting polarization [4]. 

Although an LED having polarization dependence at a particular angle by utilizing structural anisotropy has 
been reported [5], in general, LEDs emit unpolarized light in the normal direction. The aims of this research are 
to use Si having an isotropic crystal structure to fabricate an LED exhibiting polarized light emission, by 
focusing on the photon breeding effect related to polarization and using dressed-photon–phonon assisted 
annealing, and also to obtain knowledge about polarized light emitting structures. 

We fabricated the device shown in Fig. 1 using a Si bulk crystal.  The device was irradiated with laser light 
having a wavelength 1342 nm (0.924 eV) and a power of 1.2 W while causing a current to flow at a current 
density of 1.67 A/cm2.  During this process, the device was irradiated with linearly polarized light in a particular 
direction using a polarizing plate.  During spectral measurement, the spectra of components parallel to and 
perpendicular to the polarization direction used in annealing were measured. 

Fig. 2 shows the spectrum for each polarization component after annealing (the component parallel to (//) 
and perpendicular to (⊥) the polarization direction of the laser light using during annealing), as well as the 
degree of polarization calculated from these spectra.  Spectra in which the peak was assigned to the Si band 
edge emission were obtained, and the degree of polarization at the wavelength of the light used during annealing 
was 0.05.  Also, in the vicinity of the annealing wavelength, the degree of polarization showed a point-
symmetric structure centered on the annealing wavelength, which shows a similar tendency to the annealing 
results reported for SiC [4].  In addition, the degree of polarization showed a tendency to increase with 
increasing annealing time.  One possible reason for this degree of polarization behavior is orientation 
dependency of the dopant distribution involved in the generation of dressed-photon–phonons, and therefore, we 
intend to also present the results of analysis using the 3D atom probe method.  

 
 

 
 

Fig. 1  Structure and photograph of the device. 
 
 
 
 
 
 
 

 
Fig. 2  Spectra observed after annealing and degree of polarization. 
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Although a photon breeding device (PBD) looks like a light emitting diode (LED) at first glance, its principle 
of operation, characteristics, and fabrication method are very different [1]. There has been a long-held belief 
in materials science and technology that indirect-transition-type semiconductors, such as silicon (Si), are not 
suitable for use in LEDs and lasers; however, they can be used as the device material in PBDs.  
 For fabricating such a device, a forward bias current is injected into a p-n homojunction in a Si bulk 
crystal to bring about annealing by Joule heat while irradiating the device with light. The PBD fabricated by 
this method exhibits unique characteristics: When current is injected for device operation, the device emits a 
photon whose energy is identical to that of the light irradiated during annealing; it is not determined by the 
bandgap energy of Si. Furthermore, the spin (polarization) and the momentum (wave-vector) of the emitted 
photon are also identical to those of the light irradiated during annealing. These characteristics are the origin 
of the name “photon breeding device”.  

Photon breeding is caused by dressed photons (DPs), which are created at the boron (B) atoms (the 
p-type dopants) in the p-n homojunction by the light irradiated during annealing. The DP is a quasi-particle 
created as a result of the interaction between a photon and an electron in a nanometric space [2]. Furthermore, 
the DP excites multimode coherent phonons, and they couple to create a novel quasi-particle called a 
dressed-photon–phonon (DPP). Since the light irradiated during annealing triggers stimulated emission of 
light with the help of the DPP, the crystal temperature decreases, and the diffusion of the B atoms is deceler-
ated, reaching a stationary spatial distribution of B atoms. Since this distribution is the optimum one for 
creating multimode coherent phonons most efficiently when a forward bias current is injected for device op-
eration, the electrons in the conduction band can exchange momentum with the created phonons. As a result 
of this exchange, the PBD efficiently emits light. Furthermore, since the spatial distribution of B atoms has 
been controlled and optimized by the light irradiated during annealing, the energy, spin, and momentum of 
the emitted photon are governed by the created coherent phonons. Therefore, the photon is bred from the 
light irradiated during annealing and this bred photon is emitted. 

The first topic of this presentation is the principle of creating DPs and DPPs. Second, the fabrication 
and characteristics of the PBD are reviewed. Novel devices to be discussed include visible LED-type PBDs 
using Si and infrared LED-type PBDs using Si. Furthermore, visible LED-type PBDs using SiC, which is al-
so a typical indirect-transition-type semiconductor, are also demonstrated. Infrared laser-type PBDs using Si 
are also reviewed.  

Finally, several phenomena occurring in nature and which have similar features to those of DPs are 
reviewed. They have been observed in a variety of systems, including nano-systems, macro-systems, inor-
ganic materials, and organic materials. Examples include: the meson, light-dependent magnetosensitivity in 
drosophila [3], a light-harvesting photosynthetic system [4], natural computing observed in single-celled 
amoeboid organisms [5], weathering of rocks, photon breeding in the radiation energy dissipation from rela-
tivistic jets in blazars [6], and a close binary star [7]. By clarifying the similarities and differences between 
these phenomena and those of DPs, it will be possible to demonstrate that DPs are a key element in modern 
optical science and can be used to realize a generic technology of the 21st century.  
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by M. Ohtsu) (Springer, 2014), pp.1-56. 
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3. R.J. Gegear, A. Casselman, S. Waddell, and S.M. Reppert, “Cryptochrome mediates light-dependent magnetosensi-
tivity in Drosophila, “ Nature, 454, 1014-1018 (2008). 
4. G. McDormott, S.M. Prince, A.A. Freer, A. M. Hawthornthwaite-Lawless, M.Z. Papiz, R.J. Cogdell, and N.W. Isaacs, 
“Crystal structure of an integral membrane photosynthetic bacteria,” Nature (London), 374, 517-521 (1995). 
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6. B.E. Stern and J. Poutanen, “Radiation from relativistic jets in blazers and the efficient dissipation of their bulk ener-
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7. R.W. Hilditch, An Introduction to Close Binary Stars (Cambridge University Press, 2001). 

163



 

164



Giant-magnetooptic light modulator  
using p–n homojunction-structured ZnO crystal 

 

Naoya Tate1, Tadashi Kawazoe2, and Motoichi Ohtsu2 
1Kyushu University, 744 Motooka, Nishi-ku, Fukuoka 819-0395, Japan 

2The University of Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8656, Japan 
tate@ed.kyushu-u.ac.jp 

 

 

Abstract: We experimentally demonstrated large optical phase modulation using a p–n 
homojunction-structured zinc oxide single crystal. This device was fabricated using a method that we 
have developed, what we call dressed-photon-assisted annealing. Our device exhibited quantitatively 
superior performance in several applications, such as optical path switching and speckle reduction.  

 
1. Introduction 

Light modulators are one of the most fundamental optical devices in various applications of optical information 
processing. To keep up with recent developments in today's information society, there is a strong demand for light 
modulators with improved modulating speed, power consumption, and package size. The operating principle of 
conventional light modulators is typically based on modulation of the refractive index. Therefore, suitable materials for 
light modulators had been limited to specific materials such as nonlinear optical crystals and liquid crystals.  

With crystals of oxide semiconductors, on the other hand, there are technical difficulties in implementing electro- or 
magneto-induced optical functionalities with general doping methods, because acceptors from the dopants are generally 
compensated with donors from the numerous oxygen vacancies and interstitial metals. However, according to recent 
research by the authors’ group [1-7], novel electro-optical functions using various indirect- and direct-transition 
semiconductors have been successfully realized by employing a method that we have developed, what we call dressed-
photon (DP) assisted annealing. The method automatically generates a distribution of p-type dopants that forms a 
appropriate p–n homojunction in the n-type material, and, as a result, a sufficiently large current can be applied to the 
device for inducing the magnetooptical effect in response to input light. The effect is fundamentally due to interactions 
between localized optical energy fields, namely, DPs, and electronic spins of the material, and does not require any 
external devices, such as magnetic field sources or mechanical controls. Here, we describe the basics of DP-assisted 
annealing and our giant-magnetooptic light modulator using a ZnO single crystal [8]. Moreover, we show the results of 
experimental demonstrations of some applications of our device and discuss the device characteristics.  

2. Basics of DP-assisted annealing 

A DP is a quasi-particle representing the coupled state of a photon and an electron in a nanometric space [9]. A DP 
excites a multi-mode coherent phonon in a nanometric material, and the DP state is coupled with excited coherent 
phonon states in the material. Because this coupled state can be regarded as an intermediate state during the electron 
transition process in the material, multistep transitions and corresponding electro-optical functions can be induced.  

In order to effectively generate DPs, the device is subjected to DP-assisted annealing to optimize the distribution of 
dopants [1-7]; namely, it is annealed with Joule heating by applying a current while irradiating the device with light 
having a lower photon energy than the band gap energy of the material. While applying a forward bias current to 
generate Joule heating, the dopants are randomly diffused in the material and converge to a homogeneous distribution. 
However, at the same time, DPs are generated by radiated light. The generated DPs can excite multimode coherent 
phonons in the material [10], resulting in a state where the DPs and phonons are coupled; in other words, a multi-step 
electron transition occurs via energy levels corresponding to the coupled state. As a result, part of the electrical energy 
given by the forward bias current is efficiently converted to the photon energy of stimulated emission, and diffusion of 
the dopants subsequently stops. The distribution of dopants works as an appropriate structure for effective generation of 
DPs. On the other hand, in a distribution in which DPs are hardly generated, dopants continue to diffuse in the material 
until they form specific distributions that are suitable for generating DPs. Finally, high-efficiency DP generation is 
exhibited in all regions of the material. That is to say, an electro-optical device that exhibits high efficiency due to the 
higher applied current is successfully realized. 

3. Specifications of giant-magnetooptic light modulator 

Here, we used an n-type bulk ZnO crystal implanted with N+ and N2+ ions serving as p-type dopants. A schematic 
diagram of our device is shown in Fig. 1. In this case, the device was irradiated with laser light having a photon energy 
h! = 3.05 eV during the DP-assisted annealing. After the annealing, Ag electrodes were formed on the same surface of 
the device for applying a bias current in the in-plane direction in the device, instead of the p–n direction. In this 
configuration, magnetic fields due to the applied current effectively affect the specific distribution of dopants in the 
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device, and, as a result, interactions between light and the material via the generated DPs in regions around the dopants 
are expected to occur. In order to qualitatively confirm the electro-optical characteristics of the device, the degree of 
polarization rotation in response to linearly-polarized input light was observed. Figures 2 (a) and (b) show the setup and 
the result, respectively. As shown, a polarization rotation of ! radians was obtained per 15 mA of induced current, and a 
maximum rotation of more than 20! radians was found over a light propagation distance of only 1 mm in the device. 
These results are several orders of magnitude larger than the optical rotation levels achieved using conventional 
magnetooptical materials [11-13]. 

 
Fig. 1. Schematic diagram of DP-assisted annealing method (left) and setup for achieving optical phase modulation (right).  

 
Fig. 2. (a) Experimental setup for measuring optical polarization rotation. Only modulated elements of the light are successfully 
observed by the PD. (b) Experimentally obtained relation between applied current and polarization rotation of our device. 

4.  Summary 

We developed a giant-magnetooptic light modulator by using a doped ZnO single crystal in which we fabricated a 
appropriate p–n homojunction structure via a DP-assisted annealing method. We have already demonstrated that our 
device showed adequate performance in several applications, such as optical path switching and speckle reduction [10]. 
Such a large level of phase modulation will surely lead to the development of novel research fields, especially related to 
the field of optical processing. 
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ABSTRACT 
We experimentally demonstrated giant optical phase 

modulation using a p-type ZnO device fabricated using a 
technique that we developed. We achieved a sufficient 
reduction in the speckle noise of laser light by utilizing this 
effect to decrease the contrast of time-averaged speckle 
patterns. 

1. INTRODUCTION 
When a screen is irradiated with a laser beam, unwanted 
interference patterns are generated on the displayed 
images due to the high coherence of laser light; thes 
interference patterns are called speckle noise [1]. 
Because speckle noise is a critical issue in displaying 
high-resolution images by laser scanning, reducing 
speckle noise is one of the most important issues in 
realizing practical laser displays [2]. Recently, several 
approaches for reducing speckle noise have been 
investigated, including a method of decreasing the 
coherence of laser light so that beams do not interfere 
with each other [3-5], and generating fluctuating speckle 
patterns to display lower-contrast time-averaged patterns 
[6-8].  

As one example of the latter approach, we have 
experimentally demonstrated a new technique for 
reducing speckle noise with a novel optical phase 
modulation technique using a p-type zinc oxide (ZnO) 
device [9] that exhibits giant magneto-optical effect. This 
device was realized by using a method that we developed, 
what we call dressed-photon (DP) assisted annealing [10]. 
The method automatically encourages a distribution of 
p-type dopants that forms a good p–n junction in the 
material, and, as a result, sufficiently large currents can 
be applied to the device for inducing the magneto-optical 
effect in response to input light. Because the effect is 
fundamentally due to interactions between localized 
optical energy fields, namely, DPs, and electronic spins of 
the material, and does not require any external devices, 
such as magnetic field sources or mechanical controls, 
high-speed, energy-conservative, and compact 
implementations are expected. Here, we describe the 
basics of the p-type ZnO device and its experimental 
specifications. Then, we show the results of some simple 
experimental demonstrations for speckle control using the 
p-type ZnO device and we discuss the implications of 
these results. 

2. p-TYPE ZnO DEVICE 

According to previous reports by the authors’ group 
[9-12], a good p–n homojunction layer for implementing 
electro-optical-based functions in various types of 
indirect-transition semiconductors can be sufficiently 
realized by DP assisted annealing. In this study, we 
used an n-type bulk ZnO crystal implanted with N+ and 
N2+ ions serving as p-type dopants. A DP is a 
quasi-particle representing the coupled state of a photon 
and an electron in a nanometric space [13]. A DP 
excites a multi-mode coherent phonon in a nanometric 
material, and the DP state is coupled with excited 
coherent phonon states in the material. Because this 
coupled state can be regarded as an intermediate state 
during the electron transition process in the material, 
multistep transitions and corresponding electro-optical 
functions can be induced.  

In order to effectively generate DPs, in our previous 
work [9-12], the devices were subjected to DP-assisted 
annealing to optimize the distribution of dopants; namely, 
they were annealed with Joule heating by applying a 
current while irradiating the device with light having a 
lower photon energy than the band gap energy of the 
material. While applying a forward bias current to 
generate Joule heating, the dopants were randomly 
diffused in the material and converged to a 
homogeneous distribution. However, at the same time, 
DPs were generated by radiating light in the spatial 
vicinity of the exciton polaritons due to the formation of 
localized electrons and holes at regions where a specific 
distribution of dopants was present. The generated DPs 
can excite multimode coherent phonons in the material 
[14], resulting in a state where the DPs and phonons are 
coupled; in other words, a multi-step electron transition 
occurs via energy levels corresponding to the coupled 
state. As a result, part of the electrical energy given by 
the forward bias current is efficiently converted to the 
photon energy of stimulated emission, and diffusion of 
the dopants subsequently stops. The distribution of 
dopants works as an appropriate structure for effective 
generation of DPs. On the other hand, in a distribution in 
which DPs are hardly generated, dopants continue to 
diffuse in the material until they form specific 
distributions that are suitable for generating DPs. Finally, 
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high-efficiency DP generation is exhibited in all regions of 
the material. That is to say, a high-efficiency 
electro-optical device is successfully realized.  

A schematic diagram of our p-type ZnO device is 
shown in Fig. 1(a). In this case, the device was irradiated 
with laser light having a photon energy hν = 3.05 eV 
during the DP assisted annealing. After the annealing, Ag 
electrodes were formed on the same surface of the device 
for in-plane induction of a bias current in the device, 
instead of the p–n direction. In this configuration, 
magnetic fields due to the applied current effectively 
affect the specific distribution of dopants in the device, 
and, as a result, interactions between light and the 
material via the generated DPs in regions around the 
dopants are expected to occur. In order to qualitatively 
confirm the electro-optical characteristics of the device, 
polarization rotation in response to linearly-polarized input 
light was experimentally demonstrated. Figure 1(b) shows 
the result. As shown, a polarization rotation of π radians 
was obtained per 15 mA of induced current, and a 
maximum rotation of more than 20π radians was found 
over a light propagation distance of only 1 mm in the 
device. These results are several orders of magnitude 
larger than conventional optical rotation using 
magneto-optical materials [15-17]. 

 

Fig. 1 (a) Schematic diagram of the p-type ZnO 
device. (b) Relation between applied current and 
polarization rotation obtained with the device. 

3. EXPERIMENTAL DEMONSTRATION 
Speckle control using our p-type ZnO device was 
demonstrated by using the experimental setup shown in 
Fig. 2(a). A linearly-polarized CW laser beam at a 
wavelength of 405 nm was vertically input to the device. 
To simplify the discussion, electrical modulation was 
applied to the device in the form of a triangular wave at a 
frequency of 1 Hz. The output light was radiated onto a 
commercially available frosted-diffuser plate (DFB1 
#1000; Sigma Koki Co., Ltd.). The speckle pattern 
generated by the diffuser was observed and recorded 
using a CCD camera (DFK-21AU618; Imaging Source). 
The exposure time was set to 1/250 s. Some observed 
patterns are shown in Fig. 2(b). As shown, 
non-correlated patterns were successfully obtained by 
applying modulation to the device.  

 

Fig. 2 (a) Schematic diagram of experimental 
setup for demonstration of speckle control and 
(b) observed speckle patterns.  

For a quantitative discussion of the observed speckle 
patterns, image analyses were performed. Here, 
difference images between each pattern and a 
reference pattern were obtained, and their average pixel 
values were calculated. This value indicates the 
variation of the speckle patterns during modulation in 
response to input light. A higher variation is preferred for 
obtaining lower-contrast time-averaged patterns as a 
speckle reduction technique. Figure 3(a) shows the 
results. As shown, the application of a larger current 
induces larger variations of the speckle patterns. 
Moreover, these variations were made to converge by 
applying high currents of more than 50 mA, because a 
polarization rotation of 2π radians showed a speckle 
pattern similar to the default pattern. Then, the 
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time-averaged speckle patterns were examined by using 
image addition of the observed patterns. Each pattern 
was added sequentially, and their contrast C was 
calculated in each case. The results of C are plotted in Fig. 
3(b). As shown, a reduction in C was obtained by applying 
a sufficiently high current to the device. The time required 
for convergence of C, which was about 0.25 s, 
corresponds to 1/4 cycle at the modulation frequency. 

 

Fig. 3 (a) Variation of speckle patterns depends 
on applied current. (b) Contrast reduction of 
time-averaged speckle patterns during 
processing. 

4. SUMMARY 
We have proposed and experimentally demonstrated a 
method of controlling the speckle patterns of laser light by 
using a novel optical phase modulator, namely, a p-type 
ZnO device. In this study, we applied a lower modulation 
frequency to the device and used a lower output rate of 
the images observed by the camera to simplify the 
experimental demonstration and the discussion. In future 
researches, we plan to quantitatively verify the response 
characteristics of the device in the case where a 
highermodulation frequency is used for practical 
application to laser displays in the near future. 
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ABSTRACT 
An optically polarized SiC light emitting diode was 

demonstrated. To fabricate this device, it was annealed by 
Joule heating brought about by a forward bias current 
under laser irradiation (dressed-photon–phonon (DPP) 
annealing). The emission peak wavelength and 
polarization both corresponded to those of the laser light 
irradiated during annealing. 

1. INTRODUCTION 
Electroluminescence (EL) devices with high 

optical polarization ratios have the potential to 
improve laser diode (LD) performance and to reduce 
power consumption in backlight systems for displays. 
So far, several studies on optically polarized LEDs 
using the anisotropic optical properties of nonpolar 
InGaN quantum wells on GaN and SiC substrates 
have been reported [1–3]. In these GaN-based 
LEDs, the optically polarized spontaneous emission
and absorption are explained by the crystal field 
oriented along the c axis and its effect on the 
valence band [4]. The degree of polarization of the 
emitted light is close to 0.8. However, they are not 
suitable for display backlight systems because a 
large degree of polarization and controllability of the 
emission wavelength are incompatible in these 
devices. 

Recently, we proposed indirect-transition-type 
semiconductor LEDs with p–n homojunctions 

including SiC [5-8]. They are fabricated by a 
dressed-photon–phonon (DPP) annealing method. 
This process results in an optimized spatial 
distribution of an Al dopant which generates DPPs 
via an injected current (electrons and holes), 
allowing the annealed SiC bulk crystal with the p–n 
homojunction structure to work as an efficient LED, 
even though SiC is an indirect-transition-type 
semiconductor. In this device, the created DPPs 
are efficiently converted to photons. Figure 1 
shows a photograph of a SiC LED emitting 
blue-white light, fabricated by DPP annealing. A 
10% internal quantum efficiency of the EL emission 
was achieved [5]. The emission light inherits 
properties from the light source used in the DPP 
annealing via the stimulated emission. Thus, the 
emission wavelength is controllable by changing 
the wavelength of the light source used in the DPP 
annealing. In the same manner, we speculated that 
the polarization of the generated photons is also 
inherited from the light source used in the DPP 
annealing. In the work described in this report, we 
demonstrated a SiC LED whose polarization was 
controlled by the polarized light source used in the 
DPP annealing.

2. PRINCIPLE
 A dressed-photon–phonon (DPP) is a 
quasi-particle representing the coupled state 
between a DP and a multimode coherent phonon in 
a nano-scale region [9]. The SiC LED emission 
originates from the generation of DPPs in the p–n 
junction by current injection. The generated DPPs 
relax to photons or photons and phonons. These 
photons are observed as the electroluminescence 
from the SiC LED. Here, the wavenumber 
conservation law, which is the barrier for 
recombination of an electron–hole pair, is satisfied 
by the large wavenumber of the phonon 
component of the DPP. The DPP annealing 
mechanism is described briefly here. During the 
DPP annealing, Joule heating due to a forward bias 
current causes the Al dopant in the SiC to diffuse, 

Fig. 1. Photograph of a SiC LED emitting 
blue-white light fabricated by DPP 
annealing. 
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modifying its spatial distribution. During this process, 
the device is irradiated with laser light for generating 
DPs at the surface of the dopant sites. These DPs 
excite multimode coherent phonons, forming DPPs. 
Since the density of states of these DPPs is much 
higher than the density of states of conduction 
electrons, a population inversion is formed. 
Therefore, stimulated emission is generated via a 
two-step transition driven by the incident light. Thus, 
part of the Joule heat is spent for the stimulated 
emission of photons, controlling the progress of the 
annealing. Because the stimulated emission 
probability and spontaneous emission probability are 
proportional to each other, in regions where the 
DPP-mediated stimulated emission process easily 
occurs, DPP-mediated spontaneous emission also 
easily occurs. This induces the DPP-assisted 
process, which modifies the Al diffusion due to 
annealing, leading to the self-organized formation of 
a unique minute inhomogeneous distribution of the 
dopant. It is expected that the distribution of the 
dopants will be optimal for efficient spontaneous 
emission. 

3. EXPERIMENTAL 

 First, we prepared a SiC p–n homojunction 
formed by ion implantation in n n-type bulk wafer. 
Next, electrodes were fabricated on the p–n 
homojunction SiC wafer by sputtering. Then, 
individual devices with the electrodes were 
singulated from the SiC wafer. The devices were 
annealed by Joule heating brought about by a 
forward bias current under laser irradiation, a 
process which is referred to as DPP annealing. For 
this annealing, we used a linearly polarized 473 nm 
(hv=2.62 eV) laser with a power of 20 mW. Figure 
2(a) shows a schematic illustration of the fabricated 
device. The set-up used for the DPP annealing is 
explained in Fig. 2(b). The polarization of the laser 
used for the annealing was selected by a Glan-laser 
calcite polarizer. 

Figure 3(a) shows the EL emission spectra 

from the SiC LED, showing the polarization 
components parallel (solid curve) and orthogonal 
(broken curve) to the polarization of the laser light 
irradiated during DPP annealing. In both 
components, spectral peaks appeared at 480 nm. 
The spectral peak was controllable by changing the 
wavelength of the laser light irradiated during DPP 
annealing. A detailed discussion of the wavelength 
control has been reported elsewhere [5-8]. It 
should be noted that the parallel polarization 
component was stronger than that of the 
orthogonal polarization component. Figure 3(b) 
shows the degree-of-polarization spectrum of the 
EL emission. The degree of polarization was 12 % 
at 480 nm.  

Figure 4 shows the dependency of the degree of 
polarization on the DPP annealing time. Before the 
annealing, the degree of polarization was 
negligibly small, and it increased as DPP annealing 

Fig. 2. (a) Schematic illustration of the 
fabricated device. (b) The setup used for 
DPP annealing. 

Fig. 3. (a) EL emission spectra from the 
SiC LED, showing polarization 
components parallel (solid curve) and 
orthogonal (broken curve) to the 
polarization of the laser light irradiated 
during DPP annealing. (b) The 
degree-of-polarization spectrum of the EL 
emission. 
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progressed. At an annealing time of 5.5 hours, the 
degree of polarization reached 12 %. The 
polarization direction could be freely selected by 
changing the polarization of the light irradiated 
during the DPP annealing.  

4. SUMMARY 
We demonstrated a SiC light emitting diode and 

its polarization control by using DPP annealing. To 
fabricate this device, it was annealed by Joule 
heating brought about by a forward bias current 
under laser irradiation (dressed-photon–phonon 

(DPP) annealing). In this process, polarized light 
was used. The annealed device emitted light with a 
polarization parallel to that of the annealing light. 
The device fabricated with a DPP annealing time of 
5.5 hours showed a degree of polarization of 12%. 

REFERENCES 
[1] M. F. Schubert, S. Chhajed, J. K. Kim, E. F. 

Schuberta, and J. Cho, Appl. Phys. Lett. 91, 051117 
(2007).

[2] N. F. Gardner, J. C. Kim, J. J. Wierer, Y. C. Shen, and 
M. R. Krames, Appl. Phys. Lett. 86, 111101 (2005). 

[3] L. Schade, U. T. Schwarz, T. Wernicke, J. Rass, S. 
Ploch, M. Weyers, and M. Kneissl, Appl. Phys. Lett. 
99, 051103 (2011). 

[4] K. Domen, K. Horino, A. Kuramata, and T. Tanahashi, 
Appl. Phys. Lett. 71, 1996 (1997). 

[5] T. Kawazoe & M. Ohtsu, Appl. Phys. A 115, 127 
(2014).

[6] T. Kawazoe, M. A. Mueed, and M. Ohtsu. Appl. Phys. 
B 104, 747 (2012). 

[7] T. Kawazoe, M. Ohtsu, K. Akahane, and N. 
Yamamoto, Appl. Phys. B, 107, 659 (2012). 

[8] N. Wada, T. Kawazoe, and M. Ohtsu, Appl. Phys. B, 
108, 25 (2012). 

[9] M. Ohtsu, Nanophotonic. 1, 83 (2012). 

 

Fig. 4. The dependency of the degree of 
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Light–matter interactions in nanometric space can exhibit unique variations in the 

values of the physical quantities of nanomaterials, such as energy and momentum. Novel 

theories have succeeded in describing these interactions, which was outside the scope of 

conventional classical and quantum optics that were designed for light propagating through 

macroscopic space1). Assuming an infinite number of electromagnetic modes (with infinite 

frequencies, polarization states, and energies) and an infinite number of energy states for the 

electrons and holes, the total Hamiltonian was derived to define the creation and annihilation 

operators of a quasi-particle in order to represent the light–matter interaction in a nanometric 

space. Since these operators are given by the sum of the operators of photons and electron–hole 

pairs, this quasi-particle was named a dressed photon (DP), which is a virtual photon that 

dresses the material energy, i.e., the energy of the electron–hole pair.  

Several applications have been developed by using the intrinsic features of the DP-

mediated interaction, the resultant DP energy transfer, and its dissipation．They are optical 

functional devices, nano-fabrication, energy conversion, and information processing systems. 

As an example of electrical-to-optical energy conversion, novel near infrared and visible light 

emitting diodes (LEDs) have been realized by using Si crystals even though Si is an indirect 

transition-type semiconductor. For fabricating the LEDs, the spatial distribution of doped boron 

atoms was autonomously modified by the DP-phonon–assisted annealing method, resulting in 

efficient momentum transfer between electrons and phonons in Si. It should be noted that the 

irradiation light during the DP-phonon–assisted annealing serves as a “breeder” that generates 

light with the same photon energy of the irradiation light; that is, a novel phenomenon that we 

call photon breeding takes place in this LED2). After the autonomous modification, the Huang-

Rhys factor, a parameter representing the magnitude of the coupling between electron–hole 

pairs and phonons, was determined to be 4.08 ± 0.02, which is 102–103 times higher than that 

of a conventional Si crystal device. Furthermore, it was confirmed that the DPs coupled with 

the coherent phonons of the longitudinal optical mode, creating DP-phonons. Besides Si, an 

indirect transition-type GaP semiconductor has been used for fabricating an LED emitting 
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yellow-green light. An indirect transition-type SiC semiconductor has also been used for 

fabricating LED emitting blue-violet light, ultraviolet light, and white light. In addition to LEDs, 

an optical and electrical relaxation oscillator and a near infrared laser have been realized by 

using crystalline Si. 

As a future outlook, it should be pointed out that there still remain problems to be 

solved for gaining a deeper understanding of DPs and exploring more applications. These 

include: Improving the accuracy of the physical picture of the quasi-particle representing the 

coupled state of a photon, an electron, and a phonon in a nanometric space. Elucidating the 

details of energy transfer and dissipation between nanomaterials, mediated by DPs. Elucidating 

the details of phonon-assisted light–matter interactions in nanometric space. Elucidating the 

physical origins of autonomy and hierarchy.  
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Silicon (Si) is widely used semiconductor in electronics because of its high crystal quality, 

abundance, and low toxicity However, it has never been used for active optical devices such as LED or 
LASER since light emission efficiency of Si is very low due to indirect band-gap. In order to solve this 
problem, we have invented the novel annealing process called phonon-assisted annealing which enhances 
the probability of the light emission, by activating the coupling between electron-hole pairs and phonons. 
Until now, we have succeeded in realizing Si-LED emitting infrared[1,2] and visible[3] light. 

As for the light emission with the photon energy higher than the band-gap energy, there is a problem 
of low light extraction efficiency due to the absorption loss. The light extraction efficiency of visible Si-
LED we fabricated before[3] was very low (0.01% in blue band). To overcome this problem, we have 
developed a novel LED structure with lateral pn-junction, drawn in inset of Fig.1. This structure enables 
photons to extract efficiently because active layer is formed on the surface of the LED.  

We deposited chromium/platinum layers as electrodes on n-type device layer of SOI substrate. After 
that, diffusion agent of p-type dopant boron was applied by spin-coating, and diffused by annealing at 
600 ℃. The rectifying characteristic observed in I-V curve shown in Fig.1 indicated the formation of pn-
junction. We conducted phonon-assisted annealing by applying forward-bias voltage to the device while 
illuminating it with 2.3 eV photon energy light. As a result of annealing, we succeeded in fabricating Si-
LED with emission peak at 1.9 eV (Fig.2). The external quantum efficiency is estimated to be about 10 
times higher than previous research [3]. We can further improve the efficiency by optimizing the annealing 
the profile using this structure. 
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Fig.1 I-V characteristic and schematic 
diagram of novel LED structure 

Fig.2 EL spectrum of Si-LED 
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We fabricated a Silicon (Si) laser by applying dressed-photon-phonon assisted annealing process to a 

light waveguide we fabricated on silicon on insulator (SOI). We evaluated near-infrared Si photodetector 
having optical gain [1] for differential gain coefficient to design a light waveguide. This Si photodetector 
was also fabricated by the same annealing process. We designed the light waveguide, whose schematic 
structure is inset of Fig. 1, with 15 m thickness of a device layer to realize large optical confinement 
factor. Fig.1 is laser spectrum and we confirmed that this Si laser oscillated at 1.4 m. The intensity of 
amplified spontaneous emission (ASE) was so low that we could not confirm. It is because that threshold 
current density was so low that the Si laser oscillated right after amplifying spontaneous emission light. 
We estimated threshold current density by current-voltage characteristic (Fig.2). The threshold current 
density was 40 A/cm2 because we confirmed minuscule current depression at 40 A/cm2 by the Si laser 
oscillation. This threshold current density was one twenty-eighth of that of Si lasers we realized before 
[2].  

  

Fig. 1 Schematic device structure and laser 
spectrum    Red: Above threshold current 
density(J/Jth = 1.05) Black: Below threshold 
current density (J/Jth = 0.95) 

Fig. 2 Current-voltage characteristic of the 
laser 30 minutes after starting dressed-
photon-phonon annealing.  
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 We successfully fabricated a light-emitting device by forming a p–n junction via ion implantation in a 

bulk GaP crystal, which is an indirect-transition type semiconductor, and by using DPP (Dressed-photon-

phonon) assisted annealing. As shown in the figure 1, the EL spectrum of the device fabricated by this 

method was governed by the light used during processing, not by the band structure of the semiconductor. 

In practice, the light emission from energy levels higher than 2.32 eV was increased by more than 550% 

(Eg of GaP is 2.26 eV) by using 532 nm (2.32 eV) light irradiation during the DPP-assisted annealing. In 

contrast, the rate of increase in the energy region below 2.2 eV was limited to 150–250%. As shown in 

figure 2, by performing experiments with and without irradiation light, we also observed a phenomenon 

whereby the light emission intensity from higher energy levels was increased as a result of the DPP-

assisted annealing, thus demonstrating the effectiveness of the DPP-assisted process. In addition, it was 

also confirmed experimentally that this light was emitted from a single crystal, and was not due to 

amorphization (Fig. 2 blue straight line).  

 

 

Fig. 1 Result of DPP assisted annealing. (a) 
Temporal evolution of spectrum. (b) Rate of 
increase 

Fig. 2 Measured results of rate of increase. 
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Abstract—Effective utilization of fluctuations in a
nanometric physical system is one of the fundamental is-
sues that will be faced in the practical implementation
of future processing systems. While fluctuations them-
selves often show random behavior, it is expected that op-
timized nanometric structures will be realized by devel-
opment of a suitable control method on the nanometric
scale. On the other hand, recent research on nanopho-
tonics utilizing the characteristic behavior of dressed pho-
tons has resulted in several novel applications that work at
macroscopic scales. The fundamental principle on which
such techniques are based is controlled fluctuations involv-
ing interactions between light and materials in a nano-
metric space, and their corresponding macroscale optical
functions. This paper describes concepts, experimental
demonstrations, and applications of some recent activity on
fluctuation-based nanophotonics, including nanophotonic
droplets, dressed photon-assisted giant optical rotation, and
compressive near-field optical microscopy.

1. Introduction

Recent research in the field of beyond von Neumann
computing [1] suggests that effective utilization of fluctu-
ations in a physical system will form an essential part of
future processing systems. It is expected that degrees-of-
freedom based on fluctuations will be utilized to imple-
ment innovative large-scale processing systems. Especially
on the nanometric scale, fluctuations in a physical system
are one of the most fundamental issues faced in the practi-
cal implementation of a processing system. To implement
a fluctuation-based nanometric processing system, it is es-
sential to develop novel concepts and logic that will replace
the conventional ones.

On the other hand, the field of nanophotonics, which
exploits the local interactions between nanometric parti-
cles via optical near fields induced by incident light, has
seen rapid progress in recent years, and various studies
have been performed [2]. Several of the characteristics of
optical near fields can be explained by the behavior of a
dressed photon (DP), which is a quasi-particle representing
the coupled state of a photon and an electron in a nano-

metric space [3]. A DP excites a multi-mode coherent
phonon in a nanometric material, and the DP state is cou-
pled with states of the excited coherent phonon [4, 5, 6, 7].
Because this coupled state can be regarded as an interme-
diate state during the excitation and relaxation process of
the material, multistep excitation and relaxation, and cor-
responding optical functions, are allowed. Some exper-
imental demonstrations utilizing this phenomenon, called
a DP-assisted transition, have been reported, for example,
high-yield emission of up-converted optical energy by us-
ing organic dye grains [5, 8] and high-intensity emission
from indirect transition type semiconductors [6, 7, 9].

The important point in these demonstrations, is that the
behavior fundamentally depends on fluctuations of com-
ponents in a nanometric space, and the optical functions
were revealed at a macroscopic scale. This means that pre-
cisely controlled fluctuations in a nanometric space can be
effectively utilized as characteristic optical functions and
processing in a macroscopic space. In this paper, we fo-
cus on DPs and related technologies, and we describe con-
cepts and experimental demonstrations on nanophotonic
droplets, DP-assisted giant optical rotation, and compres-
sive near-field optical microscopy, which all exhibit macro-
scopic optical functions based on precisely controlled fluc-
tuations in nanometric spaces.

2. Nanophotonic droplets

We have previously demonstrated a novel technique
for autonomous fabrication of a nanophotonic droplet
(ND) [10, 11, 12], which is a micro-scale spherical polymer
structure that contains coupled heterogeneous nanometric
components, such as quantum dots (QDs) and organic dye
molecules. The sort-selectivity and alignment accuracy of
the nanometric components in each ND, as well as the re-
lated homogeneity of their optical functions, are due to
a characteristic coupling process based on a DP-assisted
photo-curing method involving dressed-photon–phonon in-
teractions [13]. The method only requires irradiating a
mixture of components with light to induce optical near-
field interactions between each component, and subsequent
processes based on these interactions. The principle of our
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method is schematically shown in Fig. 1.
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Figure 1: Schematic diagram of process of forming a
thermo-curable polymer-based ND via the phonon-assisted
photo-curing process.

The ND fabrication process can be induced when ener-
gies EA:bg, EB:bg, Epoly:act, and hνassist satisfy the condition:

EA:bg < hνassist < Epoly:act < EB:bg. (1)

. Here, if the density is sufficiently high that the QDs can
frequently encounter each other, multistep photo-curing oc-
curs due to generation of DPs and corresponding optical
near-field interactions between two neighboring QDs, QDA
and QDB. As a result, the thermo-curable polymer is lo-
cally cured, and the spatial alignment of the QDs that en-
countered each other is physically fixed by the cured poly-
mer. Because the fabrication of NDs fundamentally de-
pends on components encountering each other due to ther-
mal fluctuations in the mixture, thermal dependency of the
process was theoretically and experimentally verified in a
previous report by the authors [12].

Figure 2 shows a fluorescence image of the NDs
formed using commercially available CdSe-QDs (Sigma-
Aldrich, Lumidots), CdS-QDs (NN-Labs, Nanocrystals),
and thermo-curable polymer (Dow Corning Toray, Sylgard
184) irradiated with assisting light from a 200 mW laser
diode with a wavelength of 457 nm for 30 minutes. As
shown, a number of NDs with similar sizes and emission
intensities were successfully obtained.

These similarities of massively fabricated NDs are due
to the accuracy and homogeneity of their alignment and
the combinations of QDs in each ND. Due to the particular
structural characteristics of their constituent elements, we
have reported an experimental demonstration of effective
wavelength conversion based on the novel optical functions
of NDs [14]. Because the formation process is induced
only when fluctuating heterogeneous QDs encounter each
other at the optimum distance to induce appropriate optical
near field interactions between the two, their relative spa-
tial positions and corresponding optical functions are au-

500 nm 10 µm

Figure 2: Microscope fluorescence image of densely
formed NDs under UV light irradiation and (inset) a mag-
nified view.

tonomously determined. This means that thermal fluctua-
tions of components in the mixture realized optimal nano-
metric structures, and corresponding optical functions were
revealed at a macroscopic scale in the form of light emis-
sion from the NDs.

3. DP-assisted giant optical rotation

Oxide semiconductors are known to be direct-transition
materials with a wide bandgap. Due to their natural abun-
dance, innocuity, and transparency to visible light, they
are expected to be widely applied to various optical de-
vices [15]. However, although such oxide semiconduc-
tors are highly promising, it is difficult to realize electro-
or magneto-induced optical functionalities by general dop-
ing methods, because acceptors from the dopants are gen-
erally compensated with donors from the numerous oxy-
gen vacancies and interstitial metals in the crystal. On the
other hand, according to recent research by the authors’
group, a p-type ZnO device, which is one of the most
common oxide semiconductors, has been successfully re-
alized by employing annealing using dressed photons [16],
a technique known as DP-assisted annealing. By using
the p-type ZnO device, realization of a p–n homojunction-
structured LED that emits at room temperature has been
successfully demonstrated. More recently, we applied a
voltage to p-type ZnO devices in the in-plane direction in-
stead of the direction perpendicular to the p–n homojunc-
tion plane, and experimentally demonstrated novel optical
phenomena quite similar to but much larger than the well-
known magneto-optical effect. The essential point of that
work is is that the distribution of dopants is autonomously
optimized by utilizing DP-assisted annealing. DP-assisted
annealing controls the fluctuations of dopants in the crystal,
causing them to converge to an optimized distribution for
inducing DPs and, as a result, corresponding optical func-
tions are exhibited.

In this study, we used an n-type bulk ZnO crystal im-
planted with N ions (N dopant) serving as a p-type dopant.
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A p–n homojunction was formed in the crystal by implant-
ing N ions; however, because this structure was simple,
the electrons and holes both exhibited wide spatial distribu-
tions, and their recombination probability and the emission
intensity were low. Therefore, the devices were subjected
to DP-assisted annealing to optimize the dopant distribu-
tions; namely, they were annealed with Joule heat by ap-
plying a current. During this process, the substrate surface
was irradiated with light having a photon energy hν = 3.05
eV, which is smaller than the bandgap energy of ZnO, Eg

= 3.40 eV, so as to control the spatial distribution of the N
concentration at the p–n junction in a self-organized man-
ner. As a result, DPs were efficiently generated in the N
regions, and electrons and holes recombined via these DPs,
producing spontaneous emission based on the existence of
a good p–n homojunction.

In order to demonstrate giant optical rotation using the
p-type ZnO device, the experimental setup shown in Fig. 3
was prepared for observing modulated light among the in-
cident orthogonally polarized light. As shown, a bias cur-
rent was induced in the device in the in-plane direction
instead of the p–n homojunction direction. In such a sit-
uation, the magnetic field due to the induced current af-
fected the p–n homojunction. Incident light to the device
was temporarily converted to DPs via the dopant, and these
DPs interacted with the magnetic field. As the result, cor-
responding optical modulation was applied to the incident
light.

p-type 

ZnO device

LD
＠λ=405nm

wave plate

Avalanche PD
or screen

Glan-laser polarizer
@extinction ratio = 5x10-5

Glan-Thompson polarizer

4 mm

Figure 3: Schematic diagram of experimental setup for
measuring optical rotation with orthogonally polarized
light. (Inset) Appearance of the prototype p-type ZnO de-
vice.

Figure 4 shows the relation between the applied voltage
to the device and the polarization rotation. Although the
original ZnO crystal does not reveal such large optical ro-
tation of the incident light, extremely large optical rotation
was observed in our p-type ZnO device.

The characteristic behavior observed in this research was
a result of the optimized distribution of dopants and the cor-
responding interactions between induced DPs and incident
light. What is important is that fluctuations of the dopants
due to the Joule heat were effectively controlled by DP-
assisted annealing to make the distribution converge to one
appropriate for generating DPs and the corresponding op-
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Figure 4: Relation between applied voltage to the device
and polarization rotation.

tical functions.

4. Compressive near-field optical microscopy

A Reader and a Device are fundamental elements of a
general authentication system. Recently, the authors de-
veloped a novel authentication system based on nanopho-
tonics, what we call a nanometric artifact-metric system.
Whereas in a conventional system, the Reader reads data
from the Device and then their validities are authenticated,
in the case of our proposed system, the data to be authen-
ticated is a result of optical near-field interactions between
the Reader and the Device in a nanometric space. Because
the result of the interactions is strictly dependent on the
uniqueness of the physical properties of both the Reader
and the Device, security of the system is fundamentally
guaranteed. For a simple demonstration of this approach,
we previously used a conventional scanning near-field op-
tical microscope (SNOM) as a Reader and a sample con-
taining nanorods, grown by the glancing angle deposition
(GLAD) method, as a Device. However, the SNOM re-
quired a scanning process, making it quite inconvenient to
use the SNOM in a practicable system.

Against such a background, we proposed the concept of
a compressive near-field optical microscope (CNOM) to
demonstrate a practicable nanometric artifact-metric sys-
tem instead of using an SNOM. A schematic diagram illus-
trating the concept of the CNOM is shown in Fig. 5.

As shown, the readout results from the probe of the
Reader constantly fluctuated based on the feedback setup
of NOM, which prevents a collision between the probe and
the Device by sensing the shear force between them. This
means that the probe constantly reads the result of differ-
ent scales of interaction during the fluctuation. Because
the result of an interaction depends on the element size
of the Device at an appropriate scale, which is determined
by the readout distance between the probe and the Device,
the readout results are expected to contain not only data
about a single point but also data about a two-dimensional
area in the surroundings. Therefore, we can read out two-
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Figure 5: Schematic diagram illustrating concept of a com-
pressive near-field optical microscope (CNOM).

dimensional data without any scanning process by utilizing
the fluctuations of the probe. In the case where a basic
NOM system is used, readout data from the probe consists
of signals due to shear force and the optical response. Here
we defined these two types of data as parameter that identi-
fies each Device, and verified their individualities by using
different Devices.

For an experimental demonstration, we used the NOM
system in an illumination-collection mode with an Au-
coated glass fiber probe having a radius of curvature of 50
nm. To control the observation distance, the probe sensitiv-
ity to the shear force between the probe tip and the sample
was electrically adjusted in multiple steps. A laser diode
(LD) with an operating wavelength of 650 nm was used as
the light source. Figure 6 shows readout results obtained
using two different Devices, Device 1 and Device 2, which
consisted of smaller (35 nm diameter) and larger (75 nm
diameter) Al nanorods, respectively.
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Figure 6: Readout results obtained by using different De-
vices, which consisted of (a) smaller nanorods and (b)
larger nanorods.

As shown, distinct differences were observed between
the two. Moreover, because the basic shape of each re-
sult surely corresponds to the two-dimensional distribution
of nanorods, the characteristic value of each Device is ex-
pected to be analogize based on further statistical results,
which are obtained without any scanning processes.

5. Summary

We have described some the concepts and experimen-
tal demonstrations of some recent activity in research on
nanophotonic droplets, dressed photon-assisted giant opti-
cal rotation, and compressive near-field optical microscopy.
A common point in these systems is that their nanometric
mechanisms were optimized by controlled fluctuations of
the components based on the behavior of dressed photons,
and the results of the optimization were revealed as charac-
teristic optical functions at the macroscopic scale. Focus-
ing on such controlled fluctuations and related technologies
is expected to lead to further developments in the research
and implementation of future processing systems.
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Abstract– This paper reviews recent theoretical and 
experimental investigations toward realizing intelligent 
information functionalities by utilizing unique physical 
processes occurring at a scale below the wavelength of 
light, which is called nanophotonics.  
 

There is a great demand for novel computing devices 
and architectures that can overcome the limitations of 
conventional technologies based solely on electron 
transfer, including the need to reduce energy consumption 
and solve computationally demanding problems [1-3]. 
Security is becoming ubiquitously important to safeguard 
against threats [4,5]. A promising solution is near-field 
nanophotonics [6], which has been extensively studied 
with the aim of unveiling and exploiting light–matter 
interactions that occur at a scale below the wavelength of 
light, and recent progress made in experimental 
technologies—both in nanomaterial fabrication and in 
characterization—is driving further advancements in the 
field.  

We demonstrate that the dynamics of optical energy 
transfer mediated by near-fields interactions can be 
exploited to solve solution searching [7] and decision 
making problems [8]. By introducing simple state-filling 
mechanisms for controlling the energy transfer among 
multiple quantum dots, we successfully solved a 
constraint satisfaction problem [7] and the multi-armed 
bandit problem [8]. The emergent intellectual abilities of 
these near-field nanophotonic systems are attributed to the 
probabilistic and nonlocal nature inherent in the optical-
near-field–mediated energy transfer dynamics.  

Also, we theoretically and experimentally demonstrate 
information security applications, such as information 
hiding and authentication, by using hierarchical properties 
of optical near-fields [9]. Shape-engineered nanostructures 
can play a key role for security functionalities thanks to 
their abilities of, for instance, asymmetric polarization 
conversion [10].  
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This paper reviews the framework of classical near-field optics and recent progress in modern near-field optics. Some
applications are also reviewed, including novel optical functional devices, nano-fabrication technologies, energy
conversion technologies, and information processing systems. Novel theoretical models based on mathematical science
are also presented, as well as an outlook for the future, hinting at the possibilities of near-field optics.
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1. Introduction

Science and technology, in general, have clearly demar-
cated classical and modern ages. In the case of near-field
optics, it has been recognized that the classical age started
with the proposal to use optical near fields for high-
resolution optical microscopy.1) The viability of this
proposal was subsequently supported through experiments
using microwaves.2) Theoretical studies were undertaken
to analyze the diffraction and radiation of electromag-
netic waves through a small aperture.3,4) Afterward, a self-
consistent theory was developed to solve many-body
problems for analyzing the optical microscope image of a
specimen.5) Several institutes around the world embarked,
almost simultaneously, on experimental studies on near-field
optical microscopy,6) which provided a new methodology
for measuring and analyzing the conformation and structure
of sub-wavelength sized specimens. It should be noted that
the studies in this classical age were carried out in the
framework of wave optics.

In the case where the optical near field is applied to
microscopy, however, an important problem is that non-
demolition measurement is not guaranteed because the
optical properties of the specimen are inevitably perturbed
by optical near field energy transferred from the tip of the
probe to the specimen. This non-demolition has been pointed
out in the many-body problems described above, which
means that microscopy may not be the most appropriate
application of the optical near field. In other words, there is
a strong desire to advance from the classical age of near-
field optics. In response to this, the modern age of near-
field optics started, and appropriate applications have been
found.

Since sub-wavelength sized nanometric materials (nano-
materials) are placed in close proximity to each other and are
involved in the interaction mediated by the optical near field,
the study of the optical near field is nothing more than the
study of a light–matter interaction in nanometric space. This
investigation progressed in two directions in the modern age,
depending on the species of nanomaterials used.

One uses molecules or semiconductor nanomaterials. The
light–matter interactions involving these specimens were
analyzed by considering the discrete energy levels of the
electrons in the molecules or those of the electron–hole pairs
in the semiconductor. A successful and appropriate example
application of this in the modern age is novel quantum
optical functional devices developed based on this ap-
proach.7)

The other uses metallic nanoparticles or metallic films.
Since it is fairly easy to fabricate and use these specimens, a
variety of studies have been carried out. The mainstream
approach was to study phenomena that originate from the
coupling between the lightwave and plasmons, by which
the plasma oscillation of the free electrons in a metal was
manifested.8) Since the collective motion of electrons is
involved in this coupling, optical energy is converted
promptly to plasma oscillation energy. Furthermore, since
the phase-relaxation time of the electrons is very short, the
unique properties of light, such as its quantum optical
properties, can be promptly lost in the metal. Therefore, to
analyze these plasmonic phenomena, it was sufficient to use
quantities from conventional wave optics, such as refractive
index, wave-number, guiding mode, and the dispersion
relation. In other words, these analyses were still based on
the wave-optics principles of the classical age, as with the
case of optical microscopy described above.

This paper reviews recent progress in modern near-field
optics. This includes theoretical studies that present an
intuitive physical picture of the optical near field for
analyzing light–matter interactions in nanometric space,
applications to novel optical functional devices, nano-
fabrication, energy conversion, and information processing
systems. A future outlook of near-field optics will be also
given, hinting at the possibilities in this field.

2. The Dressed Photon as a Physical Picture of an
Optical Near Field

Light–matter interactions in nanometric space can exhibit
unique variations in the values of the physical quantities of
nanomaterials, such as energy and momentum. There are
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unsolved problems and untouched subjects in analyzing
these variations, including:

(1) Quantum field theory is required to describe the
numbers of photons and electron–hole pairs in a many-
particle system, which can vary as a result of light–matter
interactions in a nanometric space. For this description,
creation and annihilation operators have to be defined by
quantizing the light and elementary particles. However, in
the conventional quantum theory of light, the concept of a
photon has been established by quantizing the electromag-
netic field of light that propagates through macroscopic free
space whose size is larger than the wavelength of light.9) A
photon corresponds to an electromagnetic mode in a virtual
cavity defined in free space for quantizing light. However, a
serious problem in near-field optics is that a virtual cavity
cannot be defined in a sub-wavelength sized nanometric
space, which makes it difficult to derive the Hamiltonian of
the optical energy. In addition, the wavelength (wavenum-
ber) of light and the photon momentum have large
uncertainties due to the sub-wavelength size of the space
under study.

(2) The optical near field is generated and localized on the
surface of a nanomaterial under light irradiation. In other
words, the optical near field corresponds to virtual photons
mediating the interaction between the polarizations induced
on the nanomaterial surface. Therefore, for detecting the
optical near field, another nanomaterial has to be placed
in close proximity to convert the optical near field to
propagating light (i.e., from a virtual photon to a real photon)
via multiple scattering of the optical near field. This
conversion enables detection of the optical near field through
detection of the scattered light in the far field region. Through
these processes, generation and detection of the optical near
field are achieved. Here, the first and the second nanomater-
ials may be regarded as the source and detector of the optical
near field, respectively. However, in contrast to conven-
tional optical phenomena, the source and detector are not
independent of each other but are coupled via the optical
near field. In other words, the source and detector cannot be
distinguished from each other. As a result, the refractive
index of the nanomaterial, for example, which has been
commonly used in conventional wave-optics in order to
represent the phase delay in the optical response of a material
to an incident lightwave, cannot be used for analysis.

(3) In practice, nanomaterials are fixed on a macroscopic
substrate or buried in a macroscopic host crystal. Further-
more, they are surrounded by macroscopic electromagnetic
fields belonging to the applied propagating light and
scattered light. In short, since the nanomaterials in an actual
nanometric subsystem are always surrounded by a macro-
scopic subsystem composed of macroscopic materials and
electromagnetic fields, the contribution from the macro-
scopic subsystem must be taken into account to analyze the
interaction between the nanomaterials for estimating the
magnitude of the resultant energy transfer and dissipation in
the nanometric subsystem.

Novel theories have been developed to solve problems
(1)–(3) above, and these theories have succeeded in painting

a physical picture of the optical near field, which was outside
the scope of conventional classical and quantum optics that
were designed for light propagating through macroscopic
space. Solutions to problems (1)–(3) are:

(a) In order to solve problem (1), an infinite number of
electromagnetic modes with infinite frequencies, polariza-
tion states, and energies was assumed. An infinite number of
energy states was also assumed for the electrons and holes.
Based on these assumptions, the total Hamiltonian was
derived to define the creation and annihilation operators of a
quasi-particle in order to represent the light–matter interac-
tion in a nanometric space.10) Since these operators are given
by the sum of the operators of photons and electron–hole
pairs, this quasi-particle was named a dressed photon (DP),
which is a photon that dresses the material energy, i.e., the
energy of the electron–hole pair.11) It was found that the
DP was modulated temporally and spatially because of the
infinite electromagnetic modes and infinite energy states.
The temporal modulation feature was represented by an
infinite number of modulation sidebands. That is, even
though the nanomaterial was irradiated with propagating
light of a single mode, the generated DP had an infinite
number of modulation sidebands. It was also found that the
DP could couple with multi-mode coherent phonons in the
nanomaterial to create another quasi-particle, named the
dressed-photon–phonon (DPP).12)

(b) In order solve problem (2), the theoretical approach
reviewed in (a) was used to analyze the interaction between
the two nanomaterials by using the concepts of the
annihilation of a DP from the first nanomaterial and its
creation on the second nanomaterial. Furthermore, it was
also found from experimental and theoretical studies that the
second particle exhibits a unique optical response if it
absorbs the energy of the modulation sideband described in
(a), which is different from the conventional optical response
induced by absorbing propagating light.13)

(c) In order to solve problem (3), the near-field optical
interaction between the nanomaterials in the nanometric
subsystem was analyzed by renormalizing the effects
originating from the macroscopic subsystem in a consistent
and systematic way. This renormalization was carried out
by using the projection operator method.14) As a result,
the spatial distribution of the near-field optical interaction
energy was derived and expressed by using a Yukawa
function, which also succeeded in representing the interac-
tion between the two nanomaterials mediated by the DP
(DP-mediated interaction).15) This function quantitatively
showed that the interaction range was equivalent to the size
of the nanomaterial and did not depend on the wavelength
of the incident propagating light. Originating from this
size-dependent interaction range, novel optical response
characteristics were found: Since the DP is localized in
nanometric space, the long-wavelength approximation,
which is valid for conventional light–matter interactions
in macroscopic space, is not valid for the DP-mediated
interaction. As a result, an electric dipole-forbidden transi-
tion turned out be allowed. Furthermore, size-dependent
resonance was also found.16) That is to say, the efficiency of
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the energy transfer between nanomaterials depends on the
size of the nanomaterials that are interacting. It should be
noted that this resonance is unrelated to diffraction that
governs the conventional wave-optical phenomena.

In the classical age, the name optical near field has been
used for representing the spatial features of the light
generated on the surface of a nanomaterial, which has been
described by using the technical terms of wave-optics. In the
modern age, the term optical near field was replaced by DP,
which is the quasi-particle representing the coupled state
of photons and electron–hole pairs in a nanometric space.
This replacement has been successful in painting a more
physically intuitive picture of the optical near field and in
describing the light–matter interactions in a nanometric
space more precisely.

3. Applications of the Optical Near Field

This section reviews several applications that have been
developed by using the intrinsic features of the DP-mediated
interaction and the resultant DP energy transfer described in
Sect. 2. Novel theoretical models based on mathematical
science, different from the theory described in (a)–(c) of
Sect. 2, are also described, as well as a future outlook of
near-field optics.

3.1 Optical functional devices
Novel optical functional devices, named DP devices, have

been developed by using semiconductor nanomaterials.
They enabled the transmission and readout of optical signals
by the energy transfer and subsequent dissipation of the DP
energy. The operation of these DP devices was analyzed by
using a quantum mechanical master equation based on a
density matrix formulation for describing the DP-mediated
interaction between nanomaterials.17)

Examples of DP devices developed so far are: a logic gate
device for controlling optical signals,7) an energy transmitter
for transmitting optical signals between DP devices,18) and
an input interface device for converting incident propagating
light to a DP.19) Furthermore, a unique delayed-feedback-
type optical pulse generator has been proposed for use as a
DP signal pulse generator.20) Practical NOT gate and AND
gate devices that operate at room temperature have also been
fabricated by using InAs nanomaterials.21)

One advantage of these devices is their extremely small
volume, far beyond the diffraction limit of propagating light.
Other advantages are their superior performance levels
and unique functionality, such as high figures of merit,22)

low energy consumption,23) tamper-resistance,24) skew-
resistance,25) and autonomous energy transfer,26) all of
which originate from the unique operating principles of
DP devices, utilizing electric-dipole-forbidden transitions
and size-dependent resonance of DP-mediated interactions,
as described in (c) of Sect. 2.

3.2 Nano-fabrication
This subsection reviews two examples of nano-fabrication

technologies based on the intrinsic nature of the DP. The first
example is lithography using DPs generated at the aperture

of a photo-mask. In classical near field optical technology,
linearly-aligned aperture patterns on a photo-mask have
been transcribed to a photo-resist film;27) however, suffi-
ciently high resolution has not been obtained because the
photo-resist is exposed also by the diffracted propagating
light transmitted through the aperture pattern. In order to
avoid this exposure, a novel method has been developed by
irradiating a UV-sensitive photo-resist with visible propa-
gating light. It should be noted that the UV-sensitive photo-
resist can be excited by DPs even though they are generated
from visible propagating light. This is possible because the
DPP has high-frequency sidebands of modulation, generated
as a result of temporal modulation (refer to Sect. 2). In other
words, this is possible due to the energy up-conversion via
energy levels of coherent phonons in DPPs. As a result, the
photo-mask pattern can be accurately transcribed to the
photo-resist while the photo-resist remains un-exposed by
the visible propagating light transmitted through the
apertures.28) With this method, a diffraction-free resolution
as high as that determined by the aperture size has been
realized by a compact lithography machine for practical
use.29) This method has enabled duplication of an integrated
circuit pattern, multiple exposure, and pattering using an
optically inactive photo-resist.28) As applications of this
method, a two-dimensional array of DP devices,30) a
diffraction grating for soft-X rays,31) and a Fresnel zone
plate for soft-X rays32) have been fabricated.

The second example is smoothing a material surface by
photo-etching. In this process, bumps on a rough material
surface are autonomously removed by chemically radical
atoms. These atoms are created by photo-dissociating
gaseous molecules using energy up-conversion, as was the
case with the lithography described above, due to DPP
energy transfer from the apex of the bump to the molecules
under visible light irradiation.33) Using this method, the
surfaces of glass substrates have been smoothed for use as
high-power laser mirrors,34) for magnetic storage memory
disks,35) and for EUV masks.36) Side walls of densely
aligned corrugations of a diffraction grating have been
also smoothed.37) This method has been applied to other
materials, such as plastic PMMA,38) crystalline GaN,39) and
crystalline diamond.40) This method realizes high-throughput
smoothing because no special devices, like a fiber probe or
a photo-mask, are required for generating the DPs and
DPPs. Furthermore, because no mechanical components are
required, this method can be more advantageous than
conventional chemical–mechanical polishing,41) which uses
a sliding pad on the material surface to be polished. Based
on a principle equivalent to the smoothing reviewed above,
scratches on a transparent poly-Al2O3 crystal surface have
been filled-in by using chemical vapor deposition in order
to smooth the substrate surface for ceramic laser media
applications.42)

3.3 Energy conversion
Conversions between optical and electrical energies have

been realized based on energy up- or down-conversions by
using DPs and DPPs. These include:
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(1) Optical-to-optical energy conversion: Near infrared
light has been converted to visible light by using energy up-
conversion in the process of DPP energy transfer between
organic dye particles. Red, green, and blue light has been
emitted from DCM, coumarine 540A, and stilbene 420
particles, respectively, by irradiating them with 0.8–1.3 �m
wavelength infrared light.43,44) These conversion methods
have been applied to infrared optical pulse shape measure-
ments.45)

On the other hand, energy down-conversion by DPPs
has been applied to convert short-wavelength light to long-
wavelength light. For example, a high-efficiency down-
conversion method has been developed by using nanometric
droplets autonomously grown in an optically curable
resin.46–48)

(2) Optical-to-electrical energy conversion: Novel devices
have been developed for efficiently converting optical
energy to electrical energy, using the energy up-conversion
via DPPs. One example is a photovoltaic device using an
organic film of P3HT. The electrode surface conformation of
this device was autonomously modified by using novel DPP-
assisted deposition of silver particles for efficient DPP
generation.49) Another example is a Si photodiode in which
the spatial distribution of doped boron atoms was autono-
mously modified by a novel DPP-assisted annealing
method.50) In these two examples, effective energy conver-
sion has been confirmed even when the photon energy of
the incident light is lower than the bandgap energy of the
semiconductor materials used. Furthermore, in the case of
the Si photodiode, an optical amplification capability was
confirmed, which was due to stimulated emission triggered
by the DP.

(3) Electrical-to-optical energy conversion: Novel near
infrared and visible light emitting diodes (LEDs) have been
realized by using Si crystals even though Si is an indirect
transition-type semiconductor.51,52) The autonomous mod-
ification method reviewed in (2) above was also used,
resulting in efficient momentum transfer between electrons
and phonons in Si. After the autonomous modification, the
Huang–Rhys factor,53) a parameter representing the magni-
tude of the coupling between electron–hole pairs and
phonons, was determined to be 4:08� 0:02,54) which is
102–103 times higher than that of a conventional Si crystal
device. Furthermore, it was confirmed that the DPs coupled
with the coherent phonons of the longitudinal optical mode,
creating DPPs.55) Besides Si, an indirect transition-type GaP
semiconductor has been used for fabricating an LED
emitting yellow-green light.56) An indirect transition-type
SiC semiconductor has also been used for fabricating LED
emitting blue-violet light,57) ultraviolet light,58) and white
light.59) In addition to LEDs, an optical and electrical
relaxation oscillator60) and a near infrared laser have been
realized by using crystalline Si.61)

3.4 Information processing systems
Novel information processing systems using the DP

devices reviewed in Sect. 3.1 have been proposed.62,63) A
first example is a nanometric optical computing system

utilizing the DP energy transfer:64) Although several optical
methods have been proposed by following the concepts
of Von Neumann computing systems, the collapse of the
scaling-law for computing time and energy consumption
has remained a critical problem. In order to solve these
problems, a non-Von Neumann computing system has been
proposed by using DP devices, and its ability to solve
decision making problems,65,66) constraint satisfaction pro-
blems,67) and intractable computational problems68) has been
demonstrated.

A second example is an information processing system
using the dissipations and fluctuations of the DP energy.69)

The last example is an information security system that uses
the size-dependent resonance of the DP energy transfer
described in Sect. 2.70) This system has realized a hierarch-
ical hologram,71) a lock-and-key,72) and nonsymmetric
polarization transformation.73)

3.5 Novel theoretical models and future outlook
Novel theoretical models based on mathematical science,

different from the theory described in (a)–(c) of Sect. 2, have
been proposed for analyzing the spatio-temporal properties
of DP energy transfer. By using these theoretical models,
a novel information processing method has been developed
by taking the hierarchy of the DP energy transfer into
account.74) These models have also been applied to analyze
the dynamic process of material surface smoothing by
photo-etching, reviewed in Sect. 3.2.75) Furthermore, they
have been applied to analyze nano-fabrication processes,
such as morphological- and arrayed-structure formations on
a material surface.76,77) It should be noted that the DP-
mediated processes described in Sects. 3.2 and 3.3 were
governed by the autonomy of DP creation and annihilation.
Therefore, for designing these processes, it is difficult to
employ the deterministic methods that have been used to
design and fabricate conventional materials and devices. In
other words, since the autonomous creation and annihilation
of DPs take place in multiple nanometric areas on the
surface or inside the material, deterministic theoretical
models of these processes inevitably involve an extremely
long computing time. In order to shorten the computing
time, the validity of the theoretical models above has been
confirmed by the work described above.

In contrast to these models, a non-uniform light–matter
interaction theory that directly solves the Schrödinger
equation and Maxell equation simultaneously has been
recently proposed.78) This theory is expected to provide a
powerful tool for rigorously analyzing light–matter interac-
tions in nanometric space.

As a future outlook, it should be pointed out that there still
remain problems to be solved for gaining a deeper under-
standing of DPs and exploring more applications. These
include: (1) Improving the accuracy of the physical picture
of the quasi-particle representing the coupled state of a
photon, an electron, and a phonon in a nanometric space.
(2) Elucidating the details of energy transfer and dissipa-
tion between nanomaterials, mediated by DPs or DPPs.
(3) Elucidating the details of phonon-assisted light–matter
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interactions in nanometric space. (4) Elucidating the
physical origins of autonomy and hierarchy. (5) Developing
technical methods based on statistical mechanics, mathema-
tical science, and numerical simulation to analyze and solve
problems (1)–(4) above.

A novel optical technology, called light–matter fusion
technology in this article, is expected to be established in the
future via further studies of DPs, e.g., by investigating the
possibility of coupling DPs not only with phonons but also
with other types of primary excitations.

4. Summary

This paper has reviewed the framework of classical near-
field optics and recent progress in modern near-field optics.
After reviewing the wave-optical approach for application to
high-resolution microscopy, it was pointed out that a novel
theory was required for painting a more precise physical
picture of the optical near field. To meet this requirement,
the novel physical concept of the dressed photon was
described. Applications made possible by this modern
picture were reviewed, including optical functional devices,
nano-fabrication technologies, energy conversion technolo-
gies, and information processing systems. Furthermore,
theoretical models based on mathematical science were
introduced, and finally, a future outlook of near-field optics
was presented.
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　シリコン（Si）は古くから電子回路用素子に使われてい
るが，間接遷移型半導体であるため発光効率が低く，発光
素子用の材料としては不適当と考えられてきた．しかし最
近ではこれを発光素子に使う試みが多くなされている．た
とえば可視光領域では多孔質 Si 1），Siと SiO2の超格子構
造 2），SiO2中のSiナノ凝集粒子 3）が用いられ，赤外線領域
では Erが添加された Si 4），SiとGeの混晶量子構造 5）が用
いられている．これらに対し，従来の電子素子に用いられ
ているバルク結晶 Siの p-n接合によって高効率の電界発光
素子が実現すれば，応用範囲がひろがる．本稿では，ドレ
スト光子（dressed photon: DP）の原理に基づきバルク結
晶 Siを加工してこのような発光素子を実現する方法につ
いて紹介する．

1. ドレスト光子フォノンによる発光
　ドレスト光子（DP）はナノ寸法領域において光子と電
子とが結合した状態を表す準粒子である 6，7）．なおナノ寸
法領域では光の量子化のための共振器を設定することがで
きず，波数と運動量は保存量とはならない．したがって単
一周波数，単一モードの光がナノ寸法物質（ナノ物質）に
入射した場合でも，ナノ物質中および表面で生じる光・電
子相互作用を記述するためには，無数のモードの光と無数
のエネルギー準位の電子を考える必要がある．この相互作

用の結果生じる DPは入射光とは異なり無数の周波数を有
し，そのスペクトルは無数の変調側波帯からなる．これら
の側波帯が近隣のナノ物質中の電子を励起・脱励起すると
新規な光吸収・放出が可能となる．また，DPの発生する
系（ナノ系）は巨視的寸法の光と物質（巨視系）に囲まれ
ているので，DP を介したナノ物質間の相互作用エネル
ギーは巨視系により遮蔽され，ナノ物質の寸法程度の有効
長をもつ空間特性を示す．すなわち DPの場は入射光の波
長よりずっと小さい寸法で空間的に変調されナノ物質表面
に局在するので，従来の光・物質相互作用で用いられてき
た長波長近似が破綻し，その結果電気双極子禁制遷移も許
容される．DPはさらにコヒーレント状態のフォノンとも
結合し，ドレスト光子フォノン（DPP）とよばれる準粒子
が発生する．この準粒子はナノ物質中の結晶格子に不純物
原子が含まれている場合，そこに局在しやすい 8）．これに
よりフォノンが関与する新規の励起・脱励起が可能となる
ので，対象となるナノ物質についてはその中の電子の状態
のみでなく，それとフォノンの励起状態との直積で表され
る状態を考える必要が生じる．
　間接遷移型半導体の場合，価電子帯，伝導帯のエネル
ギー帯の頂点，底における波数ベクトル（運動量）の向き
と大きさは互いに異なるので，帯間遷移のためには運動量
の異なる電子と正孔とが再結合しなければならない．その
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際，運動量の保存則を満たすためには光子のほかに運動量
をもつフォノンも同時に放出する必要があるが，電子・正
孔対とフォノンの相互作用は小さく，その確率は低い．し
かし上記の DPPはフォノンを含むので，伝導帯中の電子
とフォノンの相互作用は大きく，間接遷移型半導体でも再
結合による自然放出の確率は直接遷移型半導体における確
率と同程度まで大きくなる．その結果 DPPが自然放出さ
れるが，その一部は伝搬光に変換されるので発光素子が実
現する．

2. 発光素子の自律的な加工
　Siのバルク結晶を用いて発光素子を実現するためには
DPPを 2回使う．その 1つは自然放出光を発生させ発光素
子として動作させるためである．もう 1つは発光素子を作
製する際，自然放出に適した不純物濃度の空間分布を自律
的に制御するためである．本章では後者について記し，前
者の発光特性は次章で紹介する．
　n型 Si結晶基板を用いて発光ダイオード（LED）を作製
する場合を例にとろう．この基板の表面部分に不純物（ボ
ロン：B）を添加すると，添加部分は p型になり，p-nホモ
接合が形成される．これに正負の電極用の金属膜を付ける
が，そのうち正電極には透明な ITO膜を用いる．その後順
方向電流を注入し，ジュール熱を発生させて結晶基板を加
熱しアニールを行う．これによりBは拡散し，その濃度の
空間分布が変化する．その際 ITO膜をとおして外部から光
を結晶基板に照射し，B濃度の空間分布を制御する．この
制御に関して光照射の効果は，下記のように入射光の光子
エネルギー hn annealと，Siのバンドギャップエネルギー Eg

（＝ 1.12 eV：吸収端波長 l c＝ 1.11 mm）との大小関係に依
存する．
　（1）hn anneal � Egの場合： 照射光は Siに吸収されないの
で，Bが低濃度・均一のため DPPが発生しにくい場所で
は光照射の効果は表れない．しかし高濃度・不均一の場所
では前章で述べたように不純物原子としての B 周囲に
DPPが発生し局在しやすいことから，光照射の効果が表
れる．すなわち伝導帯中の電子は DPPに含まれるフォノ
ンと運動量を授受し，価電子帯に脱励起する．その結果，
入射光に駆動され誘導放出が生じ，伝搬光が発生する．こ
の伝搬光は結晶基板外部に伝搬するので，電流注入により
加えられた電気エネルギーの一部は光エネルギーとして外
部に散逸する．すなわち，光照射により加熱量は減少し，
アニールによるBの拡散は抑制される．ここで hn anneal � Eg

であることから上記の脱励起は次の 2段階からなる．第 1

段階では初期状態（伝導帯の電子状態とフォノンの熱平衡

状態との直積で表される状態）から入射光に駆動され，中
間状態（価電子帯の電子状態とフォノンの励起状態との直
積で表される状態）に遷移する．これは電気双極子許容遷
移なので，その際の誘導放出の結果 DPPとともに伝搬光
を発生する．第 2段階ではこの中間状態から終状態（価電
子帯の電子の基底状態および中間状態より低エネルギーの
フォノンの励起状態との直積で表される状態）に遷移す
る．これは電気双極子禁制遷移なので DPPのみを発生す
る．その後フォノンは熱平衡状態へ緩和する．上記の第 1

段階で発生した伝搬光のエネルギーが結晶基板外部に散逸
する．
　（2）hn anneal � Egの場合： DPPが発生しにくい場所では
光吸収が生じ，電子は伝導帯へと励起される．この励起に
寄与しない余剰のエネルギー（hn anneal－Eg）は熱エネル
ギーに変わり結晶基板を加熱する．一方，DPPが発生し
やすい場所では（1）と同様に誘導放出が生じ，伝搬光が
発生する．すなわち光照射により加熱量は減少し，アニー
ルによる Bの拡散は抑制される．なお，この場合，hn anneal � 

Egであることから脱励起は 1段階である．
　（1），（2）の場合とも，B 濃度の空間分布に依存した
DPPの発生しやすさの程度に応じて Bの拡散が自律的に
制御され，B濃度の独特の空間分布が形成される．（1），
（2）の場合について，光照射により結晶基板温度が減少，
増加する様子が測定されている 9，10）．（1）の例として，図
1は光子エネルギー hn annealの値が 0.95 eV（波長 1.30 mm）
のレーザー光（光パワー密度 10 W/cm2）を照射した場合
のアニール開始後の結晶表面温度の時間変化を示す 11）．
表面温度は電流注入による発熱によって急上昇した後，光
照射によって下降し一定値に達している．なお，結晶内部
の温度は約 300℃程度と推定されている．アニール前後で
の結晶内部でのB濃度の空間分布の差異はアトムプローブ
法により計測されている12）．
　上記（1），（2）の過程が進むにつれ，発生した誘導放出
光が結晶内部を伝搬するので，上記の過程は光照射領域に
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210



とどまらず結晶全体に自律的に広がる．こうして形成され
た領域境界での B濃度の空間分布は，LEDとしての動作
の際に DPPを効率よく誘起するのに適している．誘導放
出と自然放出の確率は互いに比例するので，DPPの発生
しやすい領域では自然放出も起こりやすく，十分効率の高
い LEDが実現する．さらに，この B濃度の空間分布はア
ニール時の光照射によって形成されることから，作製され
た LEDはこの照射光の光子エネルギー hn annealに相当する
光を発生する．すなわち，発光波長はアニールのために使
用する照射光の光子エネルギーによって制御される．

3. 発光素子の特性
　前章（1）の方法により作製された近赤外線の LEDのお
もな特性を紹介しよう．図 2（a），（b）はおのおの電流非
注入時，電流注入時の LEDの外観を赤外 CCDカメラによ
り撮影した写真である11）．図 2（b）の場合の投入電力は
11 W，発光パワーは 1.1 Wに達し，高輝度発光している．
図 3は作製されたデバイスの発光スペクトルである（注入
電流密度 1.5 A/cm2）．なお既存の方法で作製された市販の
Siフォトダイオード（浜松ホトニクス製 S3590）もわずか
に発光するので，参考のためにその発光スペクトルを曲線
Aに示す（注入電流密度 0.2 A/cm2）．曲線 Aでは発光スペ
クトルが Egより高エネルギー側に分布している13）．これ
は Si中のフォノン散乱による間接遷移の結果生じる微弱
な発光である．一方，曲線 B～ Dは前章（1）に従いおの
おの 1分間，7分間，30分間のアニールにより作製された
LEDの発光スペクトルである．これらの形は曲線 Aとは
大きく異なっており，発光スペクトルは Eg以下の低エネ
ルギー側に広がっている．0.8 eV以下での発光強度の減少
は光検出器の感度限界に起因しており，実際の発光スペク
トルはさらに低エネルギー領域にも広がっている．これら
のうち曲線 Dでは，Egの位置に明瞭な発光ピークは存在
せず，加工の際に照射した光の光子エネルギー hn anneal（＝

0.95 eV，波長 1.30 mm）に相当する領域にピーク（下向き
矢印）が現れており，これは照射光によって B濃度の空間
分布が制御されたことを意味する．なお，2つの上向き矢
印の位置（0.83 eV，0.89 eV）および下向き矢印の位置の
間隔はおのおの 0.06 eVであり，これは Siの光学フォノン
のエネルギーと一致している．すなわち 0.95 eVのエネル
ギーをもつDPPが1個の光学フォノンを放出し通常の光子
に変わる過程，および 2個の光学フォノンを放出して光子
に変わる過程におのおの対応している．これらの過程は，
ここで議論している発光が前章（1）のようにフォノンの
エネルギー準位を中間状態として使われることを証明して
いる．
　フォノンに起因する発光スペクトルの特性とシミュレー
ションとの比較から，電子正孔対とフォノンとの結合の大
きさを表すHuang-Rhys因子 14）は 4.08±0.02と推定されて
いる15）．これは通常の Siバルク結晶の値に比べ 102～103倍
大きく，本 LEDの発光が DPPに起因することを示してい
る．また，コヒーレント状態の縦モード光学フォノンが
DPと結合し DPPを形成していることが，ポンプ─プロー
ブ分光により確認されている16）．
　30分間のアニールで作製された LEDからの発光のうち
光子エネルギー hn＝ 0.73 eV（波長 1.70 mm）以上での発
光成分に関し，外部電力変換効率 1.3％，微分外部電力変
換効率 5.0％であった（注入電力 11 Wのとき）．また電流
密度 Idと発光パワー密度 Pdの関係は二次式 Pd＝ 0.04Id

2 

で表された．これは前章（1）のように自然放出が 2段階
の過程によることに起因する11）.

　図4にはこれまでに作製された近赤外線のLEDの外部量
子効率の向上の様子を示す．産学連携による技術開発の結
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図 3　発光スペクトル．曲線 Aは市販の Siフォトダイオー
ド．曲線B，C，Dはアニール時間がおのおの 1分，7分，30
分の場合．下向き矢印はアニールの際に照射した光の光子エ
ネルギー hn annealの値を示す．2つの上向きの矢印はフォノン
の寄与を示す．

（b）（a）
図 2　作製された LEDの外観．（a），（b）はおのおの電
流非注入時，注入時．
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果，2013 年 2 月の段階で 15％ に達しており，この値は
InGaAs（直接遷移型半導体）を用いて実用化されている波
長 1.3 mmの LEDの値（2％～ 5％，たとえば浜松ホトニク
ス製 L7866，L10822）より大きい．図中の実線は個体群成
長，技術の進歩，商品の販売数の変化などを表すのに使わ
れているロジスティックス曲線であり，これは黒丸に示す
数値にあてはめたものである．両者は互いによく合ってお
り，技術が本従来の技術開発と同様の進展をしていること
がわかる．
　以上のほか，Siのバルク結晶を用いて赤・緑・青色の可
視光を発生する LED10）が作製されている．さらに，Siと
同様の間接遷移型半導体の GaPを用いて黄・緑色の可視
光を発生する LED17），SiC を用い青～紫色 18），紫外 19），
さらには白色 20）を発生する LEDが作製されている．加え
て関連する発光素子として Siを用いた LEDによる光・電
気弛張発振器 21），光増幅機能を有する近赤外線の Siフォ
トダイオードなどが作製されている22）．
　最後に，前章と同様の方法で作製された近赤外線レー
ザー 23）を紹介しよう．これは長さ 500 mmのリッジ導波路
を有するファブリー・ペロー共振器型構造を有し，その発

振閾値電流密度は 1.1 kA/cm2である．図 5（a），（b）はお
のおの閾値以下，閾値以上の発振スペクトルであり，後者
の鋭い発振スペクトルから発振波長が 1.27 mmであること
がわかる．

　ドレスト光子の原理にもとづき，間接遷移型半導体であ
る Siのバルク結晶により LED，レーザーなどの発光素子
が実現した．この技術は関連する他の材料にも展開され，
それらの発光波長は近赤外線～可視域全体をカバーしつつ
ある．今後の技術開発とともに，新しい応用の発展が期待
される．
　本研究の一部は文部科学省科学研究費助成金（B）（課題
番号 24360023）「ドレスト光子フォノンによる間接遷移型
半導体の電流注入発光とその波長制御」によった．
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