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Drastic advancement in nanophotonics
achieved by a new dressed photon study
Hirofumi Sakuma1* , Izumi Ojima1, Motoichi Ohtsu1 and Tadashi Kawazoe2

Abstract

On the very recent advancement of dressed photon studies: A timely review of the emerging new phase of 
dressed photon (DP) studies, not yet prevailing in the global nanophotonic society, is given in contradistinction to its 
preceding incipient phase. A new theory on DPs crucially depends on a couple of important elements, namely, the 
knowledge on quantum field theory (QFT) having infinite degrees of freedom, notably on the micro-macro duality 
(MMD) theory developed by Ojima, and a newly proposed Clebsch dual (CD) electromagnetic field as a specific 
implementation of MMD theory. The main aim of the first part of this article after the introduction, the section of
“In search of refinement of the theoretical models”, is twofold: to explain plainly, without resorting to mathematical 
equations, the essence of the highly mathematical contents of MMD theory, which clarifies a problematic aspect of 
the Schrödinger’s cat thought experiment, and to explain the physical meanings of the CD field.
Preliminary study on the existence of DP light with spin zero: In the section of “Observed “photon cluster” and 
light field with spin zero”, we briefly report a new intriguing experimental discovery implying the existence of 
propagating particle-like “quantum DP light” together with a conjecture on its possible theoretical explanation. A 
perspective on a variety of possible research directions for DPs is then briefly mentioned in the final section.

Keywords: Dressed photon, Micro-macro duality, Clebsch dual field, Majorana field, Dressed photon constant, 
Natural unit system

Introduction: overview of incipient dressed photon
studies
Reflecting the demands of nano-technology at the time,
a significant surge in near-field optics worldwide began
around 1980, in which the third author M.O. was deeply
involved, with the seemingly outrageous resolution of gen-
erating small light free from the diffraction, which would
enable us to achieve a variety of high-performance tech-
nologies such as higher-density light recording, light pro-
cessing and optical devices with higher resolution. The
surge stemmed from decades-long preceding research
activities represented, for instance, by Synge [1] in 1928
and Aloysuis [2] in 1956, who attempted to develop tech-
niques for optical microscopes with ultra-high resolution.

*Correspondence: sakuma@rodrep.or.jp
1Research Origin for Dressed Photon, Yokohama, Japan
Full list of author information is available at the end of the article

Note that all of these attempts before 1980 and the major-
ity of attempts after 1980 were based on the conventional
theories of optics derived from Maxwell’s theory of elec-
tromagnetism [3].
The vague but inspired image of the “small light field”

held in the mind of M.O. was, however, more flexible in
the sense that it may be a new kind of light field beyond the
conventional framework of optical theory. As we can eas-
ily imagine, from the beginning, his ambitious attempts,
including the discovery of this new class of light field,
were snubbed by established leaders in the field who were,
so to speak, the academic guardians of Maxwell’s theory.
His resolution was so unique in this particular point that
no one else seemed to dare seek a similar research goal,
but the original technology he later realized became quite
distinguished. The first step towards his ambitious goal
was to identify experimentally in more detail the existence

© The Author(s). 2021Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The
images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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of such a bizarre “small light field”. Actually, he started
from the optical near-field, which appears in the form of
a membrane around a nanometre-sized particle under the
irradiation of visible light, which he later renamed, focus-
ing on its quantum mechanical nature, the dressed photon
(DP) [4]: a metaphoric expression of photon energy fused
partly with that of material involved in the light-matter
field interaction.
In some studies, for instance [5], it seems that the

evanescent light field is often regarded as a sort of opti-
cal near-field, as mentioned above, but, for the reason we
give in the following section, we support the view that a
DP, as a newly revised version of the optical near-field in
our context of research pursuing nanometre-sized small
light, is not evanescent light in the sense that the former
is created by non-linear light-matter field interactions,
while the latter is boundary-trapped linear waves, as in the
case of Lamb waves in seismology or coastal Kelvin waves
in oceanography. Figure 1 shows the typical cases of DP
realization investigated thus far.
Employing trial and error approaches, the first theoret-

ical endeavour to model the target enigmatic small light
field was made by Ohtsu and Kobayashi (2004) [6] (work
explained in this book but not reported in the form of
a published paper). They investigated the possibility of
representing the target field in terms of a new kind of exci-
ton dynamics, where the hypothetical nonresonant virtual
polariton (HNVP) plays a key role in the exciton. It is
well known that there exist two different kinds of pho-
ton in a vacuum: a free photon and a virtual one that is
a mediator of electromagnetic interactions. For electro-
magnetic field propagation through a given material, a

polariton can be regarded as (or corresponds to) the “free
photon mode in a vacuum”; hence, it would be natural
to assume the existence of the altered form of the vir-
tual photon in the material. In their scenario, Ohtsu and
Kobayashi tentatively introduced the above notion of an
HNVP to represent this altered form of the virtual photon
field. Here, we do not give the details of their analyses that
employed this working hypothesis since they depended
on some ad hoc assumptions to be improved. Guided by
this working hypothesis, they somehow derived a formula
describing a spherically symmetric localized distribution
of the electromagnetic potential A0(r) of the small light
field under consideration, presented as a Yukawa potential
of the form:

A0(r) = 1
r
exp

(
− r
a

)
, (1)

where r and a respectively denote a radial coordinate and
the radius of a given nanometre-sized particle.
Encouraged mainly by the success of experimental vali-

dation of the optical near-field and partly by the prelimi-
nary theoretical result of (1) together with the successful
holding of an international symposium [3] in the early
1990s, M.O. hardened his conviction of the significance of
his research and decided to disseminate it through society
by establishing a new technical field named nanophoton-
ics in the traditional optical society. This can be regarded
as the start of the unique activity of nanophotonics [7].
The reason why we call it a unique activity is because the
field of nanophotonics actively grew later to include such
research themes as photonic crystals [8] and plasmonics

Fig. 1 Typical DP configurations. (a) On a nano-particle. (b) On the tip of a fiber probe. (c) On bumps of a rough material surface. (d) On doped
atoms in a host crystal
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[9]. It is clear that the light field employed in these stud-
ies is the conventional propagating light field, which has
nothing to do with the optical near-fieldmentioned above.
By the end of the first decade of the 21st century,

M.O.’s disseminating efforts had successfully born fruit
in the form of distinguished national programs exert-
ing considerable influence upon spectroscopic analysis,
lithography, high-capacity optical storage, optical devices,
autonomous smoothing of a material surface and opti-
cal information processing. Well-known readily recogniz-
able feats achieved by DP technology include the case of
light-emitting devices using indirect-transition-type sili-
con semiconductor crystals and autonomous smoothing
of a material surface. The latest concise summary high-
lighting the unique DP technology, including the above-
mentioned cases, was given in the introductory section
of Sakuma et al. [10]. A comprehensible explanation of
research activities on DPs during the above-mentioned
first decade of the 21st century was given by Ohtsu et al.
(2002) [7] and Ohtsu (2014) [4]. The former reference [7]
showed that the term nanophotonics was first introduced
officially by M.O.

In search of refinement of the theoretical models
On QFT with infinite degrees of freedom
A discontinuous jump in the theoretical study of DPs
was brought about by the activities of a unique initia-
tive launched in 2016 by M.O. To accelerate theoretical
and modelling studies, he established a general incor-
porated association named Research Origin for Dressed
Photon (RODreP), which operated as a virtual research
laboratory connecting researchers in remote locations.
On the basis of the recognition that a major impedi-
ment to developing DP theory is the lack of a satis-
factory QFT, M.O. invited I. Ojima (the second author,
hereafter I.O) as an expert in QFT, to join RODreP.
Among I.O.’s achievements, his proposal of Micro-
Macro duality (MMD) theory [11] has been remarked
by M.O. as a modern version of quantum-classical
correspondence proven in a mathematically rigorous
fashion.
The important theoretical basis of MMD theory was

prepared by the pertinent generalization of the notion of
superselection rule consisting of sectors formulated origi-
nally by Doplicher-Haag-Roberts [12, 13]: in the context
of DHR superselection theory, a sector is defined by a fac-
tor representation π of the observable algebra A = FG

which is the fixed-point subalgebra of the field algebra F
under a compact symmetry group G. Here a factor refers
to the von Neumann algebra π(A)′′ arising from π having
a trivial centre Zπ (A) := π(A)′∩π(A)′′ = C1 and, at the
level of field algebra F , π yields an irreducible represen-
tation of G whose generators are called the superselection
charges. According to this original DHR theory, sectors

have been understood only in discrete forms owing to the
discreteness of Ĝ the dual of compact symmetry group G.
In the generalized formulation of sector theory due to

[14, 16] applicable to wider contexts, the notion of sec-
tors can simply be understood as the spectrum of the
centre of (represented) observable algebra, either discrete
or continuous depending on situations to be considered.
Here spectrummeans simultaneous eigenvalues due to the
commutativity of the centre which admits the simultane-
ous diagonalization.
In the usual discussion, QM (quantum mechanics) and

QFT (quantum field theory) are considered separately.
Once they are treated in a unified way, according to which
the former is just quantum system with finite degrees
of freedom and the latter with infinite ones. From such
a viewpoint the sharp contrast between QM and QFT
becomes evident in the light of the Stone-von Neumann
uniqueness theorem [15], whose validity in QM allows
only one sector to exist for each finite QM system. Owing
to this unicity, the variety of the macroscopic classical
world cannot be explained as a result of emergence pro-
cesses from the microscopic QM as described by I.O.
[16]. In sharp contrast, QFT with infinite degrees of
freedom can accommodate infinitely many sectors [14]
which are mutually disjoint (refined notion of unitary
non-equivalence sharply opposite to quantum coherence)
whose nontrivial centres play roles of order parameters
working as the commutative macroscopic physical quan-
tities. In this way, the presence of multiple sectors in
QFT with infinite degrees of freedom is seen to hold the
key to MMD [11] as a general and universal version of
quantum-classical correspondence.
An immediate and appealing consequence ofMMD the-

ory is that the longstanding problem of Schrödinger’s cat
is an ill-posed one in the sense that a cat as a macro-
scopic entity consisting of multiple sectors cannot be
described properly by a quantum mechanical system pos-
sessing only one sector! In [17], Ojima stated: . . . thus,
such a common belief in quantummechanics is wrong that
any vector state given as a superposition c1ψ1 + c2ψ2 +
· · · is a pure state showing quantum interference effects.
From this viewpoint, the famous paradox of Schrödinger’s
cat is merely an ill-posed question, based on the level
confusions about quantum-classical boundaries. Namely,
because of the absence of such a physical observable A as
< ψdead|Aψalive >�= 0, the actual transition from the cat’s
being alive to dead can take place, not at the micro-level
of the Geiger counter, but by macroscopic accumulation of
infinitely many microscopic processes! This last point can
be understood by such quantum-classical correspondence
that classical macro level consisting of order parameters
to describe inter-sectorial structure emerges from micro-
scopic levels through condensation of infinite number of
quanta. (As a matter of course, the presence or absence
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of microscopic observables triggering macroscopic state
changes depends highly on the situations and/ or aspects in
consideration, like the case, for instance, of the visual eye-
sight controlled by photo-chemical reactions involving the
rhodopsin molecules at the retinae.)
To be precise, the absence of such observable A as <

ψdead|Aψalive >�= 0 in the above corresponds to the dis-
jointness between the states of cat’s being alive and dead
in the system with infinite degrees of freedom, whose lev-
els cannot be shifted to that of QM with finite degrees of
freedom because of the absence of states corresponding to
cat’s being alive and dead. Namely, those states ψalive and
ψdead of cat can exist only at the theoretical level of QFT
where they are necessarily disjoint, and the usual QM type
arguments frustrated by the formula < ψdead|Aψalive >�=
0 cannot exist anywhere in the world.

Prevailing undue treatment of longitudinal waves
We do not think it a rare occasion that, say, in a standard
text of electromagnetism, we find a sentence saying that an
electromagnetic wave is not longitudinal but transversal.
Presumably, the reason why such a statement is prevailing
in a wide range of scientific communities is the influence
of “advanced” quantum electrodynamics (QED) setting
the trend of the new era of quantum technology, accord-
ing to which the longitudinal modes are to be eliminated
as unphysical ones. Nevertheless, the existence of classical
longitudinal electromagnetic modes was reported unmis-
takably by Cicchitelli et al. [18] in an esteemed journal of
Physical reviews. Thus, there seems to exist a discrepancy
left unaddressed in the field of electromagnetism.
In our opinion, Ojima’s MMD theory, which links the

quantum world and the classical one, is quite helpful in
resolving this discrepancy. In fact, Ojima [19] had already
re-examined the processes of electromagnetic field quan-
tization by employing the Nakanishi-Lautrup formalism
[20] of manifestly covariant quantization. One of his
important conclusions related to our present concern is
that the mode eliminated by the conventional quantiza-
tion remains to be physical as a non-particle mode and
plays an important role in electromagnetic interactions
associated with the longitudinal Coulomb mode. In the
preceding subsection, we emphasized the existence of
multiple generalized sectors in QFT, and now we see that
Ojima’s interpretation of the physicality of longitudinal
modes is an important specific example of that without
which we cannot have a consistent theory connecting
micro- and macro-electromagnetism.
Concerning the Coulomb mode associated with the

electromagnetic interaction, there exists an important
piece of general knowledge that we have thus far ignored,
that is, a mathematical criterion called the Greenberg-
Robinson (GR) theorem [21, 22] that is used to distinguish
non-linear field interactions from the free time evolu-

tions of non-interacting modes. It states that if the Fourier
transform ϕ(p) of a given quantum field ϕ(x), where p and
x respectively denote the momentum and position, does not
contain an off-shell spacelike momentum pμ with pνpν <

0, then ϕ(x) is a generalized free field. Although spacelike
momenta are often associated with tachyons breaking the
Einstein causality, it is known that there exist certain types
of causal motions [23] having spacelike momenta. Hence,
taking the above-mentioned GR theorem into consider-
ation, we should not exclude certain dynamical modes
simply because their momenta are spacelike.

Augmented spacelike Maxwell’s equations
The arguments in the preceding subsection have revealed
that the classical longitudinal mode reported by [18] must
be closely related to virtual photons as the mediator of the
longitudinal Coulomb force and that spacelike momenta
must be considered in some form. At this point, it is
worthwhile to point out that the introduction of spacelike
(out of the light cone) characteristics of the electromag-
netic potentialAμ is not new but is well known in the liter-
ature on the Aharanov-Bohm (AB) effect [24]. Namely, an
observable quantity

∮
γ
Aμdl in the AB effect does not cor-

respond to the value of Aμ at a certain point in spacetime
but to the integrated one along the Wilson loop γ . Since
detailed derivations of how new components of spacelike
momentum can be brought into electromagnetism in a
consistent fashion were already given by [10, 25], in the
following, we show only some of the essential points of the
full picture that are relevant to our present discussion on
optics as a discipline of electromagnetism.
Now, consider the well-known Maxwell Eq. (2), repre-

sented in terms of the vector potential Aμ:

∂νFμν = ∂ν(∂
μAν −∂νAμ) =[−∂ν∂νAμ +∂μ(∂νAν)]= jμ.

(2)

Based on Helmholtz decomposition, Aμ can be decom-
posed into

Aμ = αμ + ∂μχ , (∂να
ν = 0, ∂νAν = ∂ν∂

νχ). (3)

The mixed form of energy-momentum tensor Tν
μ asso-

ciated with (2) becomes

T ν
μ = −FμκFνκ + 1

4
η ν

μ FαβFαβ , (4)

where the notations are conventional and the sign conven-
tion of the Lorentzian metric (ημν) signature (+ − −−) is
employed.
A well-known convention regarding Aμ is that, in (2),

we can impose the Lorentz gauge condition ∂νAν = 0
since it is a non-physical quantity. As we will soon show,
the Lorentz gauge condition can be relaxed without violat-
ing Maxwell’s Eq. (2) once we accept that the longitudinal
mode is physical. The aforementioned Nakanishi-Lautrup
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formalism on the covariant quantization of the electro-
magnetic field actually permits a wide class of gauge
conditions, among which the Feynman gauge condition of
the form

φ := ∂νAν , ∂ν∂νφ = 0, (5)

is particularly important for our present discussion.
Notice that the Feynman gauge permits us to regard ∂νAν

as a physical quantity φ (to be shown shortly) propagating
in spacetime at the speed of light and to regard the Lorentz
gauge condition as the ground state of φ, namely, φ = 0.
To show the physicality of φ, let us consider the energy-

momentum conservation law of T ν
μ , which assumes the

form ∂νT ν
μ = 0. Using (4) in the case of a free wave mode

satisfying FστFστ = 0, we obtain

∂νT ν
μ = ∂ν(−FμσFνσ ) = Fμν∂σFνσ = Fμν jν . (6)

In (6), if the electric current jν vanishes, then we have
∂νT ν

μ = 0. However, there exists another case for which
we also have ∂νT ν

μ = 0, that is,

∂ν∂νAμ = 0, ∂νFμν = ∂μ(∂νAν) = ∂μφ �= 0,
Fμν∂σFσν = 0,

(7)

which can be directly derived from (2) and (7) under the
condition of Fμν ⊥ ∂νφ by saying that ∂νφ is parallel to
the Poynting 4-vector constructed from Fμν . Using (3), the
first equation (∂ν∂νAμ = 0) in (7) can be rewritten as

∂ν∂να
(h)
μ = 0, ∂ν∂να

(i)
μ + ∂ν∂ν(∂μχ) = 0, (8)

where α
(h)
μ and α

(i)
μ respectively denote homogeneous

and inhomogeneous solutions. Clearly, α (h)
μ represents a

non-divergent transverse mode, while α
(i)
μ is a particular

solution to be specified by a given χ field that satisfies the
second equation [∂ν∂νφ = 0; (φ = ∂ν∂νχ )] in (5).
The second equation in (8) is considered as a balancing

equation between a couple of rotational (α (h)
μ ) and irro-

tational (∂μχ ) fields. This balance is well documented in
the case of two-dimensional (2d) irrotational motions of
an incompressible fluid. The incompressibility of the fluid
makes its motion non-divergent such that its 2d veloc-
ity field (u(x, y), v(x, y)) in Cartesian coordinates (x, y) is
expressed by a stream function ψ , i.e., u = −∂yψ , v =
∂xψ . On the other hand, because of the irrotationality of
the velocity field, it can also be expressed by a velocity
potential ϕ, i.e., u = ∂xϕ, v = ∂yϕ. Equating these two
expressions, we obtain

u = −∂yψ = ∂xϕ, v = ∂xψ = ∂yϕ, (9)

which is the well-known Cauchy-Riemann relation in
complex analyses. Utilizing this knowledge in fluid
dynamics, Sakuma et al. [26] showed that the balance
equation in (8) enables us to interpret the current ∂μφ

introduced in the second equation in (7) as the longitudi-
nally propagating electric field.
With the introduction of this defined physical quantity

φ, we can augment the conventional Maxwell equation
such that its augmented form naturally includes an addi-
tional spacelike momentum branch. Since the conven-
tional electromagnetic wave field consists of propagating
electric and magnetic fields that are perpendicular to each
other, the classical counterpart model of the virtual pho-
ton we seek would also consist of ∂μφ and a certain
gradient vector field perpendicular to it. Notice that a vec-
tor field that is perpendicular to the lightlike vector ∂μφ

is either a spacelike one or ∂μφ itself, which leads us to
assume that the other gradient vector field ∂μλ must sat-
isfy a spacelike Klein-Gordon (KG) equation of the form

∂ν∂νλ − (κ0)
2λ = 0, (10)

where κ0 denotes a certain constant to be determined
later. The fact that the vector field ∂μλ has spacelike char-
acteristics seems to be an advantageous factor in our con-
struction of the spacelike momentum branch of Maxwell’s
equation based on the consequence of GR theorem. Actu-
ally, this conjecture turns out to be the case, and Sakuma
et al. [10] successfully formulated the targeted spacelike
momentum branch of Maxwell’s equation, which is called
the Clebsch dual (CD) electromagnetic field because, in
formulating the theory, the Clebsch parameterization was
employed to express the spacelike electromagnetic 4-
vector potential Uμ in terms of φ and λ. As shown below,
there exist two different types of CD field, namely, a light-
like field (case [I]) possessing the properties of the gauge
as well as conformal symmetries and a spacelike field (case
[II]) for which the above-mentioned symmetries break.
[I] For the lightlike case of Uν(Uν)

∗ = 0, where (Uν)
∗

denotes the complex conjugate of Uν , by the introduction
of new vector notations:

Cμ := ∂μφ, (∂ν∂νφ = 0); Lμ := ∂μλ,
(∂ν∂νλ − (κ0)

2λ = 0),
(11)

the key equations of the CD field become

Uμ := λ∂μφ, Uν∂νUμ = 0, ∂ν∂νUμ − (κ0)
2Uμ = 0,

(12)

Sμν := ∂μUν − ∂νUμ = LμCν − LνCμ, CνLν = 0. (13)

Moreover, the associated energy-momentum field T̂ ν
μ

assumes the form

T̂ ν
μ = SμσSνσ = ρCμCν , ρ := LνLν [ Lν(Lν)

∗ < 0] ;

∂νT̂ν
μ = 0.

(14)
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[II] For the spacelike case of Uν(Uν)
∗ < 0, with the

modified definitions of

Cμ := ∂μφ, (∂ν∂νφ − (κ0)
2φ = 0);

Lμ := ∂μλ, (∂ν∂νλ − (κ0)
2λ = 0),

(15)

we have

Uμ := 1
2
(λCμ − φLμ); Uν∂νUμ = 0, (16)

and (13) remains valid in this extended case. The associ-
ated energy-momentum field T̂ ν

μ now becomes

T̂ν
μ = Ŝ νσ

μσ − 1
2
Ŝ αβ
αβ ην

μ, Ŝαβγ δ := SαβSγ δ . (17)

The gauge invariance of the electromagnetic field is
directly related to the conservation of jμ, which is read-
ily shown from (2), namely, ∂μjμ = ∂μ∂νFμν = 0. In
our case of ∂νFμν = ∂μφ given by the second equation
of (7) in lightlike case [I], the gauge invariance condi-
tion ∂μ∂νFμν = 0 becomes equal to the second equation
(∂μ∂μφ = 0) in (5). Thus, we see that the well-known
statement that the gauge condition prevents a photon
from having mass can be applied to case [I] of the CD
field. In addition, from the first equation in (14), we see
that the particle form of T̂ ν

μ = ρCμCν is unphysical
in the sense that ρ becomes negative, while the alterna-
tive wave form of T̂ ν

μ = SμσSνσ does not seem to cause
any problem, which is consistent with the aforementioned
statement of Ojima that the longitudinal “virtual photon
mode” becomes physical in a non-particle mode.
Case [II] can be regarded as a gauge symmetry-breaking

and conformal symmetry-breaking case. In [10], we show
that Ŝαβγ δ has exactly the same symmetry as the Riemann
curvature tensor Rαβγ δ and that the results in case [II]
can be extended to a curved spacetime such that T̂ ν

μ in
(17) is isomorphic to the Einstein tensor in general relativ-
ity. This fact tells us that the spacelike energy-momentum
tensor T̂ ν

μ of the CD field naturally fits into the gen-
eral theory of relativity and that the CD formulation can
remain valid for cosmological problems.
One of the intriguing expressions in the CD formula-

tion is Eq. (14), which shows that the energy-momentum
tensor T̂ ν

μ has dual expressions corresponding to the
wavelike field Sμσ Sνσ and to the particle-like field ρCμCν ,
the latter of which appears similar to Veronese embed-
ding in projective geometry. From this viewpoint, Ochiai
[27] discussed the symmetry of the DP model using the
CD formulation and showed that the symmetry is well
described in terms of the compact homogeneous space,
such as Grassmann and flag manifolds with arbitrary
dimensions. In “Observed “photon cluster” and light field
with spin zero” section on the novel experimental discov-
ery of DP light, we return to Eq. (14) for its theoretical
implication.

New dynamical model of DPs
Before proceeding to the formulation of the new DP
model, we point out an important fact: the quantized field
corresponding to the spacelike KG Eq. (10) is given by the
Majorana field. To support this, let us consider the Dirac
equation

(iγ ν∂ν + m)� = 0, (18)

which can be regarded as the “square root” of the time-
like KG equation, i.e., (∂ν∂ν + m2)� = 0, from which
we can readily see that the Dirac equation for (∂ν∂ν −
(κ0)2)� = 0 must be i(γ ν∂ν + κ0)� = 0. It is reported
that for (18), there exists an electrically neutral Majorana
representation in which all the values of the γ matrix
become purely imaginary numbers such that it takes the
form [ (γ(M))

ν∂ν + m]� = 0, which clearly shows that a
Majorana field λ satisfying (γ ν∂ν + κ0)λ = 0 corresponds
to the spacelike KG Eq. (10). In [10], the mechanism of
how a couple of fermionic Majorana fields λ and φ with a
half-integer spin 1/2 can form a bosonic field with spin 1
corresponding to the CD field is explained based on Pauli’s
exclusion principle reflected in the orthogonal condition
CνLν = 0 in (13). Another important aspect of the quan-
tization revealed by the study of [10] is that the length (or
wavenumber) must be quantized in the Majorana field,
which seems to correspond to the successful derivation
of spacetime quantization performed by Snyder [28], who
worked on the spacelike momentum field defined on de
Sitter space. We explain the advantage of wavenumber
quantization over length quantization shortly.
As we explained in Fig. 1, the DP field appears around

a point-like singularity. Thus, as the simplest toy model
for the DP generation mechanism, let us consider a case
in which a spacelike field λ satisfying (10) is perturbed by
the interaction with a point source of the form δ(x0)δ(r),
where x0 and r respectively denote time and a radial coor-
dinate of a spherical coordinate system. This system was
already studied by Aharonov et al. [23], who showed that
the resulting behaviour of the solution can be expressed
by the superposition of a spacelike stable oscillatory mode
and a timelike linearly unstable mode whose combined
amplitude moves at a speed less than the light velocity. A
timelike unstable mode of the solution to the perturbed
(10) expressed in polar coordinates has the form λ(x0, r) =
exp(±k0x0)R(r), where R(r) satisfies

R′′ + 2
r
R′ − (κ̂r)

2R = 0, (κ̂r)
2 :=(k0)2 − (κ0)

2 > 0. (19)

The solution R(r) is known as the Yukawa potential (cf.
(1)), of the form

R(r) = 1
r
exp(−κ̂rr), (20)

which rapidly falls off as r increases.
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Quantum mechanically, since k0 is the energy of a given
system, taking into account the aforementioned quantiza-
tion in the Majorana field, the wavenumber quantization
with Min[ k0]= κ0 and with �k0 = κ0 seems to be
advantageous over the length quantization because the
former is similar to the well-known energy quantization
of E = hν. Hence, we assume that this wavenumber quan-
tization is valid for the quantum version of the second
equation in (19). Another crucial kinematic property that
distinguishes quantum mechanics from classical mechan-
ics is the temporal directions of a moving particle and
anti-particle. For an electrically neutral Majorana parti-
cle field, this property corresponds directly to the time
reversal, which means that a couple of unstable fields
λ(x0, r) = exp(±k0x0)R(r) in the classical system can be
reinterpreted as a particle versus anti-particle pair in a
quantum mechanical system. Thus, the above argument
shows that as a result of field interactions between (10)
and δ(x0)δ(r), a pair consisting of a timelike Majorana
particle and an anti-particle pop up at the origin r = 0.
However, those particle fields are non-propagating; hence,
the mechanism of pair annihilation would occur instantly
to produce a “small light field” with a spatial distribution
R(r). We believe this to be a basic mechanism of DP gen-
esis. In the case of a pair annihilation having anti-parallel
spins, the resulting spin 0 DP has an electric nature, while
in the case of parallel spins ± 1, the DP has a magnetic
nature. We conjecture that such a magnetic DP may exist
and is involved in the largemagneto-optical effect boosted
by the DP, as recently reported by Kadowaki et al. [29].
The advantage of the newly derived radial distribution

given by R(r) in (20) over A0(r) given by Eq. (1) discussed
in the introductory section is the fact that the former dis-
tribution R(r) has a clear-cut minimum value κ0 of κ̂r ,
while for A0(r), the wavenumber is determined solely by
the inverse of the radius of a given nanosized particle.
The existence of theminimumwavenumber κ0 means that
there exists a maximum size of the DP defined by

L(dp)
max := 1

κ0
≈ (50 − 70)nm, (21)

whose magnitude was derived experimentally by Ohtsu
and Kawazoe [30, 31]; here, we call the L(dp)

max DP constant.
From the viewpoint of a new natural unit system in which
all the magnitudes of the Planck constant h, light velocity c
and L(dp)

max are set to unity, the importance of this length was
discussed by Sakuma and Ojima [25]. They showed that it
gives the geometrical mean of the smallest Planck length
and the largest length associated with a newly modified
cosmological constant, related to their dark energy model
defined by the “ground state” of a spacelike Majorana field
and to their novel dark matter model defined solely by the
Weyl conformal tensor field.

In the above arguments developed in this subsection, we
see that the small spatial structure of DPs originates from
a deformed transition of the spacelike momentum of the
Majorana field into a timelike one, in which process we
may regard the DP that arises as a new type of “exciton”
created by the irradiation of light at singular points. We
have already pointed out that the second equation in (19)
can be quantized such that Min[ k0]= κ0 with �k0 = κ0,
which suggests that thus quantized κ̂r can be regarded as
the quantized energy level of the DP as an exciton. One
of the important excitons in semiconductor physics is a
bosonic electron-hole-pair, whose Bohr radius is approx-
imately 10 nm. Notice that the DP, as a bosonic exciton,
has a couple of properties similar to those of the electron-
hole-pair, namely, its pair structure and size. For DPs, thus
generated or annihilated around point-like singularities in
a given material (a mathematically simplified model of a
dopant), a phonon field, as the quantized lattice oscilla-
tions, works as their dynamical environment; thus, the
goal of DP dynamics would describe DPs’ behaviours, i.e.,
coupling with the environmental phonon field, with their
“entries” and “outlets” at singular locations. Since a DP
has a highly localized spatial structure, several researchers
collaborating with RODreP, for instance, Hamano and
Saigo [32], Konno et al. [33] and Higuchi et al. [34], are
now developing models that describe DP behaviours by
employing quantum walk approaches.

Observed “photon cluster” and light field with spin
zero
Crystalline silicon had long been considered unsuited for
light-emitting devices such as LEDs and lasers because it is
a typical indirect-transition-type semiconductor. As men-
tioned at the end of the introduction, this common-sense
view was already demolished by a series of experiments
on DPs [4, 35], which showed that, through DP—phonon
(DPP) annealing, the rearrangement of given doped atoms
(see case (d) in Fig. 1) occurs such that it changes sili-
con into an optically active substance. To understand this
unexpected and aberrational phenomenon, we have thus
far carried out preliminary studies using, for instance,
a working hypothesis such as the HNVP referred to in
the introduction. In the last paragraph of the preceding
section, however, we introduced an entirely new view on
the DP as an exciton that resembles an electron-hole-
pair in some respects. It seems that this new view can
provide a straightforward explanation for the enhanced
optical activity of silicon in terms of the exciton dynamics
of DPs, which is basically free from the different band gap
structures between direct- and indirect-transition-type
semiconductors.
Specifically, the new theory of DPs explained in two

sequencing sections of “Augmented spacelike Maxwell’s
equations” and “New dynamical model of DPs” suggests
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the possibility (to be shown shortly) that the light emit-
ted from DP-involved mechanisms can be a unique light
field with spin zero, which behaves as a particle. Clearly,
the conventional theory of light does not cover such a
light field because it deals only with on-shell transverse
modes. The reason why a light field with spin zero behaves
as a particle is due to the following theorem proved by
Wightman [36] stating that
a Lorentz or Galilei covariant massive system is always

localizable. For the Lorentz case, the only localizable mass-
less elementary system (i.e., irreducible representation) has
spin zero,
where localizability means that we can define a position
operator for that field. In section of “Augmented spacelike
Maxwell’s equations”, we showed that lightlike case [I] of
the CD field can be described by the system of Eqs. (11)–
(14), in which the field strength Sμν is expressed in terms
of bivectors Cν and Lν , which satisfy the orthogonality
condition CνLν = 0. In case [I], we assume that Lν is a
spacelike vector. Notice, however, that the orthogonality
condition CνLν = 0 is also satisfied in the case of Lν = Cν

sinceCν is a null vector. Of course, in that case, the vortical
field strength Sμν vanishes. Recall that, quantummechan-
ically, the Cν field is a Majorana field with spin 1/2; thus,
a couple of anti-parallel Cν fields with spin 1/2 and − 1/2
can be combined to yield a null energy-momentum cur-
rent CμCν (cf. T̂ ν

μ = ρCμCν in (14)) with spin zero, which
can be regarded as unique bullet-like light field with spin
zero.
Though we have been looking experimentally into the

emission spectra and intensity of luminous phenomena of
silicon, few efforts have been made to consider the tem-
poral behaviours of emissions expressed in terms of the
second-order (intensity) cross-correlation coefficient (the
2nd-order CC), especially for behaviours in response to
the injected current. The main reason for that is because
there exist few infrared light sensor devices suitable for
temporal resolution measurements applied to the emis-
sion band spanning the wavelength range of (1.1–2.0) μm.
In the following, as a cutting-edge flash report, we give
the outline and the main result of our ongoing exper-
iment related closely to the above-mentioned temporal
behaviours of emissions as well as to the prediction of
our new DP model. As the background information of the
present experiment, we first briefly refer to a preceding
experiment conducted by Wada et al. [37]. They showed
that a silicon-LED with an emission band of (1.3–1.6) μm,
successfully fabricated by our new technology using DPs,
works as a relaxation oscillator upon the injection of direct
current, yielding a pulse train of emission.
As a refined version of this experiment, most recently,

the 2nd-order CC was evaluated much more precisely
by Kawazoe et al. [38]. The basic setting of this experi-
ment was that of the well-known Hanbury Brown-Twiss

method [39], the details of which are reported in full else-
where. In fact, we already performed a similar experiment
[40] in which we checked the behaviour of a single pho-
ton in a nanometre-sized semiconductor logic gate whose
signal processing is carried out by using DPs. This time,
to attain higher measurement accuracy, we employed
a highly sensitive superconducting single-photon detec-
tor enabling us to measure the temporal behaviour of
emission from a small luminescent spot on the surface
of a given LED, which takes the form of a pulse train
whose duration and repetition frequency are respectively
approximately 50 ps and 1 GHz.
Figure 2 shows the value of the CC evaluated by our low

noise Hanbury Brown-Twiss experimental setup. It repre-
sents two features: One is that the value of CC is smaller
than unity in the range of time difference |τ | < 20 ns.
It indicates the photon antibunching (PA) phenomenon
that is an inherent feature of a single photon. The other is
that the CC takes a nonzero value at τ = 0 even though
it is smaller than 1 × 10−2. This small nonzero value is
attributed to the photons generated from multiple lumi-
nescent spots located in close proximity with each other
in the LED surface. If we interpret these two features, it
suggests a possibility that a cluster of “photon” emitted in
our DP-involved experiment behaves approximately as if
it is a single photon. Let us tentatively call it DP-cluster
light (DP-CL). At present, we do not know the exact rea-
son why this DP-CL exists, but we conjecture that it must
be closely related to the localizable property of the spin
zero particle we pointed out in relation to the Wightman
theorem. Namely, if the observable positions of given spin
zero quantum particles are “sufficiently close”, then we
believe that the cluster of those particles would behave
as if it is a single quantum particle with the accumulated
amount of energy.

Fig. 2 The second-order intensity CC for the Hanbury Brown-Twiss
experiment
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Future perspective on the new activities
In this article, we have explained a novel theoretical
endeavour to develop a DP model in terms of the Majo-
rana field and reported an unexpected finding of a novel
kind of light that does not have a wavelike representation.
As we referred to in the introductory section, the original
nanophotonic technology employing DPs has achieved a
variety of breakthroughs to date, for instance, in lithog-
raphy, large-capacity optical storage, optical devices and
fine surface smoothing. By virtue of the new theory, we
now have a deeper understanding of the creation as well
as annihilation mechanism of DPs as the new kind of
excitons, of which the latter mechanism must be inves-
tigated further from the viewpoint of quantum DP light
discussed in the preceding section. In addition, the new
theory has revealed that, as briefly mentioned at the end
of “New dynamical model of DPs” suggests the essence
of DP dynamics is to describe the behaviours of “DP-
excitons” affected by the environmental phonon field aris-
ing from the lattice vibrations of a given material. Thus,
from the viewpoint of engineering, we can say that, among
others, the acceleration of the development of quantum
walk models capable of predicting the behaviours of “DP-
excitons” is a pressing issue.
As extended fundamental research themes related to the

DP constant given in (21), Sakuma et al. [10, 25] pointed
out that we can cast new light on a series of the following
cosmological unsolved issues, which must be important
new directions in the research of the Majorana field:
[1] On dark energy
Dark energy is one of the cosmological enigmas that

was introduced to explain observed cosmic accelerated
expansion. We can safely say that we do not have a cred-
ible model for dark energy. Usually, it is modelled by the
cosmological term of the form λgμν , where λ and gμν

respectively denote the cosmological constant and met-
ric tensor. First, note that the physical meaning of λgμν

has remained an unsolved issue since the time of Einstein
(it will be covered in the subsequent item [2]). Intuitively,
one may believe that the difference between the two scales
of DPs and the cosmological constant λ is so extremely
large that it would be irrelevant to link DPs with λgμν . In
our opinion, a simple justification for this comparison is
that in four-dimensional spacetime, a source-freeMaxwell
equation is conformally symmetric, and de Sitter space, as
a solution to the Einstein equation corresponding to λgμν ,
exhibits scale-independent self-similarity. Thus, the scale
difference does not matter in our comparison of these
two. Actually, Sakuma et al. showed that although de Sitter
space is related to dark energy, there exists a to date unno-
ticed possibility that dark energy can be related not to λgμν

but to the existence of a unique compound state of aMajo-
rana field having spin 3/2 that accompanies a reduced
form of the cosmological constant λ. They showed that the

theoretically estimated value of the reduced cosmological
constant λ(de) based on their model is 2.47 × 10−53m−2,
while the observationally derived (by the Planck satellite)
λ(obs) is 3.7 × 10−53m−2.
[2] On the physical meaning of the cosmological term

λgμν and dark matter
Based on their above-mentioned analyses, Sakuma et

al. further pointed out important possibilities. First, con-
trary to the prevailing conjecture that λgμν represents
the vacuum energy, which is related to what is known as
the worst theoretical prediction in the history of physics,
they claimed that it can be interpreted as the energy-
momentum field of dark matter if we specify λ such that

λ = λ(dm) := −1
3
λ(de), (22)

where λ(dm) denotes a newly introduced “modified cos-
mological constant” for which the factor 1/3 corresponds
to the observed abundance ratio of dark matter over dark
energy and the minus sign in front of this factor indicates
the attractive nature of the gravitational force dark mat-
ter would possess. A new conjecture that λ(dm)gμν must
be a special form of gravitational energy-momentum field
can be shown directly by rewriting gμν solely in terms of
the Weyl curvature tensor Wαβγ δ by using the following
identity:

WμαβγW αβγ
ν −1

4
W 2gμν = 0, W 2 := Wαβγ δWαβγ δ . (23)

For a simple spherically symmetric Schwarzschild solu-
tion of a given star, W 2 is a monotonically decreasing
function; thus, the assumption of W 2 �= 0 seems to
be an acceptable condition for problems with galactic
scale unless we consider these phenomena as gravitational
waves.
[3] On the conformal cyclic cosmology of twin universes
In item [1], we discussed de Sitter space in connection

with dark energy. It is known that de Sitter space has a
unique structural characteristic of twin universes, each of
which is separated by a hyper-surface of the event horizon
embedded in it. Interestingly, it is shown in [25] that the
conformal cyclic cosmology (CCC) [41] proposed by Pen-
rose may be combined with the twin-universe structure.
The advantages of this proposal in cosmology are twofold.
First, it would naturally resolve the problem of missing
anti-matter that exists in the counterpart universe. Sec-
ond, the genesis of those twin universes can be described
in terms of a cyclic scenario similar to CCC, in which the
birth and death of the twin universes can be compared to
the creation and annihilation of a pair of elementary par-
ticles through the intervention of conformally symmetric
light fields.
[4] Further research on DP-CL
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At the beginning of the introduction, we pointed out
that the original motivation of our DP study was to gen-
erate a small light field free from the diffraction. We
believe that the preliminary flash report in the section
of “Observed “photon cluster” and light field with spin
zero” suggests the existence of such a peculiar propagat-
ing light field whose energy-momentum tensor assumes
exactly the same form as the one of free fluid particles. If
that is the case, then a laser beam consisting of this light
field must be free from the diffraction since it behaves as a
bullet. It is well known that a laser cannon employing the
conventional transverse light waves suffers from a certain
unavoidable restrictive condition depending on the beam
diameter, range, spot diameter and wavelength, which
arises from the diffraction of waves. It is true that there
exists a certain class of diffraction-free mode-solutions
[42] for transverse light waves, but we should not confuse
those solutions with the above-mentioned peculiar light
field intrinsically free from the diffraction. In regard to the
peculiar light field, we further conjecture that the mecha-
nism of DP-CL may be involved in γ -ray bursts, again one
of the cosmological enigmas, as an intermittent extremely
high-energy radiation with strong directionality reaching
us after travelling over an enormous distance of several
billions of light years.
Finally, as the concluding remark of this article, we com-

ment on a new term, i.e., “off-shell science”, the symbolic
term M.O. introduced to disseminate the new field of sci-
ence that DP studies have opened up. At the turn of the
20th century, a novel notion of the light energy quan-
tum introduced by Max Planck expanded the frontier of
physical sciences to include the microscopic world, with
quantum mechanics taking the place of classical physics
and the Planck constant h becoming the icon of new
physics. As we have explained in this article, the new
theory on DPs depends essentially on the extension of
the momentum domain to include spacelike momenta
outside of light cones, and hence, they are off-shell quan-
tities from the viewpoint of conventional physics, which
mainly focuses on timelike momenta constrained on given
mass shells parameterized by the rest mass of the par-
ticles under consideration (the generalized expression of
the most well-known equation: E = mc2). In this final
section, we saw only that the consequence of this exten-
sion of momentum is profound in the sense that it affects
a large disciplinary area of physical science all the way
down from the largest cosmology to the smallest parti-
cle physics. The DP constant given in (21) now stands as
the icon of the emerging new off-shell science covering
a large area of science, as was the case of h for quantum
mechanics.
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Progresses in theoretical studies of off-shell science for dressed photons 

M. Ohtsu

Research Origin for Dressed Photon, 

3-13-19 Moriya-cho, Kanagawa-ku, Yokohama, Kanagawa 221-0022 Japan

Abstract 

This article reviews recent theoretical studies of off-shell science that have been launched recently based on quantum field 

theory, category algebra theory, quantum measurement theory, and quantum walk theory. Studies on the Majorana field 

have revealed a new dynamic channel that explains the enigmatic phenomena of the dressed photon (DP), and concludes 

that the DP is generated by pair annihilation of unstable timelike Majorana particles. Furthermore, the DP constant is 

defined as the third component of natural units. To describe the interacting quantum fields (including the DP) by category 

algebra, general relationships among spacelike events are studied to deal with ordered sets (causality structures) and groups 

(symmetry structures) as relativity in a generalized sense. Relativity and the quantum nature are integrated as a category 

theoretical structure and as a noncommutative probabilistic structure, respectively. Measurement theory is reviewed for 

describing the interacting quantum field by using algebraic quantum field theory based on a local net. Finally, quantum 

walk models are reviewed for numerically analyzing the unique nature of DP energy transfer. After defining the Grover 

walk and the boundary operators, the centered generalized eigenspace is characterized by using the concept of flow from 

graph theory. Studies on counter-intuitive phenomena for the Grover walk on a general connected graph by using spectral 

analysis are also reviewed.  

1. Introduction

On-shell science, which is the established basis of conventional optical science, has never succeeded 
in theoretically analyzing a variety of unique optical phenomena found through experimental studies 
on the dressed photon (DP) [1-5]. This is because on-shell science has never dealt with light–matter 
interactions in a nanometer-sized space, despite such interactions being indispensable for generating 
the DP. Fortunately, studies on off-shell science (the complement of on-shell science) have been 
launched recently to deal with this interaction and have produced several significant outcomes [6-9].  

This article reviews recent progress in theoretical studies of off-shell science that were 
conducted for analyzing the unique phenomena originating from the DP. It summarizes the topics 
discussed in the original papers that were recently published in the Special Issue “Quantum Fields and 
Off-Shell Science” of the academic journal Symmetry, for which the author served as the Guest Editor 
[8,10-16]. 

Noting that the DP is a quantum field generated in a complex system composed of photons and 
electrons (or excitons) in a nanometer-sized material, Section 2 reviews physical and mathematical 
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bases for describing a DP as an off-shell quantum field. Section 3 discusses how to describe the 
quantum fields, including the DP, by category algebra. Section 4 introduces recent studies on 
measurement theory for off-shell quantum fields. Section 5 is devoted to quantum walk models for 
describing unique phenomena of DP energy transfer and compares the models' predictions with 
experimental results. This article concludes with a summary in Section 6.  

2. Describing the dressed photon as an off-shell quantum field

The DP field has been recently formulated by using the Clebsch dual variable, motivated by fluid 

dynamics [17-19]: The Clebsch parametrization of the rotational model of the velocity field Uµ  was 

formulated of the form Uµ µλ φ= ∇  with two scalar fields, λ  and φ . By defining the covariant 

vectors Cµ µφ= ∇   and Lµ µλ= ∇   and the bi-vector S C L L Cµν µ ν µ ν= −  , the energy–momentum

tensor was defined by T̂ S Sν νσ
µ µσ= − . 

A simple computation [17] showed that this tensor satisfied the equation T̂ C Cν ν
µ µρ= . By 

noting that this equation indicated the Veronese embedding in projective geometry, a model in an 
arbitrary number of dimensions was constructed, and the symmetry of the model was inspected [10].
As a result, it was found that the symmetry was described in terms of a compact homogeneous space, 
such as Grassmann manifolds and flag manifolds, as well as pre-homogeneous vector spaces. It should 
be noted that the discussion above was not restricted to a specific number of dimension, so that it could 
be used to formulate in an arbitrary number of dimensions. By noting so, after surveying the complex 
number field  in an arbitrary number of dimensions n ≥ r ≥ s, the DP field with n = 4, r = 2, and s = 
1 in the real number field  was studied. 

The symmetry of equations for the DP could be described in a general manner: The tensor S  
was understood as an affine version of Plücker coordinates of the Grassmann manifold Grass(4, 2, R). 

The splitting expression of the tensor T̂   was related with an affine version of the flag manifold

Flag(4; 1, 2, R). Furthermore, the special fiber of the homogeneous bundle could be chosen by setting 

the off-shell conditions [18] 0C Cν
ν = , 0L Cµ

ν = , and L Lµ
ν ρ= − . 

With the help of the mathematical discussions on the symmetry of the DP above, intensive 
studies on the essential role played by the spacelike four-momentum in electromagnetic field 
interactions found that the spacelike momentum field was embodied by the Majorana fermion [7]. 
These studies opened up a new dynamic channel that explained the enigmatic phenomena of the DP, 



3 

dark energy, and dark matter: The DP was generated by pair annihilation of unstable timelike Majorana 
particles. The dark energy came into existence as the compound ground state of the Majorana field. 
The dark matter originated from a revised cosmological term through simultaneous conformal 
symmetry breaking in electromagnetic and gravitational fields. 

Further studies on a couple of intriguing subjects were carried out based on the new notion of 
simultaneous conformal symmetry breaking [8]: One was for defining the DP constant. By considering 
it as the third component of natural units in addition to the Planck constant and the speed of light, this 
constant was defined as the geometric mean of the smallest and the largest lengths (Planck length and 
the length relating to the cosmological constant, respectively). Interestingly, this mean value (=50 – 70 
nanometers) suggested a measure of the Heisenberg cut for electromagnetic phenomena. The other 
was a new perspective on cosmology that combined two original notions, i.e., twin universes and 
conformal cyclic cosmology, proposed by Petit and Penrose, respectively, into one novel picture of a 
self-similarly expanding universe.  

3. Describing off-shell quantum fields with category algebra

In order to describe the unique natures of the DP field (i.e., the interacting quantum field) with off-
shell science [7,8], the concepts of “physical quantities” and “physical states” have to be appropriately 
formulated. Although quantum field theory has been constructed by the unification of relativity theory 
and quantum theory, it has never dealt with a non-trivial interacting quantum field theory on a four-
dimensional Minkowski spacetime. 

As a preliminary study for dealing with such a non-trivial theory, the concepts of category 
algebras were studied by building a new bridge between a generalized probability theory (known as 
noncommutative probability or quantum probability) and a category theory [11]. This study was 
carried out for forming a mathematical framework of quantum field theory in terms of states as linear 
functional on category algebra. Through this study, it was made clear that category algebra could be 
considered as generalized matrix algebra. Furthermore, the notion of state on category (i.e., linear 
functional on category algebra) could be considered as a conceptual generalization of probability 
measures on sets (i.e., discrete categories). Moreover, a representation of category algebras of †-
categories on certain generalized Hilbert spaces was obtained by generalizing the famous GNS 
(Gelfand–Naimark–Segal) construction.  

One more preliminary study was a proposal of a new axiomatic approach to nonstandard 
analysis and its application to the general theory of spatial structures in terms of category theory [12]. 
This proposal was based on the idea of internal set theory by using an endofunctor U on a topos of sets 
S together with a natural transformation, instead of using the terms “standard”, “internal”, or “external”. 
Moreover, general notions of a space (U-space) and the category USpace were proposed. Their objects 
and morphisms were U-spaces and functions (called U-spatial morphisms), respectively. The category 
USpace, which was confirmed to be Cartesian closed, provided a unified viewpoint toward topological 



4 

and coarse geometric structure. Finally, it was confirmed that the category USpace was useful to study 
symmetries/asymmetries of the quantum field (including the DP field) with infinite degrees of freedom. 

With the help of the preliminary studies above, intensive studies were carried out for building 
a non-trivial interacting quantum field model on a four-dimensional Minkowski spacetime [13]. Their 
unique strategies were to investigate quantum fields in terms of category algebra, which was 
noncommutative over a rig (ring without “negatives”; an algebraic system equipped with addition and 
multiplication). The category and rig corresponded to the relativity aspect and the quantum aspect, 
respectively.  

For describing the interacting quantum fields, general relationships among spacelike events 
were studied based on the concept of categories that treated ordered sets (causality structures) and 
groups (symmetry structures) as relativity. By utilizing category algebras and states on categories, 
relativity and quantum natures were integrated by considering them as a category theoretical structure 
and as a noncommutative probabilistic structure, respectively. Furthermore, a basic relationship was 
found among the category algebra, the algebraic quantum field theory [20,21], and the topological 
quantum field theory [22,23].  

The series of studies reviewed above provided a new basis for generalizing the DHR 
(Doplicher–Haag–Roberts)–DR (Doplicher–Roberts) sector theory [24-30] as well as for developing 
the concepts of Ojima’s micro–macro duality [31,32] and quadrality scheme [33] from the viewpoint 
of category algebras and states on categories.   

4. Constructing a measurement theory for off-shell quantum fields

For constructing a DP measurement theory for off-shell fields (including the DP field), intensive 
studies have been carried out recently based on algebraic quantum field theory, quantum measurement 
theory, and their mathematics [14]. Observables of the interacting quantum fields were given by self-
adjoint elements of C∗-algebras. Furthermore, a completely positive instrument and a measuring 
process were introduced [34]. This instrument was used for quantum mechanical modeling of 
measurement. In these studies, a completely positive instrument in a quantum system with “finite” 
degrees of freedom was defined by a measuring process.  

For the quantum systems with “infinite” degrees of freedom, the theory of completely positive 
instruments was also developed recently in order to formulate these instruments using general von 
Neumann algebra [35,36]. As a result, the current measurement theory made it possible to select the 
components of the probability distributions and states that appeared to the macroscopic space through 
the measurement process. 

In order to formulate the measurement theory for quantum systems described by C∗-algebras, 
studies on a more general case, compared to von Neumann algebras, have been required. To meet this 
requirement, the instruments were defined by using central subspaces of the dual of a C∗-algebra, and 
its consistency with the definition in the von Neumann algebraic setting was confirmed.  
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Furthermore, a unification of the measurement theory and the sector theory was proposed by 
defining and characterizing the centrality of instruments. The operational characterization and 
macroscopic nature of quantum measurement were also analyzed based on the disjointness of states. 
The results of this analysis were applied to study the systems described by C*-algebras that were 
generated from field operators. They made it possible to analyze the macroscopic aspects of quantum 
fields in terms of measurement theory.  

In the setting of algebraic quantum field theory, a local net {A(O)}O∈R1 on a space M1 was 
used in order to describe the DP phenomena. Toward the future, it should be noted that, in describing 
the measurement of the DP, the use of the local net alone is not enough. In fact, to evaluate the effect 
of the DP, an operation is required wherein some probe is brought closer to the nanometer-sized space 
in which the DP is generated.  

The series of discussions above are advantageous in that the identification of sectors by the 
measurement is justified by the measurement-theoretic description. It is expected that the 
establishment of the measurement theory in quantum systems described by C∗-algebras will open up 
new perspectives to understand macroscopic aspects of microscopic quantum systems.

5. Quantum walk model for describing unique phenomena of dressed photon energy transfer

A quantum walk (QW) model is expected to be a powerful theoretical tool for analyzing 
experimentally observed unique phenomena of the DP energy transfer [15,37]. As an example of such 
phenomena, a unique DP energy transfer [38] via nano-particles (NPs), dispersed three-dimensionally 
on a substrate material, has been experimentally found [39]: In spite of the fact that the number of 
routes to the output port increased by increasing the thickness of the dispersed NP layer, the signal 
intensity measured at the output port increased unexpectedly. 

It is surprising to find that the theoretical studies on the QW have independently found a 
phenomenon that corresponds to the experimentally confirmed one described above. That is, for a 
three-state QW with the Grover coin [40], the survival probability on a finite line was non-vanishing 
[41] due to the existence of trapped states. They were the eigenstates of the unitary evolution operator
that did not have a support on the sinks. Trapped states crucially affected the efficiency of quantum
transport [42] and led to counter-intuitive effects; e.g., the transport efficiency could be increased by
increasing the distance between the initial vertex and the sink [43,44]. This effect corresponds to the
unexpectedly found experimental phenomenon above.

In order to investigate this correspondence, counter-intuitive phenomena for the 
Grover walk on a general connected graph were studied by using spectral analysis [15]. Here, it should 
be noted that the Grover walk was an induced QW of the random walk, as has been proved by the 
spectral mapping theorem [45]. By noting so, the Grover walk with sinks was connected to the Grover 
walk with tails. The tails were assumed as semi-infinite paths attached to a finite and connected graph. 
The set of vertices connecting to the tails was called the boundary. The Grover walk with tails was 
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introduced in terms of scattering theory [46,47]. By setting some appropriate bounded initial state so 
that the support was included in the tails, the existence of the fixed point of the dynamical system, 
induced by the Grover walk with tails, was shown. Then, the stable generalized eigenspace Hs , in 
which the dynamical system exists, was confirmed to be orthogonal to the centered generalized 
eigenspace Hc [48] at every time step [49]. The centered generalized eigenspace was generated by the 
generalized eigenvectors of the principal submatrix of the time evolution operator of the Grover walk 
with respect to the internal graph. As a result, all the corresponding absolute values of the eigenvalues 
were found to be 1. This eigenstate was equivalent to the attractor space [42] of the Grover walk with 
sinks. Indeed, it was shown that the stationary state of the Grover walk with sinks was attracted to this 
centered generalized eigenstate. 

Furthermore, this centered generalized eigenspace was characterized by using the persistent 
eigenspace of the underlying random walk whose supports did not overlap with the boundary. The 
concept of “flow” from graph theory was also used for this characterization. As a result, it was found 
that the existence of the persistent eigenspace of the underlying random walk significantly influenced 
the asymptotic behavior of the corresponding Grover walk in spite of the fact that it had little effect on 
the asymptotic behavior of the random walk. It was also made clear that the graph structure constructed 
the symmetric or anti-symmetric flow satisfying Kirchhoff’s law and contributed to the non-zero 
survival probability of the Grover walk, as was suggested in [42,45].  

For numerically analyzing the experimentally confirmed unique DP energy transfer, practical 
two-dimensional and three-dimensional QW models were constructed and their spatio-temporal 
evolution equations were derived [37]. Furthermore, discontinuity of the energy of a QW in impurities 
was theoretically confirmed as a function of the inflow frequency [16].  

6. Summary

This article reviewed theoretical studies of off-shell science that have been launched recently based on 
quantum field theory, category algebra theory, quantum measurement theory, and quantum walk theory. 
First, physical and mathematical bases were reviewed to consider the DP as an off-shell quantum field. 
Studies on the Majorana field revealed a new dynamic channel that explained the enigmatic 
phenomena of the DP. It was concluded that the DP was generated by pair annihilation of unstable 
timelike Majorana particles. Furthermore, the DP constant was defined as the third component of 
natural units. Second, category algebra was introduced to describe the interacting quantum fields 
(including the DP). For this description, general relationships among spacelike events were reviewed 
to deal with ordered sets (causality structures) and groups (symmetry structures) as relativity in a 
generalized sense. By utilizing category algebras and states on categories, relativity and quantum 
natures were integrated as a category theoretical structure and as a noncommutative probabilistic 
structure, respectively. Third, recent studies on measurement theory were reviewed for describing the 
interacting quantum field by using algebraic quantum field theory based on a local net. Finally, 
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quantum walk models were reviewed for numerically analyzing the unique natures of DP energy 
transfer. After defining the Grover walk and the boundary operators, the centered generalized 
eigenspace was characterized by using the concept of flow from graph theory. Studies on counter-
intuitive phenomena for the Grover walk on a general connected graph by using spectral analysis were 
also reviewed.  
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Abstract 

Based on theories from off-shell science, this article explains that a timelike Majorana particle and anti-particle pair pops 

up at a point-like source due to light–matter interaction in a nanometer-sized space. A dressed photon (DP) is generated by 

subsequent annihilation of this pair. It also describes the quantization of the DP by using the energy quantum ( )2
0κ , where 

the inverse of 0κ  represents the maximum size of the DP and is called the DP constant. The DP, in its high energy level, 

is spontaneously de-excited, and its energy is converted to propagating light energy. The converted light field behaves like 

a particle because its spin is zero. It is called DP-cluster light, and its unique features are confirmed by photon statistics 

experiments. It is a cluster of photons that behaves as if it were a single photon with the accumulated amount of energy. 

Thus, it is free from diffraction. Experimental results on an optical polarization rotator, the DP constant, and photon 

breeding are also reviewed by referring to off-shell science theories. 

1. Introduction

A dressed photon (DP) is a quantum field that is generated in a complex system composed of photons 
and electrons (or excitons) in a nanometer-sized material [1]. A variety of unique optical phenomena 
have been found through experimental studies on the DP [2-5]. However, on-shell science, which is 
the established base of conventional optical science, has never succeeded in theoretically analyzing 
these phenomena. This is because on-shell science has never dealt with the light–matter interaction in 
a nanometer-sized space even though this interaction is indispensable for generating the DP. 
Fortunately, off-shell science (the complement of on-shell science) has started recently to deal with 
this interaction and has produced several significant outcomes [6-8].  

This article outlines theoretical analyses on the generation mechanism of the DP based on off-
shell science theory. Furthermore, this article also reviews unique features of the propagating light 
generated due to the energy conversion from the DP, which have been analyzed in recent experimental 
and theoretical off-shell science studies. 

2. Generation and quantization of a dressed photon
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Based on the classical Clebsch dual field model, off-shell science theory has succeeded in describing 
the light–matter interaction in a nanometer-sized space, in which the longitudinal components of the 
electromagnetic field play an essential role [6-8]. As an epoch-making result, it described the 
generation mechanism of the DP: As a result of the interaction between the spacelike vector field 
(satisfying the spacelike Klein-Gordon (KG) equation) and a point-like source at the position r =0, a 
timelike Majorana particle and anti-particle pair pops up at r  =0. These particle fields are non-
propagating, and the pair annihilates immediately to generate a small light field. This is the DP field. 
 The generated DP exhibits two distinct natures: 
(a) In the case of pair-annihilation involving anti-parallel spins, the resulting spin 0 DP has an electric 
nature. 
(b) In the case of pair-annihilation involving parallel spins, the resulting spin ± 1 DP has a magnetic 
nature. 

The timelike mode of the solution of the KG equation, to be perturbed by the point-like source, 

has the form ( ) ( ) ( )0 0
0, expx r k x R rλ = ±  . It is regarded as unstable because the value ( )0 ,x rλ  

increases or decreases rapidly (exponentially) with the increase of the time 0x . Here, ( )R r  satisfies  

 

( )22 ˆ'' ' 0rR R R
r

κ+ − = ,  ( ) ( )2 22
0 0ˆ( ) 0r kκ κ≡ − >  .  (1) 

The solution ( )R r  is known as the Yukawa potential and has the form  

( )ˆ( ) exp /rR r r rκ= − ,       (2) 

which decreases rapidly as r   increases. It represents the spatial distribution of the DP. ( )2ˆrκ  

corresponds to the field energy, whose minimum is ( )2
0κ .  

 The DP field can be treated quantum mechanically. That is, the energy ( )2ˆrκ  is quantized 

and is expressed as  

( )22
0ˆ( )r nκ κ= ,        (3) 

where ( 1, 2,3, )n = − − −   is the energy quantum number that identifies the energy level of the 

quantized DP.  The minimum value ( )2
0κ  is an energy quantum. The inverse of 0κ  represents the 

maximum size of the DP:  
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0

( )
max 1/dpL κ= ,        (4) 

and is called the DP constant [8]. 
 
3. Conversion to propagating light and its unique features 

 
Off-shell science theory also showed that the DP is converted to propagating light [7,8]. The 
conversion mechanism, and the unique features of the converted propagating light, are: 
[1] Conversion mechanism: For the DP, generated or annihilated at a point-like singularity r =0 in a 
material, a phonon field (a quantized lattice vibration in the crystalline material) serves as the 
environment. If the DP stays in its high energy level ( 2n ≥  in eq. (3)), it is de-excited due to triggering 
by the fluctuating phonon field. As a result, the DP energy is converted to generate propagating light. 
This conversion mechanism is similar to that of spontaneous emission that has been studied in 
conventional on-shell science. 
[2] Unique features of the converted propagating light: It should be pointed out that a light field 
with spin zero behaves like a particle, as has been described by Wightman’s theorem [9]. This theorem 
claims that only a localizable massless elementary system has spin zero and indicates that the converted 
propagating light also has spin zero since the DP field has spin zero (refer to (a) in Section 1). Thus, 
this propagating light has a unique bullet-like feature. For reference, the classical Clebsch dual field 
model in Section 2 has shown that such a peculiar propagating light field has the same energy-
momentum tensor as that of a free fluid particle.  
 
4. Experimental evaluations of the unique features  
 
Photon statistics experiments have been carried out recently and have revealed two features of the light 
emitted from multiple small emission sources in a silicon light-emitting diode (Si-LED) fabricated by 
DP-assisted annealing: One feature is that the value of the second-order cross-correlation coefficient 
(CC) is smaller than unity. This indicates an anti-bunching feature. The other feature is that the CC 
takes a small but nonzero value at the time difference τ  =0 [10]. This indicates that a cluster of 
“photons” is emitted from the multiple small emission sources in the Si-LED.  

These two features confirmed that a cluster of “photons” is emitted from the Si-LED and behaves 
as if it were a single photon that originated from the DP. This cluster of photons is called DP-cluster 
light [11].  

Further experiments were carried out to investigate the generation of the DP-cluster light: They 
demonstrated that the propagating light generated from a waveguide-structured Si-LED travels in this 
waveguide with a low transmission loss. This indicated that this light is free from diffraction. 

The features of the DP-cluster light are closely related to the localizable property of a spin zero 
particle (refer to the Wightman’s theorem in [2], Section 3). Namely, if the positions of spin zero 
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quantum particles are sufficiently close to each other, a cluster of these particles behaves as if it were 
a single quantum particle with the accumulated amount of energy. As a result, a light beam consisting 
of such a light field behaves like a bullet, and thus, it is free from diffraction. 
 
5. Further unique phenomena found by previous experiments 
 
In addition to the recent experimental results in Section 4, further unique phenomena have been found 
by previous experiments: 
[1] For confirming the nature (b) in Section 2, an optical polarization rotator has been fabricated by 
using a SiC crystal. In spite of the fact that this crystal is an indirect transition-type semiconductor, the 
device exhibited a large magneto-optical effect after the DP-assisted annealing was completed [12].  
[2] The value of the DP constant in eq. (4) has been estimated to be 50–70 nm by experiments involving 
chemical vapor deposition (CVD) and smoothing of a material surface using DPs [4]. This is because, 
in the case of CVD, the maximum size of the materials deposited on a substrate was 50–70 nm. In the 
case of smoothing of a material surface, the maximum size of the bumps on the material surface, 
selectively removed by the DPs, was also 50–70 nm.   
[3] The conversion mechanism described in [1] of Section 3 was similar to that of spontaneous 
emission in conventional on-shell science. On the other hand, the mechanism of photon breeding is 
similar to that of stimulated emission: In the case of fabricating a Si-LED by DP-assisted annealing, 
the light irradiated onto the Si crystal plays a role of triggering stimulated emission. Here, it should be 
pointed out that the propagating light is emitted not immediately after this irradiation but by injecting 
the current after the DP-assisted annealing is completed. However, since the unique spatial profile of 
the B-atom pairs in the Si crystal, which is formed by the DP-assisted annealing, is governed by the 
spectral properties of the irradiated light, the emitted light can be regarded as a replica of the irradiated 
light, as is the case of conventional stimulated emission. The photon breeding is exactly this replicated 
phenomenon [2]. Replications of the emission wavelength and polarization, due to the photon breeding, 
have been experimentally confirmed [2]. It is expected that a replica of the light propagation direction 
will also be produced in the future. The photon breeding with respect to these three parameters 
(wavelength, polarization, and propagation direction) indicates that all the members of the constituent 
elements of the photon quantum field (energy, spin, and momentum) can be replicated. 
 
6 Summary 
 
This article reviewed that the DP field was generated by pair-annihilation of the Majorana particle and 
anti-particle pair that pops up at a point-like source due to light–matter interaction in a nanometer-

sized space. It also outlined the quantization of the DP by using the energy quantum ( )2
0κ , where the 

inverse of 0κ  represents the maximum size of the DP and is called the DP constant. 
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 When the DP field is in its high energy level, it is spontaneously de-excited and is converted 
to propagating light. The spin of the converted light field is zero, as is that of the DP field, and thus, 
this light behaves like a particle. It is called DP-cluster light, and its unique features were confirmed 
by photon statistics experiments. It is a cluster of photons that behaves as if it were a single photon 
with the accumulated amount of energy. A light beam consisting of such a light field behaves like a 
bullet and thus, it is free from diffraction. 
 In addition to the DP-cluster light, experimental results on an optical polarization rotator, the DP 
constant, and photon breeding were reviewed by referring to off-shell science theories. 
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A Quantum Walk Model for Describing the Energy Transfer of a 

Dressed Photon 

M. Ohtsu

Research Origin for Dressed Photon, 

3-13-19 Moriya-cho, Kanagawa-ku, Yokohama, Kanagawa 221-0022 Japan

Abstract 

This paper presents a quantum walk (QW) model for describing the spatio-temporal behavior of dressed photons (DPs). A 

three-row vector is used to simultaneously deal with two counter-travelling DPs and a phonon for deriving the probability 

amplitude of a dressed-photon–phonon (DPP). As the first step, an infinite-sized two-dimensional lattice is assumed to 

derive spatio-temporal difference equations for this amplitude. Subsequently, a finite-sized two-dimensional lattice is used 

to install a singularity that serves as an output port. Spatio-temporal difference equations are derived to describe the 

behavior of the DPP not only inside, but also at the borders and at the corners of the lattice. As the next step, a three-

dimensional model is introduced for a more realistic comparison with experimental results. Eighteen combined paths of 

the DP hopping in the forward-upper and backward-lower directions are regarded as modes 1-18. It is found to be sufficient 

to study the spatio-temporal behavior of mode 1. Three-dimensional cubes used for this model are transformed to two-

dimensional right triangles, and spatio-temporal difference equations are successfully derived.  

1. Introduction

Experimental studies on dressed photons (DPs) have been actively carried out and applied to produce 
a variety of advanced technologies [1-4]. However, one cannot avoid pointing out that theoretical 
studies are still underdeveloped. The possible reasons for this are: The DP is a quantum field that is 
created as the result of interaction among multiple elementary particles such as photons and excitons 
(pairs consisting of electrons and positive holes) in a nanometer-sized complex system. This quantum 
field is a so-called off-shell field in which the dispersion relation between its momentum and energy 
is not assigned. Since conventional quantum field theories have dealt only with on-shell fields, they 
have never provided any theoretical bases for the off-shell field, especially the involvement of light–
matter interactions in such a complex system [5]. Although conventional on-shell field studies have 
employed a perturbation method, it should be pointed out that this method is no more than an 
emergency treatment for approximately describing the light–matter interactions [6,7].  

Fortunately, however, a novel off-shell science theory was built quite recently and succeeded 
in describing the fundamental process of the interaction for creating the DP [8-13]. To achieve further 
advances, theories on the spatio-temporal behavior of the DP energy transfer should also be built to 
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identify the origin of the phenomenon of autonomy that has been experimentally confirmed by the 
observation of this transfer [14-17]. Although on-shell science has tentatively dealt with the spatio-
temporal behavior of the occupation probability of excitons in nanometer-sized particles (NPs) only 
[18-26], photons and excitons in the complex system must be simultaneously dealt with in order to 
find a process for constructing a theoretical model for describing the spatio-temporal behavior 
mentioned above. Furthermore, phonons must be added for describing the dressed-photon–phonon 
(DPP) that is created as a result of the coupling between the DP and phonons [27].  
 Employing a quantum walk (QW) model, in which the phonon can be reasonably added [28-
30], is one promising theoretical method for simultaneously dealing with these issues. As a first step, 
this paper describes how to construct a two-dimensional QW model, and as the next step, a three-
dimensional model that enables a more realistic comparison with experimental results is discussed. 
 

2. Dressed photon hopping and coupling with phonon 
 

A DP is created in a NP and on its surface if the NP is irradiated by propagating light (wavelength λ ) 
[1]. The size of the DP is equivalent to the size of the NP, and is much smaller than λ . The DP is a 
quantum field that is created as a result of the interaction among multiple elementary particles such as 
photons and excitons in a nanometer-sized space [3,4].  

The energy of the created DP transfers to the adjacent NP via a process called DP hopping 
(Fig. 1). In the case where multiple NPs are the atoms in a crystal lattice, the DP excites a lattice 
vibration during the hopping, resulting in the creation of phonons. Subsequently, the DP exchanges its 
energy with these phonons to create a DPP quantum field [27]. 

It should be noted that the DPP cannot be observed from an external macroscopic detection 
system because its size is still smaller than λ . However, the energy is dissipated when the DPP 
reaches a singularity (for example, at an impurity atom doped in a crystal (the NP with mass 'm  in 
Fig.1) or at the apex of a sharpened fiber probe). The dissipated energy is transformed to propagating 
light and can be observed by an external detection system. This means that the singularity serves as an 
output port to create the propagating light that serves as an output signal. 

 

Fig. 1 DP hopping and interaction between the DP and phonons. 

m is the mass of the atom of the crystal lattice. 'm is that of the impurity atom. J  is the hopping constant of the DP. 
χ  is the coupling constant between DP and phonon. 
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3. Quantum walk model for an infinite-sized two-dimensional lattice 
 

This section discusses the spatio-temporal behavior of the DPP energy transfer in an infinite-sized two-
dimensional lattice composed of multiple NPs. In the case of a finite-sized one-dimensional lattice, 
this behavior has been tentatively analyzed by an on-shell science method [27], and it was 
demonstrated that the DP travelled in the lattice and was reflected at its end. This means that counter-
travelling DPs exist in the lattice as a result of hopping, one traveling to the right and the other to the 
left. Subsequently, they couple with a phonon to create a DPP. 
 For analyzing this behavior, this tentative method assigned a system Hamiltonian by summing 
the DP energy, the phonon energy, the DP-phonon interaction energy for coupling (the coupling 
constant χ ), and the DP hopping energy (the hopping constant J ) [1]. It is expected that using the 
novel QW model presented here can realize higher accuracy in describing this behavior than the 
tentative method above. In order to construct a QW model for the two-dimensional lattice, the two 
traveling directions of the DP in the one-dimensional lattice are changed from right/left to the upper-
right /lower-left directions, as represented by red and blue broken arrows in Fig. 2(a). While traveling, 
the DP repeats hopping from one lattice site to its nearest neighbor, as represented by the bent red and 
blue arrows in this figure. The area around the lattice site represented by a symbol A in Fig. 2(a) is 
magnified and is shown in Fig. 2(b). The phonon is indicated by the green loop. This loop represents 
that the phonon is free from the hopping due to its nonlocalized nature. The area around the lattice site 
represented by a symbol B is magnified and is shown in Fig. 2(c). It should be noted that the directions 
of the bent red and blue arrows in this figure are different from those in Fig. 2(b). 
 Since the DPP is a quantum field that is created as a result of coupling between two counter-
travelling DPs and a phonon, a three-row vector is used to express its probability amplitude:  

𝜓𝜓�⃗ 𝑡𝑡,(𝑥𝑥,𝑦𝑦) = �
𝑦𝑦𝐷𝐷𝐷𝐷+
𝑦𝑦𝐷𝐷𝐷𝐷−
𝑦𝑦𝐷𝐷ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

�
𝑡𝑡,(𝑥𝑥,𝑦𝑦)

 ,      (1) 

where [ ] represents the vector at time t  and at the position of the lattice site ( , )x y . DPy +  and 

DPy −  are the probability amplitudes of the DPs that travel by repeating the hopping in the upper-right  
(bent red arrows) and lower-left (bent blue arrows) directions, respectively, and Phonony  is that of the 
phonon. The QW model is more suitable than the random walk model for describing the spatio-
temporal behavior of such a vector. Spatial-temporal evolution equations are given separately for Figs. 
2(b) and 2(c) by noting that the directions of the bent red and blue arrows in these figures are different 
from each other. 
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Fig. 2 Two-dimensional lattice.  

(a) DP travelling to the upper-right and lower-left (red and blue broken arrows, respectively). The bent red and blue arrows 

represent the DP hopping from one lattice site to its nearest neighbor, which repeats for these travels. The areas around the 

lattice sites A and B in (a) are magnified and shown in (b) and (c), respectively. The green loop represents a phonon. 

 

[For the lattice site A] (Fig. 2(b)) 

The spatial-temporal evolution equation for the vector ,( , )t x yψ  is given by a difference equation that 

is represented by 

 1,( , ) ,( 1, ) ,( 1, ) 0 ,( , )t x y t x y t x y t x yP P Pψ ψ ψ ψ+ + − − += + +
    .        (2) 

It should be noted that the positions of the sites represented by the first and second terms on the right-
hand side are ( 1, )x y−  and ( 1, )x y+ , respectively, because the DPs hopping to the upper-right (bent 
red arrow) and lower-left (bent blue arrow) positions originate in the left and right neighboring sites 
of the site A, respectively.  
 The three matrices on the right-hand side are 

 0 0 0
0 0 0

J
P

ε χ+

+

 
 =  
  

,        (3a) 
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0 0 0

0 0 0
P J ε χ− −

 
 =  
  

,       (3b) 

and 

0

0

0 0 0
0 0 0P
χ χ ε

 
 =  
  

.       (3c) 

Diagonal elements ε+  and ε−  in eqs. (3a) and (3b) are the eigen-energies of the DPs that travel to 
the upper-right and lower-left positions, respectively, and 0ε  in eq. (3c) is that of the phonon. The 
roles of off-diagonal elements χ  and J  are: 

1) The value of  , 1,( , )DP t x yy + +  (the first row of the vector 1,( , )t x yψ +

 ; hops to the upper-right) on the 

left-hand side of eq. (2) is given by the first term on the right-hand side, in which J  and χ  of P+

represent the magnitudes of the contributions of the DP ( , ,( 1, )DP t x yy − −  ) that hops to the lower-left 

position and that of the interaction with the phonon ( , ,( 1, )Phonon t x yy − ), respectively. 

2) The value of , 1,( , )DP t x yy − +   (the second row of the vector 1,( , )t x yψ +

 ; hops to the lower-left) on the 

left-hand side of eq. (2) is given by the second term on the right-hand side, in which J  and χ  of 

P−  represents the magnitudes of the contributions of the DP ( , ,( 1, )DP t x yy + + ) that hops to the upper-right 

position and that of the interaction with the phonon ( , ,( 1, )Phonon t x yy + ), respectively. 

3) The value of , 1,( , )Phonon t x yy +   (the third row of the vector 1,( , )t x yψ +

 ) in the left-hand side of eq. 

(2) is given by the third term on the right-hand side, in which the two χ  s of 0P   represent the 

magnitudes of the contributions of the phonon that interacts with the counter-travelling DPs ( , ,( , )DP t x yy +  

and , ,( , )DP t x yy − ). 
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[For the lattice site B] (Fig. 2(c)) 

The spatial-temporal evolution equation is 

 1,( , ) ,( , 1) ,( , 1) 0 ,( , )t x y t x y t x y t x yP P Pψ ψ ψ ψ+ + − − += + +
    .       (4) 

It should be noted that the sites for the first and second terms on the right-hand side are ( , 1)x y −  and 
( , 1)x y + , respectively, because the DPs hopping to the upper-right (red arrow) and lower-left (blue 
arrow) positions originate in the lower and upper neighbor sites of the site B, respectively. The roles 
of off-diagonal elements χ  and J  are equivalent to those in 1) – 3) above for the lattice site A. 
 By summing the three matrices of eqs. (3a) – (3c), one has  

 0

0

J
U P P P J

ε χ
ε χ

χ χ ε

+

+ − −

 
 = + + =  
  

,      (5) 

which meets a unitarity requirement for the QW model. This is because, as an example, this matrix can 
be set to 

 

2 2

2 2

0

sin 2cos sin
2

sin 2sin cos
2

sin 2 sin 2 cos 2
2 2

J
U J

θθ θ
ε χ

θε χ θ θ
χ χ ε

θ θ θ

+

−

 − 
  
  = = −  
     
  

,    (6) 

which is exactly a unitary matrix. 
 As the first step of numerical calculation, one can assume Jχ =  for simplicity, indicating 
that the DP-phonon interaction energy is equal to the DP hopping energy. This assumption can be 
represented by setting the value of θ  to 1sin 2 / 3− , which leads to 

  

0

1 2 2
3 3 3

2 1 2
3 3 3
2 2 1
3 3 3

J
U J

ε χ
ε χ

χ χ ε

+

−

 − 
   
   = = −   
    

 −
  

.    (7) 
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The relation Jχ >  indicates that the DP-phonon interaction energy is larger than the DP 
hopping energy. In this case, the possibility of the DPP creation is larger than that of the case Jχ < . 

Thus, a larger value of the probability 
2

,( , )t x yψ  is expected at the output port, creating a larger output 

signal when the DPP energy dissipates. In the case of Jχ >  or Jχ < , the value of θ  can be set to 
1sin 2 / 3θ −<  or 1sin 2 / 3θ −> , respectively1). 

       For the numerical calculation, eqs. (3) or (4) is selectively used depending on whether the DP 
is at site A or B at t  and ( , )x y . Random numbers can be used for this selection. 

1) Equation (6) indicates that 0ε ε ε+ −+ +  takes a constant value (-1), which means that the total energy is conserved 

and is independent of the value of θ . The negative value -1 originates from the fact that the two-dimensional lattice under 

consideration (Fig. 2) is an open system that accepts the input signal (the irradiated propagating light for DP creation). 

Thus, by adding the input signal energy if necessary, the total energy becomes a positive value. 

  

4. Quantum walk model for a finite-sized two-dimensional lattice 
 

In order to experimentally evaluate the spatio-temporal behavior of the DPP energy transfer in the 
lattice, the magnitude of the energy dissipated at the output port has been observed by an external 
macroscopic detection system [1-4]. The propagating light created at the output port has been used as 
an output signal for this observation.  
       As was described at the end of Section 2, since a singularity corresponds to the output port, 
the size of the two-dimensional lattice must be finite to install this singularity inside, at the border, or 
at the corner of the lattice. Figure 3 schematically explains such a finite-sized two-dimensional lattice 
to be considered in this section. Since the directions of the bent red arrows passing through the sites A 
and B in Figs. 2(b) and (c) are opposite to each other (those of the bent blue arrows were also opposite), 
this section uses a six-row vector that is expressed as  

,( , )
,( , )

t x y
t x y

ψ
ψ

ψ

⇔ 
=  
 









.       (8) 

It can be given by two three-row vectors, as was the case of eq. (1). They are 

 ,( , )

,( , )

DP

t x y DP

Phonon t x y

y
y

y
ψ

⇔
+

⇔ ⇔
−

⇔

 
 =  
  

        (9a) 

and 
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  ,( , )

,( , )

DP

t x y DP

Phonon t x y

y
y

y
ψ

+

−

 
 =  
  



 





.       (9b) 

The double-pointed arrows ⇔   and 


  represent the DP hopping along the x- and y-axes, 
respectively (Fig. 4). For the sake of consistent expressions, these arrows are also used for the phonon 
(the third rows in eqs. (9a) and (9b)) even though the phonon does not hop.  
  In the following parts of this section, the spatio-temporal evolution equations for the vector (eqs. 
(9a) and (9b)) inside, at the borders, and at the corners of the lattice are derived. 

 

Fig. 3 A finite-sized two-dimensional lattice. 

 

 

Fig. 4 Schematic explanation of the double-pointed arrows ⇔  and 


. 

 

4.1 Inside the lattice 
 
When the DP is inside the lattice (Fig. 5), the bent red and blue arrows in Fig. 2 indicate that the DP 
hops along the x- (⇔ ) and y- (



) axes alternately. Thus, the spatio-temporal evolution equations are 
given by  

   1,( , ) ,( 1, ) ,( 1, ) 0 ,( , )t x y t x y t x y t x yP P Pψ ψ ψ ψ⇔
+ + − − += + +     

        (10a) 

and 
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  1,( , ) ,( , 1) ,( , 1) 0 ,( , )t x y t x y t x y t x yP P Pψ ψ ψ ψ⇔ ⇔ ⇔ ⇔ ⇔ ⇔
+ + − − += + +

    ,    (10b) 

where P P⇔
+ +=   , P P⇔

− −=   , and 0 0P P⇔ =    are equal to P+  , P−  , and 0P  of eqs. (3a) - 

(3c), respectively. For the numerical calculation, eqs. (10a) and (10b) are alternatively used to derive 

the value of 
2

,( , )t x yψ  from eq. (8). Random numbers can be also used if necessary. 

 

Fig. 5 Inside the lattice. 

 

4.2 At the border 

For dealing with the DP at the left border of the lattice (Fig. 6), a matrix 

  
0 1 0
1 0 0
0 0 1

σ
 
 =  
  

                                          (11) 

is introduced to represent the reflection of DPy −  that hops along the -x axis and is normally incident 

at this border. By using this matrix, DPy −  given by the first term on the right-hand side of eq. (10a) is 

replaced by DPy +  and is expressed as 

  1,( , ) ,( , ) ,( 1, ) 0 ,( , )t x y t x y t x y t x yP P Pψ σ ψ ψ ψ⇔
+ − − += + +     

    .    (12a) 

For deriving 1,( , )t x yψ +


  at this border, eq. (10b) can also be used because DPy +  and DPy − , hopping 

along the +y- and -y-axes, are not incident on the border:  

  1,( , ) ,( , 1) ,( , 1) 0 ,( , )t x y t x y t x y t x yP P Pψ ψ ψ ψ⇔ ⇔ ⇔ ⇔ ⇔ ⇔
+ + − − += + +

    .    (12b) 
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Figures 7(a) and (b) schematically explain the roles of each term on the right-hand side of these 
equations. Figure 8 summarizes the reflection at four borders of the lattice. For the numerical 

calculation, eqs. (12a) and (12b) are alternatively used to derive the value of 
2

,( , )t x yψ  from eq. (8). 

 

Fig. 6 Reflection at the left border. 

 
Fig. 7 Schematic explanation of the roles of each term of the right-hand side of eqs. (12a) and (b). 

 
Fig. 8 Schematic explanation of the reflection at four borders of the lattice. 
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4.3 At the corner 

Figure 9 schematically explains the reflection at four corners of the lattice. Since the corner X in this 
figure is the point of intersection of the left and upper borders, spatio-temporal evolution equations for 
the left and upper borders in Section 4.2 can be used at this corner. Equation (12a) is used for the left 
border, that is, by referring to the discussion in Section 4.2,  

 1,( , ) ,( , ) ,( 1, ) 0 ,( , )t x y t x y t x y t x yP P Pψ σ ψ ψ ψ⇔
+ − − += + +     

    .    (13a) 

The equation for the upper border is  

   1,( , ) ,( , ) ,( , 1) 0 ,( , )t x y t x y t x y t x yP P Pψ σ ψ ψ ψ⇔ ⇔ ⇔ ⇔ ⇔ ⇔
+ + − −= + +

    .     (13b) 

It should be pointed out that ,( , 1)t x yP ψ⇔ ⇔
+ −

 , the first term of eq. (12b), was replaced by ,( , )t x yPσ ψ⇔ ⇔
+

  in 

eq. (13b) in order to represent the reflection at the upper border. It should also be noted that the second 

term was changed from ,( , 1)t x yP ψ⇔ ⇔
− +

  - to ,( , 1)t x yP ψ⇔ ⇔
− −

   because the site at the position ( , 1)x y +   is 

beyond the border.  
     Spatio-temporal evolution equations for the other corners in Fig. 9 are similar to eqs. (13a) and 
(13b) and can be derived by a method equivalent to that above. 

 

Fig. 9 Schematic explanation of the reflection at four corners of the lattice. 
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4.4 At the input and output ports 

At the input port ( , ) (0,0)x y =  (at the corner I in Fig. 9), one can set  

,(0,0)

,(0,0)

0
0
0

DP

t DP

Phonon t

y
y

y
ψ

⇔
+

⇔ ⇔
−

⇔

   
   = =   
     

       (14a) 

and 

 ,(0,0)

,(0,0)

( )
0
0

DP

t DP

Phonon t

y a t
y

y
ψ

+

−

   
   = =   
     



 



 .             (14b) 

In the case of a constant intensity input signal, ( )a t  can be fixed to unity. 
 The first example of the output port is the NP with mass 'm  in Fig. 1, which is installed 
inside the lattice (the impurity atom). In this case, the value of χ  must be set larger than that of J  
because experimental studies have confirmed that the DP more likely localizes at the impurity atom 
than at the host crystal atom. The second example is the apex of a fiber probe that corresponds to the 

corner O in Fig. 9. The values of the 
2

,( , )t x yψ  in eq. (8) at these output ports are used to evaluate the 

output signal intensity.  
 The aim of the numerical calculation is to find the travelling path of the DP that maximizes 

the value of 
2

,( , )t x yψ  at the output port, and to identify the origin of the autonomy in the DP energy 

transfer, as was described in Section 1 [14-17]. 

5 Evolution to a three-dimensional lattice 

This section derives the spatio-temporal evolution equations in the infinite-sized three-dimensional 
lattice of Fig. 10 for constructing a three-dimensional QW model. Red and blue broken arrows in this 

figure represent the three-dimensional counter-travelling DP in the forward-upper ( ), ,x y z+ + +  and 

backward-lower ( ), ,x y z− − −   directions, respectively. All three-dimensional lattice sites are 

numbered (1-27) for the discussion below.  
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Fig. 10 Three-dimensional lattice.  

5.1 Modes of DP hopping 

Instead of bent red and blue arrows in the two-dimensional lattice (Fig. 2(a)), three-dimensionally bent 
arrows are assumed, as shown in Figs. 11 and 12, respectively. Site 14 at the center of Fig. 10 is selected 
as the starting point of the three-dimensional DP hopping. Figure 11 represents six possible paths (F-
L1—F-R3) of the DP that hops in the forward-upper direction from site 14 to site 21. After leaving site 
14, the red arrows in F-L1, F-L2, and F-L3 advance like a left-handed (L) screw to reach site 21. In 
contrast, the arrows in F-R1, F-R2, and F-R3 advance like a right-handed (R) screw. Figure 12 
represents six possible paths (B-L1—B-R3) of the DP hopping in the backward-lower direction from 
site 14 to site 7. The bent blue arrows in B-L1, B-L2, and B-L3 advance like a left-handed (L) screw 
to reach site 7. In contrast, the arrows in B-R1, B-R2, and B-R3 advance like a right-handed (R) screw. 

                     
                   Fig. 11 DP hopping toward the forward-upper direction.       
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Fig. 12 DP hopping toward the backward-lower direction. 

 

  By expressing the matrices representing the 90±  degree-rotation around the x-, y-, and z-
axes, respectively, as 

1 0 0
0 0 1
0 1 0

x±

 
 Θ = ± 
  

,       (15a) 

0 0 1
0 1 0
1 0 0

y±

 
 Θ =  
 ± 



,       (15b) 

and 

0 1 0
1 0 0

0 0 1
z±

 
 Θ = ± 
  



,       (15c) 
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the first row in each column of Figs. 11 and 12 is transformed to the second row by the operation 

y z−Θ Θ , and from the second to the third rows by z x−Θ Θ . These operations are represented by the 

matrix 

0 0 1
1 0 0
0 1 0

y z z xRΘ − −

 
 = Θ Θ = Θ Θ =  
  

,     (16) 

which indicates the operation of rotating the ( ), ,x y z -axis to the ( , , )z x y -axes. By combining the 

six bent red (F-L1 – F-R3) and blue (B-L1 – B-R3) arrows in Figs. 11 and 12, one can form thirty-six 
paths of the DP hopping in the forward-upper and backward-lower directions. Among them, eighteen 
combinations are physically acceptable: they are represented by 1–18 in Table 1. Figure 13 
schematically explains the paths in these combinations. It can be confirmed that the paths of the red 
and blue arrows in combinations 1–18 do not overlap with each other in the two cubes during the 
screw-like advancing motion. The other eighteen combinations are not acceptable because some of 
their paths overlap with each other. 

Table 1 Acceptable combinations. 

 B-L1 B-L2 B-L3 B-R1 B-R2 B-R3 

F-L1 1   2 3  

F-L2  4   5 6 

F-L3   7 8  9 

F-R1 10  11 12   

F-R2 13 14   15  

F-R3  16 17   18 

 
 These combinations 1-18 can be regarded as the modes of DP hopping and can be grouped as 
follows: 

Group 1: Modes 1, 4, and 7.    Group 2: Modes 2, 5, and 9. 
Group 3: Modes 10, 14, and 17.  Group 4: Modes 3, 6, and 8. 
Group 5: Modes 11, 13, and 16.  Group 6: Modes 12, 15, and 18. 

Furthermore, by exchanging the bent red and blue arrows after the rotation operation, groups 1, 2, and 
3 are transformed to groups 6, 4, 5, respectively. This transformation indicates that these groups form 
three pairs: [groups 1 and 6], [groups 2 and 4], and [groups 3 and 5]. Thus, the groups, being 
independent of each other, are found to be the groups 1, 2, and 3. 
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Fig. 13 Paths in the combinations 1 - 18. 

 

The reasons why this grouping and pairing are possible are that the ( ), ,x y z -axes between these 

modes can be exchanged by repeating the rotation operation RΘ .  

 Since the representative modes of the groups 1, 2, and 3 above are 1, 2, and 10, respectively, 
the behavior of the three-dimensional DP hopping can be fully described if the spatio-temporal 
evolution equations for these three modes can be derived. This is because rotational symmetry and 
inversion symmetry are guaranteed in the infinite-sized three-dimensional lattice. 
 For these modes, the site numbers and the positions of the tails of the red and blue arrows that  
hop to site 14, are, respectively,: 

 Mode 1:  Red arrow: site number 17, position of the tail ( ), , 1x y z − ,  

               Blue arrow: site number 11, position of the tail ( ), , 1x y z + , 

 Mode 2: Red arrow: site number 17, position of the tail ( ), , 1x y z − ,  

               Blue arrow: site number 15, position of the tail ( ), 1,x y z+ , 
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 Mode 10: Red arrow: site number 13, position of the tail ( ), 1,x y z− ,  

               Blue arrow: site number 11, position of the tail ( ), , 1x y z + . 

When the DP at site 14 subsequently hops to the nearest neighbor site and reaches site 21 or 7, a cycle 
of the three-dimensional hopping is completed. By repeating this hopping, the travelling in the 
forward-upper and backward-lower directions, as represented by red and blue broken arrows in Fig. 
10, is realized. 
 It should be pointed out that it is sufficient to study mode 1 because modes 2 and 10 above 
cannot be used for the QW model2). 
 
2) In modes 2 and 10, the bent red arrow has two paths when it flows in and out of site 5. Furthermore, the bent blue arrow 

also has two paths when it flows in and out of site 23. If these paths are included, the matrices in the evolution equations 

are not unitary. Thus, modes 2 and 10 do not meet the requirement for the QW model. 

 
5.2 Spatio-temporal evolution equations 

For deriving evolution equations, the eight vertices of the cubes in Figs. 11 and 12 are represented by 
four symbols A, B, C, and D, as shown by Fig. 14, in order to represent that the two vertices on the 
diagonal line of the cube are identical. As a result of this identification, three-dimensional cubes in 
Figs. 14(a) and (b) can be transformed to two-dimensional right triangles, as shown by Figs. 15(a) and 
(b). The symbols x± , y± , and z±  represent the directions of the bent red ( DPy + ) and blue ( DPy − ) 
arrows. It should be noted that the vertex D is isolated from these triangles. As a result of this 
transformation, the directions of the bent red and blue arrows in Figs. 15(a) and (b) are made parallel 
to each other, forming a counterclockwise loop. However, the signs of x, y, and z for these red and blue 
arrows are opposite to each other, indicating the counter-travelling of the DPs. Figure 15(c) is derived 
by superposing Figs. 15(a) and (b). 

 
Fig. 14 The directions of the bent red ( DPy + ) and blue ( DPy − ) arrows in a three-dimensional cube. 
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Fig. 15 Transformed to two-dimensional right triangles from which the vertex D is isolated.   

(a) and (b) are for the bent red and blue arrows, respectively.  (c) is the figure derived by superposing (a) and (b). 

 Horizontal red and blue arrows (→  and → ) on the base of the right triangle in Figs. 15(a)-

(c) correspond to DPy⇔
+  and DPy⇔

−  of eq. (9a), respectively. Vertical arrows (↑ and ↑ ) are DPy +
  

and DPy −
  of eq. (9b). It should be noted that there are additional red and blue arrows on the 

hypotenuse of the right triangle, being different from the two-dimensional lattice of Section 3.1. 
Finally, Fig. 16 is derived by adding green loops in order to include the contribution of the phonon 

( Phonony  of eq.(1)).  
 By referring to Fig. 16, the spatio-temporal evolution equations are derived and expressed as 

[For site A] 

1,( , , ) ,( , , 1) ,( , , 1) 0 ,( , , )t x y z t x y z t x y z t x y zP P Pψ ψ ψ ψ+ + − − += + +
   

,   (17a) 

[For site B] 

 1,( , , ) ,( 1, , ) ,( 1, , ) 0 ,( , , )t x y z t x y z t x y z t x y zP P Pψ ψ ψ ψ+ + − − += + +
   

,   (17b) 

[For site C] 

 1,( , , ) ,( , 1, ) ,( , 1, ) 0 ,( , , )t x y z t x y z t x y z t x y zP P Pψ ψ ψ ψ+ + − − += + +
   

,   (17c) 

and 

[For site D] 

 1,( , , ) 0 ,( , , )t x y z t x y zPψ ψ+ =
 

.      (17d) 

 For numerical calculations to derive the value of 
2

,( , )t x yψ  from eq. (8), one of eqs. (17a) - 

(17d) is selected and used depending on at which site the DP stays at t . Random numbers can be used 
for this selection. For a finite-sized three-dimensional lattice, spatio-temporal evolution equations can 
be derived by using the matrix σ  in eq. (11) to include the effect of reflection at the border or the 
corner. 
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Fig. 16 Closed-loops that represent the contribution of phonons. 

 

6. Summary 

This paper presented a quantum walk (QW) model for describing the spatio-temporal behavior of the 
dressed photon (DP). Since a dressed-photon–phonon (DPP) is created as a result of coupling between 
the two counter-travelling DPs and a phonon, a three-row vector was used to simultaneously deal with 
them for deriving the probability amplitude of the DPP.  

As the first step, an infinite-sized two-dimensional lattice was assumed in order to derive 
spatio-temporal difference equations. It was confirmed that the sum of the three matrices in these 
equations met the unitarity requirement for the QW model. Subsequently, a finite-sized two-
dimensional lattice was assumed to install a singularity that serves as the output port. Spatio-temporal 
difference equations were derived to describe the behavior of the DPP not only inside, but also at the 
borders and at the corners of the lattice. At the border, an additional matrix was introduced to represent 
the reflection of the DP. At the output port installed at the corner, the values of the probability 
amplitude above were used to evaluate the output signal intensity.  
 As the next step, a three-dimensional model was discussed to enable a more realistic 
comparison with experimental results. Eighteen combined paths of the DP hopping in forward-upper 
and backward-lower directions were regarded as modes 1-18 of DP hopping, which were grouped into 
six groups. Finally, it was found to be sufficient to study the spatio-temporal behavior of mode 1. A 
three-dimensional cube used for this model was transformed to two-dimensional right triangles, and 
spatio-temporal difference equations were successfully derived.  
 To make further progress in these studies, a finite-sized three-dimensional lattice should be 
investigated for describing the behavior of the DP at the border or the corner. By doing so, it is expected 
that the value of the probability amplitude at the output port can be numerically calculated, and the 
origin of the autonomy in the DP energy transfer can be identified. Furthermore, it is expected that the 
results of these numerical calculations can be used as design criteria for advanced experimental 
systems. 
 
 



20 
 

Acknowledgements 

The author thanks Prof. E. Segawa (Yokohama National University) for his painstaking guidance on the QW model, 

especially for proposing the formulation methods described in Sections 3, 4, and 5.2. He also thanks Dr. K. Yuki (Analytics 

Japan Co., Ltd.) for actively carrying out numerical calculations of the two-dimensional QW model to be published 

elsewhere. 

 

References 

[1] Ohtsu, M. (2013). Dressed Photons; Springer-Verlag, Heidelberg, November 2013.  

[2] Ohtsu, M. (2013). Silicon Light-Emitting Diodes and Lasers; Springer-Verlag, Heidelberg, August 2016. 

[3] Ohtsu, M.(2018). Historical Review of Dressed Photons: Experimental Progress and Required Theories. Progress in 

Nanophotonics 5, ed. by T. Yatsui, Springer, Heidelberg, October 2018, 1-51. 

[4] Ohtsu, M. (2020). History, current development, and future directions of near-field optical science. Opto-Electronic 

Advances, 3, no.3, 190046. DOI: 10.29026/oea.2020.190046 

[5] Streater, R.F. & Wightman, A.S. (1964). PCT, Spin and Statistics, and All That.; (pp.163-165). Princeton: Princeton 

Univ. Press. 

[6] Kobayashi, K. & Ohtsu, M. (1999). Quantum theoretical approach to a near-field optical system. Journal of 

Microscopy, 194, 249-254. 

[7] Sangu, S., Kobayashi, K., & Ohtsu, M. (2001). Optical near fields as photon-matter interacting systems. J. Microscopy, 

202, 279-285. 

[8] Ohtsu, M., Ojima, I., and Sakuma, H. (2019). Dressed Photon as an Off-Shell Quantum Field. Progress in Optics 64, 

ed.by T. D. Visser, Elsevier, Amsterdam, 45-97. 

[9] Sakuma, H., Ojima, I., and Ohtsu, M. (2017). Dressed photons in a new paradigm of off-shell quantum fields. 

Progress in Quantum Electronics, 55, 74-87. 

[10] Sakuma, H., Ojima, I., and Ohtsu, M. (2017). Gauge symmetry breaking and emergence of Clebsch-dual 

electromagnetic field as a model of dressed photons. Appl. Phys.A, 123:750. 

[11] Sakuma, H. (2018). Virtual Photon Model by Spatio-Temporal Vortex Dynamics. Progress in Nanophotonics 5, ed. 

by T. Yatsui, Springer, Heidelberg, 53-77. 

[12] Sakuma, H., Ojima, I., Ohtsu, M., and Ochiai, H. (2020). Off-Shell Quantum Fields to Connect Dressed Photons with 

Cosmology. Symmetry, 12, 1244-1263. DOI:10.3390/sym12081244 

[13] Sakuma, H. & Ojima, I. (2021). On the Dressed Photon Constant and Its Implication for a Novel Perspective on 

Cosmology. Symmetry 13, 593. https://doi.org/10.3390/sym13040593 

[14] Ohtsu, M., Kawazoe, T., & Saigo, H. (2017). Spatial and Temporal Evolutions of Dressed Photon Energy Transfer. 

Off-shell Archive, Offshell:1710R.001.v1.  

https://doi.org/10.3390/sym13040593


21 
 

[15] Nomura, W., Yatsui, T., Kawazoe, T., Naruse, M., & Ohtsu, M. (2010). Structural dependency of optical excitation 

transfer via optical near-field interactions between semiconductor quantum dots. Appl. Phys. B, 100, 181-187 

[16] Ohtsu, M. (2019). Indications from dressed photons to macroscopic systems based on hierarchy and autonomy. Off-

shell Archive, Offshell: 1906R.001.v1.  

[17] Naruse, M., Leibnitz, K., Peper, F., Tate, N., Nomura, W., Kawazoe, T., Murata, M., & Ohtsu, M. (2011). Autonomy 

in excitation transfer via optical near-field interactions and its implications for information networking. Nano 

Communication Networks, 2, 189-195. 

[18] Sangu, S., Kobayashi, K., Shojiguchi, A., & Ohtsu M. (2004). Logic and functional operations using a near-field 

optically coupled quantum-dot system. Phys. Rev. B 69, 115334. 

[19] Shojiguchi, A., Kobayashi, K., Sangu, S., Kitahara, K., & Ohtsu, M. (2003). Superradiance and dipole ordering of an 

N two-level system interacting with optical near fields. J. Phys. Soc. Jpn. 72, 2984-3001. 

[20] Kobayashi, K., Sangu, S., Shojiguchi, A., Kawazoe, T., Kitahara, K., & Ohtsu, M. (2003). Excitation dynamics in a 

three-quantum dot system driven by optical near field interaction: towards a nanometric photonic devices. J. Microsc. 210, 

247-251. 

[21] Sangu, S., Kobayashi, K., Shojiguchi, A., Kawazoe, T., & Ohtsu, M. (2003). Excitation energy transfer and population 

dynamics in a quantum dot system induced by optical near-field interaction. J. Appl. Phys. 93, 2937-2945.  

[22] Naruse, M., Holmstrom, P., Kawazoe, T., Akahane, K., Yamamoto, N., Thylen, L., & Ohtsu, M. (2012). Energy 

dissipation in energy transfer mediated by optical near-field interactions and their interfaces with optical far-fields. Appl. 

Phys. Lett., 100, 241102.  

[23] Naruse, M., Tate, N., Aono, M., & Ohtsu, M. (2013). Information physics fundamentals of nanophotonics. Rep. Prog. 

Phys., 76, 1-50. 

[24] Aono, M., Naruse, M., Kim, S-J., Wakabayashi, M., Hori, H., Ohtsu, M., & Hara,  M. (2013). Amoeba-Inspired 

Nanoarchitectonic Computing: Solving Intractable Computational Problems Using Nanoscale Photoexcitation Transfer 

Dynamics. Langmuir, 29, 7557-7564. 

[25] Naruse, M., Kawazoe, T., Ohta, R., Nomura, W., & Ohtsu, M. (2009). Optimal mixture of randomly dispersed quantum 

dots for optical excitation transfer via optical near-field interactions. Phys. Rev. B, 80, 125325. 

[26] Katori, M. & Kobayashi, H. (2018). Nonequilibrium Statistical Mechanical Models for Photon Breeding Processes 

Assisted by Dressed-Photon-Phonons. In M. Ohtsu and T. Yatsui (Eds.). Prog. Nanophotonics 4 (pp.19-55). Heidelberg: 

Springer. 

[27] Tanaka, Y. & Kobayashi, K. (2007). Spatial localization of an optical near field in one-dimensional nanomaterial 

system. Physica, E40, 297-300. 

[28] Higuchi, Y. & Segawa E. (2009). Dynamical system induced by quantum walks. J. Phys A: Mathematical and 

Theoretical 52, 395202. 

[29] Konno, N., Segawa, E. & Martin Štefa ˇnák, M. (2021). Relation between Quantum Walks with Tails and Quantum 

Walks with Sinks on Finite Graphs. Symmetry 13, 1169. https://doi.org/10.3390/sym13071169 

[30] Higuchi, K., Komatsu, T., Konno, N., Morioka, H. & Segawa, E. (2021). A Discontinuity of the Energy of Quantum 

Walk in Impurities. Symmetry 13, 1134. https://doi.org/10.3390/sym13071134 

 

https://doi.org/10.3390/sym13071169


22 
 

Appendix  Schematic representations of other modes 
 
This appendix reviews the DP hopping behaviors of the modes presented in Section 5.1 by referring 
to Figs. 14 and 15. 

[Mode 2] (Fig. A.1) 
Figure A.1 schematically explains mode 2, where one arrow arrives at the vertices C and D in Fig. 
A.1(e). For comparison, two arrows arrive at each vertex of the right triangle in Fig. 15(c). This 
difference is the reason why mode 2 cannot be used for the QW model, as was pointed out at the end 
of Section 5.1. Mode 10 cannot be used either due to this difference. 

Modes 4, 7, 12, 15, and 18 can be schematically represented in a similar manner to that for mode 
1:  
[Mode 4] (Fig. A.2) 
 
[Mode 7] (Fig. A.3) 
 
[Mode 12] (Fig. A.4) 

 

[Mode 15] (Fig. A.5) 
 

[Mode 18] (Fig. A.6) 
 
 Figure A.7 schematically demonstrates the possibility of transforming mode 1 to modes 4, 7, 
12, 15, and 18 by rotating +90 degree two or three times and subsequently inverting the directions of 
the red and blue arrows *). Due to this possibility, it is confirmed that mode 1 is the representative of 
the groups, as was described in Section 5.1. 
 
(*) Figure A.7 does not include the mode that can be formed by rotating +90 degree only one time. For reference, the modes 

formed by such a single rotation are illustrated by Fig. A.8. It is easily found that these modes do not represent the DP 

hopping and screw-like advancing motion in the forward-upper and backward-lower directions, respectively. This is 

because the bent red and blue arrows in this figure include the hopping along the -x- and +x-axis, respectively. 

 
 



23 
 

 
Fig. A.1 Mode 2 

 

 

Fig. A.2 Mode 4 

 

 

Fig. A.3 Mode 7 
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Fig. A.4 Mode 12 

 

 

 

Fig. A.5 Mode 15 

 

 

Fig. A.6 Mode 18 
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Fig. A.7 Transformation of mode 1 to modes 4, 7, 12, 15, and 18. 

 

 

Fig. A.8 The modes formed by rotating +90 degree only one time. 
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The dressed photon as a member of the off-shell photon 

family 

M. Ohtsu

Research Origin for Dressed Photon,  

3-13-19 Moriya-cho, Kanagawa-ku, Yokohama, Kanagawa 221 -0022 Japan

Abstract 

This article reviews recent progress in theoretical studies in off-shell science that has 

been recently established for correctly describing light–matter interactions. These 

studies produced the Clebsch-dual (CD) field theory to deal with the spacelike 

momentum field that is  indispensable in such interactions. This theory describes that the 

spacelike momentum field is converted to  a timelike field at a singular point in a host 

material , resulting in the creation of a timelike Majorana field of a particle–antiparticle 

pair.  Annihilation of  this pair creates a dressed photon (DP). Furthermore, based on the 

correlation between theoretical models of the CD field and dark energy, the maximum 

size of the DP is derived and is expressed by using basic physical constants.  The derived 

value (40 nm) agrees with the experimental  value. Finally, by noting the mechanism of 

creation of the DP, it is concluded that the DP should be described on the basis of the 

off-shell photon model,  not the virtual photon model.  

1. Introduction

Off-shell science was recently developed to study intrinsic features of the 

dressed photon (DP), or in other words, to study light–matter interactions in 

a nanometer-sized space. The DP is a quantum field that localizes in a 

nanometer-sized composite system composed of photons and electrons (or 

excitons) [1]. It is created as a result of the interaction between these 

elementary particles [2,3]. Off-shell science has been applied to develop a 
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variety of disruptive technologies (including nanometer-sized optical 

devices, optical information processing systems, nano-fabrication 

technology, and energy-conversion technology) that could never have been 

made possible as long as the products of conventional optical science were 

used [1,3]. 

 This article reviews recent progress in theoretical studies in 

off-shell science. It also compares the features of a virtual photon and the 

DP. 

 

2. Off-shell science for describing light–matter interactions 

 

Experimental studies on the DP have found a variety of novel phenomena 

that deviate far from the commonly accepted picture based on conventional 

optical science [1,3]. In preliminary theoretical studies, these results have 

been analyzed, and the spatially localized DP has been identified as an 

off-shell quantum field [4-11]. These studies have shown that extensive 

investigations of light–matter interactions in a nanometer-sized space were 

required to correctly describe the intrinsic nature of the DP. Furthermore, 

the researchers pointed out that conventional on-shell science could not be 

used to describe these interactions because it did not deal with the spacelike 

momentum field that was indispensably involved in the description. 

In order to produce a theory for correctly describing these 

interactions, off-shell science was developed by noting three facts  [12-15]:  

(1) Conventional quantum field theory has never provided any theoretical 

basis for describing the light–matter interactions in a nanometer-sized 

space. 

(2) Conventional quantum field theory has excluded the particle field 

having a spacelike momentum by claiming that it was a “non-physical” field, 

i.e., that it could not be directly observed. 

(3) Being independent of the conventional quantum field theory, it has been 
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pointed out that the spacelike momentum field [16] and the longitudinal 

electromagnetic field [17] were indispensably involved in the interactions. 

 By referring to these facts, the Clebsch-dual (CD) field theory was 

produced by using Clebsch variables: Maxwell’s theory  of the 

electromagnetic field was extended to the spacelike domain in the 

Minkowski spacetime by combining the theoretical formulations of the CD 

field and the hydrodynamic vortex. As a result, the spacelike momentum 

field and longitudinal electromagnetic field were successfully incorporated 

into the theory [15]. 

 The CD field is a classical model that  connects the longitudinal 

electromagnetic field [18] and a “non-physical” longitudinal virtual photon . 

The CD field theory claims that a quantum mechanical expression of the 

longitudinal virtual photon corresponds to that of the Majorana field [15].  

 Furthermore, from the CD field theory, it was found that a singular 

point in a host material played an essential role in the process of creating 

the DP. The spacelike momentum field, indispensably involved in the 

interaction, is converted to a timelike field at this point, resulting in the 

creation of a timelike Majorana field of a particle–antiparticle pair. 

Annihilation of this pair creates a longitudinal quantum field at th is point 

whose spatial features are described by a Yukawa function. This field is no 

more than the DP. 

 Recent studies in off-shell science identified the CD field as a 

conformally extended electromagnetic field, and based on its intrinsic 

mathematical structure, it was found that the CD field structure contributed 

to estimating the magnitude of the dark energy that exponentially expands 

the universe. Furthermore, the CD field was also identified as being 

conformal to the quantized Snyder spacetime that has been used to 

guarantee the Lorentz invariance.  

 Based on these findings, these studies succeeded in deriving the 

maximum size of the DP, expressed by using basic physical constants , such 
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as the gravitational constant, the speed of light, Plank’s constant, and the 

magnitude of the dark energy [19]. Amazing agreement between the derived 

value (40 nm) and the experimental  value is encouraging the further 

promotion of off-shell science.  

 

3. Off-shell photons and virtual photons 

 

Conventional quantum field theory has classified particles into two groups: 

real particles and virtual particles. A real particle is experimentally 

observable, as has been popularly known. Special relativity theory has 

described the relation between the energy E , momentum p , and mass m  

of a real particle by the dispersion relation 2 2 2m E p= − . This particle has 

been named “an on-shell particle” after this relation. 

 A virtual particle, on the other hand, cannot be experimentally 

observed. Furthermore, it cannot be described on the basis of the dispersion 

relation above. Thus, it is “an off-shell particle”. Conventional quantum 

field theory has claimed that a virtual particle is created and successively 

annihilated within a short duration during the interaction between 

elementary particles. This claim means that the conventional quantum field 

theory can never separate itself from the concept of the virtual particle for 

describing this interaction. A virtual photon is an example of such a virtual 

particle. The exchange of a virtual photon between charged particles creates 

a Coulomb force that follows the inverse square law. This force is the origin 

of the interaction between these particles.  

 As has been reviewed in Section 2, an essential issue is that the DP 

is created as a result of the light–matter interaction at a singular point in a 

host material. By this interaction, a part of the spacelike momentum field  

(which is an indispensable field for the interaction) is converted to a 

timelike momentum field and subsequently creates a localized DP at this 

singular point. The converted momentum field can be observed 
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experimentally, and it is no more than the DP field.  

 By considering the issue above, one can note that the term “off-shell” 

(or deviation from the dispersion relation) implies that the host material 

plays an essential role in the circumstances under which the created DP is 

allowed to localize at the singular point in a stable manner.  By noting this 

implication, it can be found that the features of the DP are independent of 

those of the virtual photon above. This means that the DP should be 

described on the basis of on the off-shell photon model, not the virtual 

photon model that has been indispensable in conventional quantum field 

theory.  

 

4. Summary 

 

In order to establish novel off-shell science for correctly describing 

light–matter interactions, a Clebsch-dual (CD) field theory was produced to 

deal with the spacelike momentum field  that was indispensably involved in 

the interactions. This theory proved that a singular point in the host material 

was essential to create the DP. The spacelike momentum field was converted 

to a timelike field at this point, resulting in the creation of a timelike 

Majorana field of the particle–antiparticle pair. Annihilation of this pair 

created the DP. Furthermore, the CD field was identified as a conformally 

extended electromagnetic field. By noting that  the mathematical structure of 

this field contributed to estimating the magnitude of the dark energy, the 

maximum size of the DP was derived and was expressed by using basic 

physical constants. The derived value (40  nm) agreed with the experimental  

value. Finally, by noting the mechanism of creat ion of the DP, it was 

concluded that the DP should be described on the basis of the off-shell 

photon model, not the virtual photon model . 
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ドレスト光子を記述する基底関数と散逸過程 

Basis Function Describing Dressed Photons and Its Dissipation Process 

(株)リコー1，長浜バイオ大 2，ドレスト光子研究起点 2  
○三宮 俊 1，西郷 甲矢人 2，大津 元一 3 

Ricoh Co., Ltd. 1, Nagahama Inst. Bio-Sci. Tech. 2, Res. Origin Dressed Photon3○,  
○Suguru Sangu1, Hayato Saigo2, Motoichi Ohtsu3 

E-mail: suguru.sangu@jp.ricoh.com 

ドレスト光子の引き起こす特異な物理現象[1]を制御・設計することを目指し、その数値シミュ

レーション手法の構築を進めている。これまでに、ドレスト光子を任意のノードに束縛された調

和振動子と見なし、またドレスト光子がノード間を距離に依存した強さのホッピングにより移動

するモデルを提案し、ドレスト光子のエネルギー移動ダイナミクスを、量子密度行列を用いた手

法により記述してきた[2]。さらに、非平衡定常状態の量子密度行列を対角化するユニタリー行列

により基底変換を施すことで、ドレスト光子の振る舞いを定性的もしくは視覚的に捉える試行を

行った[3]。本発表では、上述のようにして得られた基底関数（モード）の空間構造と、モード間

のエネルギー移動、および散逸過程について議論したい。 

Fig. 1 は、定常状態におけるドレスト光子の各ノードにおける存在確率を表わした計算結果であ

る。物質モデルは 2 次元面内のテイパー構造とした。テイパー構造先端や境界領域（斜面）での

ドレスト光子の局在性が確認できる。次に、本定常状態を用いた基底変換により得られたモード

の空間構造およびモード間遷移に目を向ける。Fig. 2 は、(a)ノード間の遷移を表わす相互作用ハ

ミルトニアン（行列）と(b)基底変換後の相互作用ハミルトニアンを表わしている。ただし、ノー

ドは先端部から順にラベル付けしており（基底変換後のラベルは固有値の大きさ順としており）、

高さ方向の軸は対数スケールとしている。Fig. 2(b)のラベル n=27 が外部励起（入力）に対応して

おり、そのラベルを境に n>27 は垂直軸に対し非対称、n<27 は対称な空間分布を有している。対

称構造を有する入力（n=27）では非対称なモードは励起されないことを表わしている。また、興

味深い特徴として、モード間における相互作用強さに（対数スケールで表すように）大きな差異

が現われ、エネルギー移動の時定数がモードにより異なる。この時定数は、外部への散逸（自由

光子としての放出）時間よりも長くなる状況も存在している。この結果は、ドレスト光子のモー

ドの一部が熱浴（すなわち散逸過程）とも見なせることを示唆している。発表では、熱浴部分を

近似的に切り出す手法についても言及し、ドレスト光子エネルギー移動の定性的および定量的な

理解を深める。 

参考文献 
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[3] 三宮・他，第 67 回応用物理学会春季学術講演会 14p-B309-15 (2020). 

  

(a) (b)

 

Fig. 1: ドレスト光子の定常解（存在確率） Fig. 2: 基底変換前後の相互作用ハミルトニアン 

 (a)ノード間の結合、(b)基底モード間の結合 
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ドレスト光子による誘導放出を利用した 

波長 1.3～1.9μm帯の非冷却型 Si受光素子 
Uncooled Si infrared photodetector for 1.3-1.9 μm-wavelength using stimulated emission 

by dressed photons 

日亜化学工業(株)1，ドレスト光子研究起点 2 

 ○門脇 拓也 1，川添 忠 1，大津 元一 2, 佐野 雅彦 1，向井 孝志 1 

Nichia Corporation 1, Research Origin for Dressed Photon 2 
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1. はじめに 

近年、ドレスト光子(DP)技術により Si 結晶を

用いた非冷却型の赤外受光素子の実現可能性が

提案されている[1]。従来の Si の受光素子は遮断

波長 λc (1.1μm)以上の赤外光には感度を持たない

が、この素子では入射光により生成された DP が

励起したコヒーレントフォノンを介して電子が

バンド間励起されるため、λc以上の長波の光にも

感度を持つ。 

前回の講演で我々は DP を使った Si 発光素子

を作製し、その EL 発光波長がバンドギャップエ

ネルギーEgに依存せず波長 1.3 µm、2.0 μm に明

瞭なピークを持つことを示した[2]。またその発

光過程がバンド間の光学フォノン準位に起因し

ていることを明らかにした。本講演では、この発

光の逆過程に相当する受光特性を評価したので

報告する。 

2. 素子作製 

Fig.1(a)に作製した素子の外観を示す。n 型の Si

基板に B原子をイオン注入し p型に変換した後、

電極を形成し、1 mm 角に素子化した。作製した

素子に DP を効率よく発生させるため、ドレスト

光子フォノン援用アニール(DPP アニール)と呼

ばれる製作法を用いた。これは電流注入によるジ

ュール熱アニールとレーザー光照射（波長 1.3 µm）

による誘導放出に起因する冷却とを同時に行い、

最適な B 原子分布の自律的形成を促すものであ

る。その結果、作製された素子は Eg ではなく照

射光エネルギーに支配される受発光（光子ブリー

ディング）が可能となる。今回、効率的に DPP ア

ニールを行うために新たに Fig.1(b)に示す基板構

造を用いた。すなわち、n 型の Si 基板上に 5 Ωcm

の高抵抗層をエピタキシャル成長することで、pn

接合付近に局所的にジュール熱が発生する構造

とした。これにより、基板の余剰熱による不要な

ドーパント拡散を低減でき、従来より効率的な B

原子分布の形成が可能であると考える。 

 

 

 

 

3. 結果と考察 

作製した Si 素子に波長 1.3 μm、1.55 µm、1.9 

μm のレーザーをそれぞれ照射し、室温での I-V

特性の変化から受光感度を測定した。Fig.2(a)は

注入電流密度と波長 1.55 µmの光に対する感度と

の関係である。電流密度の増加に伴い感度が増加

する傾向が見られる。これは順方向電流注入によ

り DP を介した誘導放出が生じ、キャリアが吸わ

れることにより、I-V 特性の変化が大きくなるた

めである。Fig.2(b)は波長と感度との関係である。

図中の赤線は本素子に順方向電流密度 20 A/cm2

印加時の感度特性を示す。また、比較のために黒

線は先行研究(順方向電流密度 10 A/cm2)[1]、破線

は市販の Si-PD (S3590：浜松ホトニクス社製)の

感度特性を示したものである。本素子は λc 以上

の光に対して大きな感度を持つことが確認され

る。特に波長 1.9 μm での感度は室温で 2×10-3 

A/W であり中赤外領域でも非常に高い感度を持

つ可能性を示した。また、先行研究に対しても波

長 1.3 µm での感度特性が上回る結果を得た。こ

れは前述した DPP アニールを効率的に行うため

の素子構造の精密化による結果であると考える。 

以上のように、複数フォノンが励起に関わるの

で熱励起電子の寄与はなく、冷却不要の室温動作

が可能となる。これは既存の InGaAs 等の化合物

半導体に対する優位性である。今後はドーパント

濃度および DPP アニール条件の最適化すること

で、より長波長の赤外光受光を目指す。 
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Fig.2 (a) Relationship between current density and sensitivity at 
a wavelength of 1.55 µm. (b) Relationship between 
wavelength and sensitivity. 

Fig.1 (a)Photographic profile of Si-photodetector. (b) Schematic 
of the substrate. 
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DPPアニールで作製したSi-赤外受光素子を用いた温度計 
A thermometer using Si infrared photodetector fabricated by DPP annealing 
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間接遷移型半導体であるシリコン(Si)をドレスト光

子フォノン(DPP)アニールすることによって、ドーパ

ントイオンが再配列する。この結果 Si 中の電子は

フォノン散乱の影響を強く受けるようになり、発光

材料としての性質を発現する。そして、この変化を

LED 等に利用する研究開発が行われている[1-5]。

DPPアニールされた Si-pn接合素子は本来の吸収

端波長よりも長波側に受光感度が広がり、赤外領

域受光素子が実現する。その帯域は 1.3～2μm

付近まで広がっている[6]。これは環境の黒体輻

射光に対しても応答することを意味し、温度計とし

ての動作が期待できる。本発表では DPP アニー

ルした Si-pn 接合素子に対し IV 特性の温度依存

性を計測したので報告する。 

 波長：1.3μm、光パワー：160mW のレーザー光

を Si-pn 接合素子に照射し、注入順方向電

流:150mA の条件で DPP アニールを行った。その

後、素子温度を変化させつつ IV 計測を行なった

（Fig.1.左、Fig.2.左）。これらの結果から素子の微

分抵抗値を求め、その温度依存性をプロットした

(Fig.1.右、Fig.2.右)。 

Fig.1. DPPアニール後の IV特性の温度依存性と

微分抵抗値の温度依存性（負性抵抗無）。 

 

負性抵抗が現れていない素子では電圧21.3Vの

時の微分抵抗値（Fig.1左図の垂直方向破線）、負

性抵抗が現れる素子では電流 22mA の時の微分

抵抗値（Fig.2 左図の水平方向破線）を温度の指

標に採用した。得られた微分抵抗値は全体として

はサー ミスタ と同様の温度特性を持ち 、

Steinhart-Hart equationに従った（Fig.1.Fig.2.の右

図中赤破線)。しかしながら、素子温度 25℃を境

に温度が高い側と低い側両方に抵抗値の落ち込

みが見られた。この実験結果を説明するために以

下のような素子抵抗のモデルを用いて実験結果

のフィッティングを行った。 

Fig.2. DPPアニール後の IV特性の温度依存性と

微分抵抗値の温度依存性（負性抵抗有）。 

 

まず R 全体=1/(1/R サーミスタ＋1/R 赤外受光部）である

として、赤外受光部の抵抗値はヒーターもしくは環

境の黒体輻射光で生成されたキャリアによって決

定されると考えた。この光量はステファン・ボルツ

マンの法則に従い、放射対象温度（環境温度）を

25℃（環境温度）であるとして、フィッティングした

結果が青破線（Fig.1.Fig.2.中の右図）である。この

モデルにより負性抵抗のない（光増幅が起きな

い）素子では実験結果をよく再現する結果を得た。

一方、負性抵抗有りの素子では光増幅を考慮す

る必要があると思われる。すなわち、これらの結

果は実験に用いた素子の温度依存性は単なる温

度ではなく、温度差に起因した赤外輻射で動作し

ている可能性を示している。加えてサーミスタと比

較し大きな温度依存性を持ち、高感度であること

が分かった 
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シンポジウム 

MOSLMへの応用に向けた SiC磁気光学デバイスの開発 

Development of a magneto-optical device using a SiC crystal for application to MOSLM 

○門脇 拓也，川添 忠， 大津 元一 1(日亜化学工業，1ドレスト光子研究起点) 

Takuya Kadowaki, Tadashi Kawazoe, AMotoichi Ohtsu (Nichia Corp., A Research Origin for Dressed Photon) 

1. はじめに 

光情報処理技術の著しい進展に伴って, これ

までに比べさらに性能の高い光デバイスの実現

が熱望されている. その中でも磁気光学効果を

使った代表的な光デバイスとして, 磁気光学空

間光変調器(MOSLM)や光アイソレータがある

[1]. このようなデバイスには一般的に

Y3Fe5O12(YIG)等の強磁性材料が使われるが, 可

視域では大きな吸収が問題となる. また, 可視

域で透明な Tb3Ga5O12(TGG)等が透明磁性材料と

してあるが, これは磁気光学特性が小さいとい

う問題がある[1]. このため依然として, 可視領

域で吸収が低く, なおかつ磁気光学特性が高い

材料は存在しない. 

一方で我々は, Al 原子をイオン注入した間接

遷移型半導体の SiC 単結晶を使い, 可視域で動

作する新規の磁気光学デバイスとして偏光制御

素子を作製した[2]. この素子は, ドレスト光子

(DP)と呼ばれるナノ寸法領域での光子・電子の

結合状態により磁場との相互作用が顕著になる

ことで誘起される磁気光学効果によって動作す

る. また, 外部コイルによる巨大な磁場や外付

けのバルク磁石を必要とせず, 素子表面のリン

グ電極に発生する mT オーダーの小さな磁場で

動作する. 測定結果から, SiC素子は, 既存の材

料と比較して巨大な磁気光学効果を示した. そ

の Verdet 定数は, 入射光波長 450 nm において

9.51×104 rad/T.mであった.  

本発表では, その基本原理とともに, 作製方

法および特性評価について報告する. また, 偏

光回転のメカニズム解明に向けて SQUID 装置

で評価した SiC 結晶の磁化特性についても報告

する.  

 

 

2. 素子作製 

今回使用した SiC基板の構造を Fig.1(a)に示す. 

4H-SiC基板の(0001)面にドーパントとしてAl原

子をイオン注入し, P型とした. この SiC 基板の

(0001)面に対して, Fig.1(b)の光学顕微鏡写真に

示すようなリング状の電極(外径 1.1 mm, 帯幅

0.1 mm)を形成し, 3 mm 角にダイシングし, 実

装した. 作製した SiC デバイスを偏光制御素子

として機能させるためにはSiC結晶中にDPが効

率よく生成されることが必要であるが, これは

DP アニールと呼ばれる特殊なアニールプロセ

スによって実現する. これは, 間接遷移半導体

などの結晶に対して, 結晶のバンドギャップよ

り小さいエネルギーの光を照射しながら, 結晶

のpnホモ接合に順方向電流を印加することで発

生するジュール熱を利用したアニール手法であ

る. 今回, 作製したデバイスの p層表面に対して

波長405 nmパワー20 mWのレーザー光を照射し

つつ, 両電極間に順方向電圧 19 V (22 mA/mm2)

を印加してジュール熱による加熱を行った. こ

れにより, SiC 結晶中の Al ドーパントは拡散お

よび再配置し DP が高効率で生成するための特

殊なドーパント分布を形成した. DPアニールに

よる実験および理論的な考察については, 著者

らのグループによる先行研究を参考にされたい

[3,4]. 

 

 
Fig.1 4H-SiC 結晶を使った SiC 偏光制御素子の構造. 

(a)断面プロファイル. (b)顕微鏡写真. 

 

 

3. 磁気光学特性の評価 

この素子を動作させるときは, Fig.2(a)に示す

リング状の電極のみに電流を流して磁場を発生

させる. この磁場を使うので, ここでは従来の

磁気光学効果に基づいた偏光制御素子にとって

必須であった外部コイルや外付けのバルク磁石

は不要となる. 

作製した素子を Fig.2(b)に示す一般的なクロ

スニコルの偏光実験の測定系で評価した. デバ

イス表面のリング型電極の中心に波長 450 nmの

直線偏光を入射し, リング型電極に電流を印加

したときの, 透過光の強度変化を測定した. 

Fig.2(c)にピーク電流が 600 mA の三角波電流を

注入したときの透過光強度の時間変化の測定値

を示す. 図中のインセットにスクリーンに集光

して投影した透過光像を示す. 電流注入時のク

ロスニコル透過光の明るいスポットから偏光回

転が確認された. グラフは三角波電流値の変換
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シンポジウム 

に追随して透過光の強度が変化しているが, こ

の結果から透過光の偏光の回転角の値を定量的

に評価することができる. Fig.2(d)に磁束密度に

対する偏光回転角の値の評価結果を示す. ここ

で, 光透過位置での磁束密度のデバイス面と垂

直方向成分 B⊥の値は, リング電極を流れる電流

値からビオサバールの法則を用いて換算すると, 

電流 1 Aあたり 1.1 mTであった. 一方, 測定値

に当てはめた直線の傾きから, B⊥1 mTあたりの

偏光回転角は, 1.09×10-1 rad であった. これら

の値を用いて, 偏光回転の指標である Verdet 定

数を求めると, 9.51×104 rad/T.m であった. この

値は, 可視域の光アイソレータの材料として使

われる TGG, CeF3, PrF3 の Verdet 定数 (102 

rad/T.m)の約 100倍の高い値である[1]. 

 

 
Fig.2 偏光回転特性を評価するための光強度変化の測

定. (a)素子動作時の模式図. (b)測定系. (c)三角波電

流(I)を注入したときの透過光強度(VPD)の時間変化. 

インセットは, 透過光をスクリーンに集光して投影

した透過光像である. (d)磁束密度(B⊥)に対する偏光

回転角の変化. 

 

 

4. 磁化特性の評価 

次に, 間接遷移半導体である SiC 単結晶が偏

光を回転させるメカニズムを解明するために, 

DPアニール後の単結晶 SiC(寸法 5 mm×5 mm×

0.3 mm：sample 1)の磁化特性を SQUID装置で測

定した. SQUID 測定の条件は, 印加磁束密度±

10 kOe, 測定温度は 300 K である. また, 比較

のためにAl原子をドープしない SiC結晶(sample 

2), Al 原子をドープした SiC 結晶（ただし DP

アニール前）(sample 3)の磁化特性も評価した. 

−10 kOe≦H≦10 kOeの範囲で磁場 Hを印加して

単位質量あたりの磁化 M(emu/g)を測定した結果, 

M∝−Hなる比例関係, すなわち反磁性特性がみ

られたが, これは勿論 SiC 単結晶は半導体だか

らである. より詳しく調べるため, SiC の反磁性

成分を差し引いた結果を Fig.3に示す. sample 2

の値に比べ sample 3の磁化の値が著しく大きく, 

ヒステリシス特性および保持力が発現している

(Fig.3 inset)のは, Al 原子をドープすることで強

磁性特性が発現したことを意味する. さらに, 

sample 1では sample 3に比べ飽和磁化が約 2倍に

増加している. これがDPアニールによって作製

したデバイスが大きな磁気光学効果を誘起し, 

透過光の偏光回転を引き起こした根拠である. 

 

 
Fig.3 室温における M-Hカーブ. ここで, M は単位質

量あたりの磁化, Hは磁場を示す. 

 

 

5. まとめと今後の展望 

Al 原子をイオン注入した間接遷移型半導体の

SiC 単結晶を使い, 可視域で動作する透過型の

偏光制御素子の作製, および特性評価について

述べた. 製作にはDPアニールと呼ばれる新しい

方法を用いた. この素子は外部コイルによる巨

大な磁場や外付けのバルク磁石を必要とせず, 

素子表面のリング電極に発生する mT オーダー

の小さな磁場で動作する. 作製した素子は可視

域での既存材料と比較して 100 倍高い値を示し

た. また, DP アニールを施した結果, SiC 結晶

に磁化特性が発現したことが SQUID 測定によ

り確認された. 

今後の展望として, これらの特性を活かし, 

SiC 結晶を使った磁気光学効果による新しい空

間光変調器(MOSLM)への応用を検討している. 

一般的な SLM は材料に液晶が使われているが, 

動作速度, 光損傷などに課題がある. 今回開発

した SiC 素子を使うことで, 小型, 高速かつ堅

固な新しい SLMへの応用展開が期待できる. 
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Abstract: Maze-solving by natural phenomena is a symbolic result of the autonomous optimization
induced by a natural system. We present a method for finding the shortest path on a maze consisting
of a bipartite graph using a discrete-time quantum walk, which is a toy model of many kinds of
quantum systems. By evolving the amplitude distribution according to the quantum walk on a kind
of network with sinks, which is the exit of the amplitude, the amplitude distribution remains eternally
on the paths between two self-loops indicating the start and the goal of the maze. We performed a
numerical analysis of some simple cases and found that the shortest paths were detected by the chain
of the maximum trapped densities in most cases of bipartite graphs. The counterintuitive dependence
of the convergence steps on the size of the structure of the network was observed in some cases,
implying that the asymmetry of the network accelerates or decelerates the convergence process. The
relation between the amplitude remaining and distance of the path is also discussed briefly.

Keywords: discrete-time quantum walk; scattering quantum random walk; Grover walk; pathfinding;
network

1. Introduction

Maze-solving methods are important because they have practical applications and
provide insight into the invisible intelligence that underlies them. Maze-solving problems
can be regarded as a subset of the shortest path problem [1], which is a practical problem in
daily life. To solve the maze problem, a maze can be expressed as a network and then solved
by an algorithm, such as the depth-first search or the breadth-first search algorithm [2].
There are also maze-solving methods that exploit natural phenomena.

Such methods have been studied experimentally using the Belousov–Zhabotinsky re-
action mixtures [3], amoeboid organisms [4], gas discharge [5], and photons in a waveguide
array [6]. In these experiments, the result of maze-solving has a symbolic aspect in that
it represents the autonomous optimization of the natural system. In this way, the pursuit
and modeling of the optimization process in maze solving by a natural phenomenon, can
provide a path to a deeper understanding of that phenomenon.

The quantum walk model, which has been studied as a quantum counterpart of
random walk, has been applied to describe various transportation phenomena in nature [7].
It was first studied as the time-evolution of probability distribution, mainly on a one-
dimensional network. In the discrete-time quantum walk (DTQW) model, each node has
a state vector of complex amplitudes whose dimension corresponds to the number of
neighboring nodes. Each evolution is composed of a coin operation and a shift operation;
after multiplying the unitary matrix (coin operation), the complex amplitude is transferred
into an element of the state vector of a neighboring node (shift operation). By considering
time-dependent or site-dependent unitary matrices, the quantum walk can express many
kinds of transport dynamics.
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The study of quantum walks was extended to arbitrarily connected networks from
an early stage [8] because the quantum search on graphs by quantum walks was pro-
posed [9–11] as an alternative to Grover’s search algorithm [12]. When dealing with
discrete-time quantum walks on an arbitrarily connected network, the concept of scattering
quantum walks (SQWs) can simplify the model [13].

In an SQW, the state vectors are placed on the edges rather than the nodes. The
dimension of each state vector is two: this corresponds to the two directions of an edge
between two nodes. Moreover, each node has a scattering matrix that corresponds to the
unitary matrix in the coin operation. The time evolution is composed of an intrusion in
the node, the multiplication of the scattering matrix, and an escape from the node. The
dynamics of an SQW are equivalent to those of a DTQW except for the location of the
state vectors.

Recently, the concepts of consecutive injection and corresponding emission into and
from the system were incorporated into quantum walks on arbitrarily connected net-
works [14,15]. For quantum walks on a network with entrances and/or exits, the steady-
state [14], trapped-state [15], analogy to an electrical circuit [16], and relationship to the
dressed photon phenomenon [17] have been discussed. In particular, the emergence of a
trapped state between two self-loops on a network with an exit sink [15] directly motivated
the present study, which applies this concept to maze-solving.

Maze-solving using quantum walks has been studied by Hillery, Koch, and Reitzner
on an N-tree maze [18] and a chain of stars [19,20]. Their works are the extension of their
studies on quantum search and finding structural anomalies in networks [21–27]. They
characterized the start and goal nodes in the maze by reflection with phase inversion,
which can be regarded as a pair of structural anomalies.

In this paper, we numerically examine a maze-solving method that uses a quantum
walk on a network. The presented method is an application of the emergence of a trapped
eigenstate on a network with sinks, and it provides an alternative to previously reported
methods [18–20]. Although the mathematical foundation of this method was given by
Konno, Segawa, and Štefaňák [28], the results presented here are non-trivial because
the interaction among multiple trapped eigenstates and the initial condition is generally
difficult to characterize as of now.

We show the effectiveness of the method for some examples of the maze with and
without cycles and also show the undesirable cases for which this method does not work.
The dependence of the number of steps for convergence (convergence steps) on the size
of the network structure was also investigated and found to be counterintuitive in certain
cases. We also make a tentative discussion about the amount of amplitude remaining on a
path and its relative amount among the multiple paths from the numerical results.

2. Model and Method

In this study, the maze is composed of nodes and edges that connect pairs of nodes.
The number of nodes is finite, but pairs of nodes can be connected arbitrarily without limit.
The distance between two nodes is given by the smallest number of edges connecting them.
Therefore, only distances expressed in positive integers are considered. The start and goal
can be placed at any node in the network, even at nodes that are not dead ends. To run
the quantum walk, scattering matrices and state vectors are placed on nodes and edges,
respectively, as in previous studies on SQWs [13].

The state vectors consist of two complex amplitudes, which express the two directions
of the quantum walkers on the edges. As in quantum mechanics, the density of the walkers
on an edge is given by the square of the complex amplitude. At each evolution of time,
the vector of the incoming component is multiplied by the scattering matrix, generating
the vector of the outgoing component. The scattering matrix of the d-dimensional unitary
matrix is placed at each node, where d is the number of edges connected to that node.
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Specifically, we use the scattering matrix of the Grover walk, which, in concrete form, is
given by 

b1
b2
b3
...

bd

 =


2
d − 1 2

d
2
d · · · 2

d
2
d

2
d − 1 2

d · · · 2
d

2
d

2
d

2
d − 1 · · · 2

d
...

...
...

. . .
...

2
d

2
d

2
d · · · 2

d − 1




a1
a2
a3
...

ad
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where ai is the incoming complex amplitude from the i-th edge, and bi is the outgoing
complex amplitude to the i-th edge. An example with d = 3 is given in Figure 1a.

To implement maze-solving, two self-loops and a sink are introduced, and the con-
ceptual diagram is shown in Figure 1b. Self-loops are the same as edges except that they
are only attached to a single node. As a result, a self-loop has a one-dimensional state
vector, where the outgoing amplitude from the node becomes the next incoming amplitude
without being modified. For this method, one self-loop is attached to the start node, and the
other is attached to the goal node to which a sink node is also attached. The sink node
has only one edge, which is connected to the goal node, and its scattering matrix is a zero
matrix. The sink serves as the exit from the network for complex amplitudes.

0

(a)

1

d = 3

0

2
1

d
-

2

d
2

d

(b)

Start

Self 

loop
Maze

Goal

Self 

loop

Sink

Figure 1. Conceptual schematics of the numerical model. (a) Example of the time-evolution for a
node with three edges injected with the amplitude 1 from one edge. (b) Setup of the start and goal
with self-loops and a sink. The colors of the start (yellow), the goal (green), and the sink (blue) are
unified in all the examples given later.

The initial amplitude “1” is placed at the self-loop of the start node. To discover the
correct path, the initial amplitude should be placed on the path between the start and goal,
and it should be kept at a distance from the sink node. In this method, placing the localized
amplitude at the self-loop of the start node is the best initial condition for solving the maze
correctly without requiring any prior knowledge of the structure of the maze. Finally, note
that all the amplitudes in the system are denoted by the real numbers even though the
quantum walks are defined using complex amplitudes.

Maze solving was studied for simple structures only because of the large amount of
computational time involved by the current code (by the current code on our standard
personal computer, the calculation of 105 steps took several hours because of unoptimized
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function–call overhead). For the maze without a cycle, a tree-like structure and a single line
with branches were investigated. For the maze with a cycle, independent multiple paths
and a ladder-like structure were investigated.

Two undesirable cases, namely, a maze with odd cycles and a maze showing eternal
vibration are also investigated. For each kind of structure, the dependence of convergence
steps on the size of the structure was investigated. The convergence was judged by
the stability of the second decimal place for all the amplitudes in the network, and the
convergence steps were expressed with an accuracy of one (or two) significant digits.

For discussion regarding the amount of amplitude remaining, about five digits after
the decimal point were considered. The numerical error estimated from the squared sum
of the amplitudes was of nearly the same order as the double-precision real number error
computed using code written in Python. The source code is available in the repository [29].

3. Results
3.1. Tree-Like Structure

We first examine maze-solving for the tree-like structures. This structure has no cycles,
and there is only one path from the start to the goal. Figure 2a–c show the results of
the amplitude distribution and the number of steps after convergence for the tree-like
structures of 2N leaves for N = 1, 2, and 3. From the results, we observed that only the
shortest path emerges as a chain of the eternally remaining densities, whereas the densities
on the dead ends vanish during the evolution. The number of convergence steps seems
to increase by digits according to the increase of N in these cases. The case of N = 4 was
also examined. However, the distribution did not converge even after 106 steps that took
three days.

Figure 2d shows the time profiles of the densities on selected edges, where the label
0–3, for example, denotes the edge between nodes 0 and 3. The densities fluctuate strongly
at first and then converge to zero or to positive values. The speed of convergence varies
according to the position of the edge; the greater the distance to the sink node is, the slower
the speed of convergence.

To consider the influence of the extra branching at dead ends on the convergence
steps, the cases of decreased and increased extra branching based on Figure 2c were
examined. For the case with decreased branching as shown in Figure 2e, the convergence
steps decreased, which was an intuitive result. However, the decrease in convergence
steps was more for the case with increased extra branching as shown in Figure 2f. This
counterintuitive dependence is difficult to explain for the present. However, it can be
suggested that the extent of asymmetry in the network accelerated the convergence.

For the cases of Figures 2c,e,f, the absolute values of the converged amplitudes on the
correct paths, including self-loops, were all 0.08. That value seems to have been determined
by the distance between the start and the goal nodes for the case of the network without
cycles. Table 1 lists the relation between the distance between the start and the goal and
the absolute value of the amplitude remaining on an edge for each case. Edges indicates
the number of edges on a path including self-loops. (Edges = 2 × Distance + 2).

A rational expression approximating the amount of amplitude was attached for each
case. For these cases, the amplitudes can be expressed by the inverse of the number of
edges included in the path. Namely, the sum of amplitudes along the path is “1.0” for all
the cases. However, note that the “1.0” does not indicate all the amplitudes injected into
the system because that is not the square sum of the amplitudes.
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Figure 2. The results of maze-solving for the tree-like structure with 2N leaves. (a) Amplitude
distribution and the number of steps after convergence for N = 1. (b) Amplitude distribution and the
number of steps after convergence for N = 2. (c) Amplitude distribution and the number of steps
after convergence for N = 3. (d) Time profiles of the densities on selected edges for N = 3. The inset
focuses on the vibrational behavior of each profile. (e) Amplitude distribution and the number of
steps after convergence for the case where the branches were eliminated from the dead ends in (c).
(f) Amplitude distribution and the number of steps after convergence for the case where the branches
were added to the dead ends in (c).

Table 1. The relation between the distance and remaining amplitude for Figure 2 (The distance
between the start and goal on the correct path, the number of edges in the path, the amplitude
remaining on an edge on the path, and an approximate rational expression of the amplitude).

Figure Distance Edges Amplitude Rational Expression

Figure 2a 1 4 0.25000 1/4
Figure 2b 3 8 0.12500 1/8
Figure 2c 5 12 0.08333 1/12
Figure 2e 5 12 0.08333 1/12
Figure 2f 5 12 0.08333 1/12
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3.2. A Line with Branches

To investigate the dependence of the convergence steps on the placement of the
branches, the maze-solving for various patterns of a line with shallow dead ends was
examined. Figure 3a shows the result for a simple line constructed based on the correct
path of Figure 2c. The number of convergence steps decreased by two orders of magnitude
from the case shown in Figure 2c. Figure 3b shows the result for a line with four shallow
dead-ends. Nearly the same result as Figure 2e was obtained, as the difference between
them was only the length of the dead ends.
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Figure 3. The results of maze-solving for a line with various placements of shallow dead ends.
(a) Amplitude distribution and the number of steps after convergence for a single line of five edges.
(b) Amplitude distribution and the number of steps after convergence for a line with four shallow
dead ends. (c) The structures and the numbers of steps of convergence for a line with a single shallow
dead-end at four positions. (d) The structures and the numbers of steps of convergence for a line with
two shallow dead-ends at three patterns. (e) The structures and the numbers of steps of convergence
for a line with three shallow dead-ends at four patterns.

Figure 3c–e shows the results for patterns of placement of one to three dead ends,
respectively. The distribution of the amplitudes is omitted, but ±0.08, which is the same as
Figures 2c,e,f, is on the correct path, and 0.00 is on the dead-end edges in all cases. The
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convergence steps varied not only by the number of dead ends but also by the positions. As
the trend shows, the convergence steps became larger with increasing dead ends; however,
exceptions were observed depending on the positions of the dead ends. The convergence
steps became larger for the case where dead ends were attached closed to the goal node.
This seems counterintuitive considering the quick convergence near the sink, which was
observed in Figure 2d.

The number of convergence steps for the case of Figure 3e was much larger than
for Figure 3b or Figure 2c. For these cases, the asymmetry significantly decelerated the
convergence speed, which is in contrast to the acceleration due to asymmetry observed in
Figure 2e,f. A maze without cycles can be solved by this method; however, the dependence
of the convergence steps on the network structure is difficult to predict intuitively.

3.3. Independent Multiple Paths

Next, we examined maze-solving on multiple independent paths of different lengths.
This structure includes cycles, which makes maze-solving difficult even in classical schemes.
Figure 4a–c,e,f shows the numerical results for the networks with M paths, where the length
of the Mth path is 2M. After convergence, in all the examples shown here, the densities
remain on all the paths between the start and the goal; however, the maximum densities
are only observed on the shortest path, while smaller densities are observed farther from
the shortest path. By regarding the path of the maximum densities as the correct path,
the maze-solving was successful for these examples.

Figure 4d shows the time profiles of the edges on each path. The speed of convergence
was higher than in the case of other structures of a similar scale. The reason for this
is unclear, but a lack of branching on the paths may be responsible for the high speed.
Among the three paths, the speeds of convergence did not differ significantly, and they did
not depend on the distance from the sink unlike in the tree-like structure. In general, the
convergence steps increased by the addition of other paths. However, a counter-intuitive
decrease of the convergence steps was observed in Figure 4e,f.

The absolute values of amplitudes, after convergence, decrease as the length of the
path becomes longer; however, they are not constant for the length of paths because a
slight decrease was observed by additional paths. Table 2 lists the relation between the
distances of paths and amplitude remaining on an edge. For Figure 4a, the amplitude is the
inverse of the number of edges included in the path, which is the same as given in Table 1.
However, the rule looks broken in the case of multiple paths.

Table 2. The relation between the distance and remaining amplitude for Figure 4 (The waypoint
of a path, the distance between the start and goal on the path, the number of edges in the path,
the amplitude remaining on an edge on the path, and an approximate rational expression of the
amplitude. Only the relative ratios are shown for Figure 4f because an appropriate rational number
was not found).

Figure Waypoint Distance Edges Amplitude Rational Expression

Figure 4a Node 1 2 6 0.16667 1/6
Figure 4b Node 2 2 6 0.14286 2/14

Node 3 4 10 0.07143 1/14
Figure 4c Node 4 2 6 0.13043 3/23

Node 5 4 10 0.06522 (3/2)×(1/23)
Node 6 6 14 0.04348 1/23

Figure 4e Node 7 2 6 0.01245 6/49
Node 8 4 10 0.06122 (3/2)×(2/49)
Node 9 6 14 0.04082 2/49

Node 10 8 18 0.03061 (3/4)×(2/49)
Figure 4f Node 11 2 6 0.11673 5×(F)

Node 12 4 10 0.05837 (5/2)×(F)
Node 13 6 14 0.03891 (5/3)×(F)
Node 14 8 18 0.02918 (5/4)×(F)
Node 15 10 22 0.02335 (F)
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Figure 4. The results of maze-solving for the structures with multiple independent M paths from
the start to the goal. The length of Mth path is 2M. (a) Amplitude distribution and the number
of steps after convergence for M = 1. (b) Amplitude distribution and the number of steps after
convergence for M = 2. (c) Amplitude distribution and the number of steps after convergence for
M = 3. (d) Time profiles of the densities on selected edges for M = 3. (e) Amplitude distribution and
the number of steps after convergence for M = 4. (f) Amplitude distribution and the number of steps
after convergence for M = 5.

Most of the amplitudes were assigned rational expressions; however, the rule deter-
mining the absolute value (or a positive integer of the denominator) is not clear. However,
the relative amounts of amplitudes among paths in each case were found to be in inverse
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proportion to the distance between the start and goal exactly for these cases. The relative
amounts of amplitude were determined not by the number of edges but by the distances.

3.4. Ladder-Like Structure

As in other small examples of mazes with cycles, the ladder-like structures with
L paths were examined. The difference from the previous subsection is that the edges
are shared among the different paths. Figure 5a,b,d shows the results of L = 1, 3, and 4,
respectively. For the cases shown here, the shortest paths are indicated by the chain of
maximum densities, while smaller densities are observed farther from the shortest path,
meaning that the maze-solving was successful. The absolute values of amplitude after
convergence seem to correspond to the distance of each path by considering Figures 5b,d.
However, this is not the case in Figure 5a.

For the cases of L = 2 and 5, undesirable eternal vibrations were observed and maze-
solving could not work, which will be discussed in a later subsection. For the case of L = 6,
the convergence was difficult to realize owing to the limitation of the computational times.
However, it was not an eternal vibration judging from the actual calculations.

Figure 5c shows the time profiles of the edges in each path of Figure 5b. For the three
paths, the speeds of convergence did not differ significantly, and they did not depend
on the distance from the sink unlike what was observed in the tree-like structure. The
convergence is faster than for the tree-like structure but slower than for the independent
multiple paths. The number of convergence steps in Figure 5d is smaller than that in
Figure 5b, exhibiting the difficulty faced in predicting the convergence speed from the
structure of the maze.

Table 3 lists the relation between the distances of paths and amplitude remaining
on an edge in Figure 5. The amplitudes can be expressed by rational numbers; however,
the meanings of the denominator numbers are not clear as in Figure 4. The absolute values
of the amplitudes in Figure 5 are generally smaller than those of the same scale case in
Figure 4.

The ratio among the paths seems to have meaning; however, the reason has not
been determined except for the relation between the longest and second-longest paths.
The relative ratio of the longest path and the second-longest path is thought to be in inverse
proportion to the ratio of the length of the non-shared part of each path. This hypothesis is
complemented in the next subsection.

Table 3. The relation between the distance and remaining amplitude for Figure 5 (The waypoint
of a path, the distance between the start and goal on the path, the number of edges in the path,
the amplitude remaining on an edge on the path, and an approximate rational expression of the
amplitude).

Figure Waypoint Distance Edges Amplitude Rational Expression

Figure 5a Node 2 4 10 0.10000 1/10
Figure 5b Node 4 4 10 0.0735 5/68

Node 5 6 (= 4 + 2) 14 0.0294 2/68
Node 6 8 (= 4 + 4) 18 0.0147 1/68

Figure 5d Node 5 4 10 0.07303 13/178
Node 6 6 14 0.02809 5/178
Node 7 8 (= 6 + 2) 18 0.01124 2/178
Node 8 10 (= 6 + 4) 22 0.00562 1/178
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Figure 5. The results of maze-solving for the ladder-like structures with L paths from the start to the
goal. (a) Amplitude distribution and the number of steps after convergence for L = 1. (b) Amplitude
distribution and the number of steps after convergence for L = 3. (c) Time profiles of the densities
on selected edges for L = 3. (d) Amplitude distribution and the number of steps after convergence
for L = 4.

3.5. Small Maze

To demonstrate slightly complicated cases, solutions of small mazes by the method
are presented. The maze includes some dead ends and two paths to the goal as shown in
Figure 6a. As in the other related cases shown above, the maximum density remains on the
shortest path, and the densities of the dead-end paths vanish. The maze-solving worked
correctly for a small maze with both dead-ends and cycles.

Figure 6b shows the time profiles of the densities on selected edges. The convergence
speeds were not so different from each other, as in the case of ladder-like structures.

The result of another maze that is slightly modified from Figure 6a is shown in
Figure 6c. The convergence step was 22,000 for this example; however, a drastic increase of
convergence steps was often observed by another slight modification of the structure. It
might be in rare cases that the complex maze could be solved in a permissible computa-
tional time.

Table 4 lists the relations between the distances of paths and amplitude remaining
on an edge in Figure 6. The hypothesis that the relative ratio of the longest path and the
second-longest path is in inverse proportion to the ratio of the distances of the non-shared
part of each path was also confirmed for these cases.
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Figure 6. The results of maze-solving for small mazes with dead ends and two paths to the goal.
(a) Amplitude distribution and the number of steps after convergence for a maze. (b) Time profiles
of the densities on selected edges for (a). (c) Amplitude distribution and the number of steps after
convergence for a slightly modified maze.

Table 4. The relation between the distance and remaining amplitude for Figure 6 (The waypoint of a
path, the distance between the start and goal on the path, the amplitude remaining on an edge on the
path, and an approximate rational expression of the amplitude).

Figure Waypoint Distance Amplitude Rational Expression

Figure 6a Node 18 9 + 3 0.0263 1/38
Node 19 9 + 5 0.0158 (3/5)×(1/38)

Figure 6c Node 13 7 + 5 0.027 1/37
Node 14 7 + 7 0.019 (5/7)×(1/37)

3.6. Undesirable Cases 1: Odd Cycle

Here, we show some examples of undesirable cases where maze-solving did not work.
First, this method cannot be applicable for a maze that includes odd cycles. Figure 7a
shows a network with a single odd cycle whose length is 5. The cycle that consists of nodes
1, 2, 5, 6, and 3 is the odd cycle. When the amplitude distribution converged, the absolute
value of the amplitude between the exit of the cycle and the goal (edges between nodes
4 and 5) became small. The correct path was not indicated by the maximum densities,
meaning that the maze-solving went wrong.
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Figure 7. The results of the attempt of maze-solving for a network that includes an odd-cycle.
(a) Amplitude distribution and the number of steps after convergence for a network with one odd
cycle. (b) Amplitude distribution and the number of steps after convergence for of a network with
two sequential odd cycles. The amplitude distribution that is nearly converged but not completely is
shown because of the limitation of the computational time.

Figure 7b shows an attempt of solving for the network with two sequential odd-cycles.
The effects of the two odd-cycles were not canceled out, and only a small amplitude reached
the goal. The solving method presented cannot apply to the network with odd-cycles.

3.7. Undesirable Cases 2: Eternal Vibration

Even though the odd cycle was not involved in the network, undesirable eternal
vibration was observed in some cases. Figure 8a shows the network of the ladder-like
structure for L = 2, which is exhibiting eternal vibration. In this case, only the edges
between nodes 5 and 6, were stabilized. The amplitudes of other edges, from the start to
the cycle, exhibit a constant vibration pattern eternally. Figure 8b shows the time profiles of
the densities of some edges. The constant amplitude vibrations seem to continue eternally
and not converge. The inset shows the details of the vibrational behavior. The same
patterns are seen to be repeating. The eternal vibration was observed only for the ladder-
like structure of L = 2 and 5.

We found that the eternal vibration was suppressed by the addition of an extra dead
end. Figure 8c shows the network in which one dead-end is attached to Figure 8a. The am-
plitude distribution converged, and the shortest path was indicated by the maximum
densities. Figure 8d shows the time profile of the density for some selected edges in
Figure 8c. The reason for the stabilization is unclear at present; however, a small perturba-
tion of the network may have a significant influence on the behavior of quantum walks.
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Figure 8. The results of the attempts of maze-solving for a structure where the eternal vibration was
observed. (a) Amplitude distribution after 20,000 steps for the ladder-like structure of L = 2. (b) Time
profiles of the densities on selected edges in (a). The inset shows the vibrational behavior in detail.
(c) Amplitude distribution and the number of steps after convergence for the network in (a) where a
dead-end is attached. (d) Time profiles of the densities on selected edges in (c).

4. Discussion

In applying the proposed method to mazes without odd cycles, we verified that the
paths between the start and goal emerge as trapped states of the quantum walk, and the
density on the shortest path was maximized autonomously. As the network without odd
cycles is regarded as a bipartite graph, we concluded that the method can be applied to
the bipartite graph except for the case where the eternal vibration emerges. The condition
for the occurrence of the eternal vibration is not clear as of now as only a few examples
were considered.

The key features of the proposed method are the self-loops at the start and the goal
and the sink node attached to the goal. In previous studies, the start and goal were marked
by reflection with phase inversion placed at the dead ends [18–20]. The correct path was
then judged by the transient profile of the probabilities. Our method partially improves
upon past works by incorporating self-loops, which can be placed anywhere in the maze,
and by determining the correct path according to the eternally remaining densities.

We now consider the remaining densities on the correct path in terms of knowledge
that has been proven mathematically. The eigenstate of the time evolution operator of the
quantum walk with sinks was constructed on the path between two-self loops [28]. This
eigenstate is called the trapped state, and it is not absorbed by the sink. In the Grover walk,
the eigenstates are constructed between two self-loops and also around the cycles [28].
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To generate a trapped state, the initial amplitude should be placed on the edge that
is to be included in the trapped state. This was the reason why the initial amplitude was
placed on the self-loop of the start node. If the initial amplitude is placed randomly at the
edge, the trapped state on the correct path does not always emerge because the initial edge
may not be included on the path between the start and the goal. Even if the initial state is
on the correct path, a trapped state may also emerge in the cyclic structure that includes
the initial edge. In this case, the shortest path may not have the maximum density. When
placing the initial amplitude on a self-loop, the initial edge is not included in any cyclic
structure in the network, and only the paths between the start and the goal emerge.

The role of the sink should also be considered. The dynamics of this type of Grover
walk can be separated into an electric current component that propagates rapidly, and a
random-walk component that propagates slowly [16]. The emergence of the trapped
state results from the electric current component; hence, to observe the trapped state,
the random-walk component must be eliminated by the sink.

Even without the mathematical knowledge above, the amplitude distribution after
convergence can be interpreted by the simple rules observed in the numerical results.
The key rule for determining amplitude distribution is that the sum of incoming/outgoing
amplitudes to/from a node must be zero, separately. This rule is mathematically and
numerically exact at all the nodes in the examples that converged. Figure 9a shows an
example of amplitude distribution around a node on the correct path in the maze.

As the sum of incoming and outgoing amplitudes should be zero separately, ampli-
tudes of plus and minus emerge alternately on the line. Figure 9b shows an example of an
amplitude distribution around a dead-end node. As only one amplitude is incoming to the
dead-end node, that should be zero to make the sum of the incoming amplitude zero. This
is why the amplitudes vanish on the path to the dead-end.

Figure 9c shows an example of amplitude distribution around a self-loop. In this case,
the amplitude on the self-loop acts as both incoming and outgoing amplitudes to keep the
sum zero for both. This is the reason why the signs of the amplitudes are the same on the
edges connected to the node involving the self-loop. These facts fit all the nodes included
in the numerical results after convergence.

The sum rule above can be used to also explain the amplitude distribution around
the even cycle and odd cycle. Figure 9d shows an example of the amplitude distribution
around an even cycle. When the large positive amplitude enters the cycle, two small
negative amplitudes are generated at the first branching node. Both amplitudes move on
the cycle by changing the sign alternately and meet again on the join node. If the cycle
is an even cycle, two small negative amplitudes make a large positive amplitude to the
outside of the cycle to keep the sum rule. For the case of an odd cycle (Figure 9e), two
amplitudes meet at the join node with different signs. To maintain the sum rule, only the
smaller amplitude, which is nearly zero, generates the output. This is the reason why the
maze, including the odd cycle, cannot be solved by this method.

The maze-solving speed of this method is clearly considerably slower than that of
other known algorithms. Although the examples were limited, the convergence steps
were difficult to predict by intuition in observing the structure of the network. At present,
the intuitive unified parameter that connects the network structure and convergence speed
has not been determined mathematically. Further analysis, considering some other aspect,
such as the symmetry of the graph, may be required.

The general reason that the maximum densities emerge on the shortest path remains
unclear at present; however, some tentative rules were observed numerically. In many
cases, the absolute values of amplitude that remained could be approximated to a rational
number composed of integers. When there is only one path to the goal, the absolute values
of amplitudes on an edge become the inverse number of the number of edges included
in the path. This is observed in Figures 2, 3, 4a and 5a. The preserved amount is not the
square of the amplitude but the absolute value of amplitude. It is the same as the sum rule
discussed above.
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When there are multiple paths to the goal and they do not share edges mutually,
the ratio of the absolute values of amplitudes is in inverse proportion to the ratio of the
distance of the paths. This is observed in Figure 4b–f. When there are two paths to the
goal and they share some edges, the ratio of the absolute values of amplitudes is in inverse
proportion to the ratio of the distance of the non-shared part of the paths. This is observed
in Figure 6a,c. When there are more than two paths to the goal and they share some edges,
the dependence of the relative amount of amplitudes on the distance is unclear; however,
certain rules clearly exist. This was seen in Figure 5b,d.

To apply the method presented for actual problems of the shortest path finding,
the lengths of all the paths should be expressed by positive integers. The odd-loops must
not be included; however, the odd-loops would be eliminated by a slight modification of
the distance in the process of discretization of the network. The eternal vibration is still the
obstacle of the path-finding problem. This should be analyzed more both mathematically
and numerically. Additionally, this method cannot involve the negative distance that is
considered in some classical algorithms.

Studying this maze-solving method may not appear to be of much use from the view-
point of computational algorithms; however, it may help to understand the mechanisms of
autonomous features that can be observed in a natural system because the quantum walk
is a toy model that can be applied to the energy transportation in quantum fields, such as
dressed photon phenomena [30].

While the emergence of the shortest path or some other optimized structure in a
natural phenomenon may seem mysterious at first glance, they may have an analogy in
maze-solving using the quantum walks. Moreover, the implicit existence of the sink node
may play an important role in such systems.
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Figure 9. Schematic for the interpretation of the amplitude distribution after convergence based on
the sum rule on each node. (a) An example of distribution around a node on the correct path in the
maze. The sums of incoming amplitudes (red arrows) and outgoing amplitudes (blue arrows) should
be zero, respectively. (b) An example of distribution around a node at a dead-end. To make the sums
of incoming/outgoing amplitudes zero, respectively, no amplitude should enter the dead-end. (c) An
example of distribution around a node with a self-loop. Amplitude on the self-loop acts as both
incoming and outgoing amplitudes. (d) An example of distribution around an even-cycle. (e) An
example of distribution around an odd-cycle.
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Abstract: Several interesting physical phenomena and industrial applications explained by the
dressed photon have been reported in recent years. These require a novel concept in an off-shell
science that deviates from the conventional optics, satisfying energy and momentum conservation
laws. In this paper, starting from an original model that captures dressed-photon characteristics
phenomenologically, the dynamics of the dressed photon in a nanomatter system and the mechanism
for extracting internal degrees of freedom of the dressed photon to an external space have been
examined by theoretical and numerical approaches. Our proposal is that basis states of the dressed
photon can be transformed to the form that reflects the spatial distribution of the dressed-photon
steady state in the system, and some of basis states with predetermined spatial distribution can relate
to the dissipation components in the external space by means of the renormalization technique. From
the results of numerical simulation, it is found that quasi-static states are regarded as the photon
with light mass or massless, and the extraction of active states strongly affects the spatial distribution
in a new steady state. The concept for extracting dressed-photon energy to an external space will
contribute to a detailed understanding of dressed-photon physics and future industrial applications.

Keywords: dressed photon; localization; dissipation; off-shell science; non-equilibrium open system;
quantum master equation; quantum density matrix; projection operator; renormalization

1. Introduction

In recent years, some novel and fundamental experimental studies have been reported
that originate from the photon localized at a nanometer scale. For example, a Si light emitter
with a nanostructure of boron dopants has been demonstrated, where Si is an indirect
semiconductor and such an optical transition is forbidden in the conventional optics [1,2].
For microfabrication techniques, size-selective and non-adiabatic photochemical reactions
(etching [3] and deposition [4]) have been observed on rough surfaces with nanostructures
and under nanometrically tapered optical fiber probes. Furthermore, a giant magneto-
optical effect using a ZnO single crystal with a nanostructure of the dopant has been
confirmed as a surprising experimental result [5]. To explain these experimental facts, it
is necessary to step into an off-shell science [6,7], which is a concept that overcomes the
conventional optics limited by energy and momentum conservation laws. The origin of
the appearance of strange optical phenomena in the off-shell region is considered to be
environmental effects of background materials, such as the electronic excitation field and
the phonon field, on the internal photon field, which is called the dressed photon. However,
it is a challenging task to build a complete theory, since this would require incorporating an
unknown contribution of infinite degrees of freedom. Thus, a simple theoretical expression
without losing the essence of the dressed photon is strongly desired.

In this paper, a phenomenological model of the dressed photon is proposed without
touching on the specific generation process of the dressed photon. At first glance, such a
model may resemble an exciton–polariton picture, but the dressed photon is considered to
be a quasi-particle bounded in a finite distance with the help of the surrounding electronic
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and phononic excitations, and the energy transfer of the dressed photon via the off-shell
region or non-resonant region is allowed. This is the difference between the dressed photon
and the exciton polariton. A numerical simulation is also demonstrated for expressing
the dressed photon dynamics, and discussing the extraction of energy from the internal
dressed-photon system to the external field.

The logical flow in this paper is summarized as follows. The spatial distribution of
the dressed photon has been decomposed into plural characteristic basis states reflecting a
certain steady state. At this time, the basis states can be distinguished into strong and weak
contributions to the system dynamics by referring to the formula for renormalizing the
weak interaction into the strong one. The weak-interacting basis states can be regarded as
quasi-particle states with a light mass that resemble a photon reservoir system. In this way,
the influence of a microscopic system on a macroscopic one can be formulated, and the
microscopic system can be controlled from the macroscopic one. It will be a clue to explain
the emergence of optical functions via the dressed photon, such as the light emission from
indirect semiconductors.

The following sections are constructed to evaluate the above concept as follows.
Section 2 describes the formulation of dressed-photon dynamics. Here, in addition to
providing the equation of motion in a non-equilibrium system, dressed-photon basis states
characterized by the spatial distribution is introduced for the subsequent discussions.
In Section 3, a method for dividing a dressed-photon system into the systems with strong
and weak contributions is proposed using the renormalization technique. Section 4 gives
an insight for connecting the dressed photon with the external free photon, based on the
method obtained up to Section 3. In addition, we will discuss how to control the dressed
photon from the external degree of freedom. Finally, Section 5 summarizes this paper.

2. Theoretical Model of a Dressed-Photon System
2.1. Quantum Master Equation

From the experimental situation for a nanophotonics system, one can understand
that the system always exists under an environment with the external photoexcitation and
the dissipation, and the balance of the input and the output is maintained. This is a non-
equilibrium open system. For describing the dressed-photon dynamics, the dressed photon
is assumed to be a carrier bounded in a nanomatter system, and a part of energy dissipates
to the external field as the free photon, where the optical coherence is disappeared. In other
words, it is a problem to analyze the internal states of the dressed photon distributed in a
non-equilibrium open system.

A nanomatter with an arbitrary shape is expressed as a collection of nodes that bind
the dressed photon, and are freely arranged inside a matter. To avoid misunderstanding,
note that the node does not mean the atomic site, but a center of mass for the dressed
photon with spatial spreading. Therefore, the nodes are not restricted by a periodic array
structure representing the translational symmetry of such an electron wave, and can set
freely. This paper is not intended to describe a rigorous structure of a matter, but rather
to represent adequately the essence of dressed-photon mediating phenomena. From this
point of view, this model is equivalent to a quantum walk on a graph. Several studies
have also been reported that suggest that dressed-photon phenomena correspond to some
stationary solution in a quantum-walk system [8,9].

The dressed photon as a carrier is assumed to be transferred among the nodes by the
hopping conduction, such that the coupling strength is expressed as a function of distance
between a target node and all the others. Figure 1 illustrates a dressed-photon system,
where a nanoscale two-dimensional taper structure and a nanomatter are expressed as
just a collection of nodes without distinguishing the two separated parts. In this system,
the dressed photon is injected from the upper part of a taper structure, released to the
external field radiatively, and returns to the input side non-radiatively. This model is a non-
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equilibrium open system. The equation of motion, that is a quantum master equation, in
such a system can be described using the quantum density operator ρ(t) as follows [10–12],

∂ρI(t)
∂t

= − i
h̄

[
H I

int + H I
exc, ρI(t)

]
+ L(nr)ρI(t) + L(r)ρI(t), (1)

where the superscript I for each operator represents the interaction picture, and the hopping
energy transfer and the coherent excitation are expressed as Hint and Hexc, respectively.
The square brackets represent the commutation relation, and L(r) and L(nr) mean the
Lindblad-type radiative and the non-radiative dissipations. The following devotes ex-
planation of each component in (1), where the superscript I for the interaction picture is
omitted to avoid the complexity of the subscript and superscript expressions. In defining
the operators that are used in this research, the basis states are assumed to be a one or
zero dressed photon. This means an assumption of the weak excitation limit. In the future,
the many-body interaction of the dressed photon, i.e., the nonlinear problem, should be
considered, and it will be reported somewhere.

Figure 1. Schematic illustration of a dressed-photon system that consists of plural arbitrarily arranged
nodes and models a taper structure of an optical fiber probe and a nanomatter. It is not necessary
to distinguish between the taper and the nanomatter, as it is regarded as just a collection of nodes.
In this system, the dressed photon is coherently excited from the upper part of the taper structure,
and transfers via the hopping conduction among nodes with the coupling strength according to the
distance. Some dressed photon dissipates out of the system as the free photon, and some returns to
the input side non-radiatively.

2.1.1. Dressed-Photon Excitation by External Field

The external excitation of the dressed photon is assumed to be given coherently from
the upper part in a taper structure in Figure 1. When the creation and annihilation operators
a†

i and ai of the dressed photon at a node i are predetermined, the excitation is expressed as

Hexc = ∑
i∈edge

h̄A(ai + a†
i ), (2)

where h̄A denotes the strength of the excitation that is related to the amplitude of the
external input field. The form of (2) is inspired by the theoretical description of the
conventional electric dipole excitation.
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2.1.2. Inter-Node Energy Transfer

The hopping energy transfer means mathematically an exchange of the dressed photon
between two different nodes, which is given by the following equation,

Hint = ∑
i 6=j

h̄V(|ri − rj|)(a†
i aj + aia†

j ), (3)

where the coupling strength h̄V(r) is assumed to have a finite interaction range for express-
ing the localization nature of the dressed photon. Readers with knowledge of quantum
theory may pay attention to a positive sign of the interaction Hamiltonian in comparison
with some known models of material systems, such as the Bose–Hubbard model and the
tight-binding model [13]. The interaction Hamiltonian is based on the theoretical derivation
of the transition probability of the electronic excitation between two nanomatters in our
published reports [14–16], where the transition probability was obtained by assuming that
the constraint of the energy and momentum conservation lows can be overcome. According
to the detailed explanation in [17], the coupling strength h̄V(r) with a finite interaction
distance and a positive sign is derived as the form so-called Yukawa potential,

V(r) =
V0e−meffr

r
, (4)

where V0 and meff are an appropriate constant and an effective mass which determines the in-
teraction range, respectively. The Yukawa function often appears to give a screening effect in
a many-body interaction system. In the case of the dressed-photon energy transfer, degrees
of freedom of an environment leads to the equivalent effect to the many-body interaction.

2.1.3. Radiative Dissipation

The Lindblad-type radiative dissipation in (1), which shows the emission of the free
photon into an external space, is given as the following equation,

L(r)ρ(t) = γ(r)

2 ∑
i,j

(
2aiρ(t)a†

j −
{

a†
i aj, ρ(t)

})
, (5)

where γ(r) represents the relaxation constant via the free photon in an external space, and
the curly brackets are the notation of the anti-commutation relation. It is worth noting
the summation of nodes labeled by the indices i and j. The relaxation involves both
allowed and forbidden transitions of the free photon depending the symmetry of the
spatial distribution of the total dressed photon excitation.

2.1.4. Non-Radiative Dissipation

As shown in Figure 1, the dressed photon is simultaneously excited and dissipated
from the input side of a nanomatter system because it is an open system. Since the actual
system of interest should be regarded as a microscopic part of an infinite system, it is
difficult to accurately model the whole picture of the matter structure that is continuously
connected from microscopic to the macroscopic systems. In our formulation, the Lindblad-
type non-radiative dissipation is assumed for simply realizing a non-equilibrium open
system. This assumption is approximately inadequate, but deep physical consideration in
this topic is beyond the scope of this paper. It is expected a theoretical model will be built
that accurately incorporates the macroscopic system hidden in the background. There are
several studies for connecting a microscopic system with a macroscopic one [18,19].

Here, the non-radiative dissipation, i.e., the third term in (1), is given qualitatively as
a similar manner in (5) as

L(nr)ρ(t) =
γ(nr)

2 ∑
i,j∈edge

(
2aiρ(t)a†

j −
{

a†
i aj, ρ(t)

})
, (6)
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where γ(nr) is the non-radiative relaxation constant of the local dressed photon that is
obviously faster than the radiative one. This is almost the same as (5), but the region with
the dissipation is limited to a part of a taper structure.

2.2. Spatial Mode Expansion

In this subsection, the basis states for expressing the spatial distribution of the
dressed photon are discussed using the quantum master equation formulated in Section 2.1.
So far, the basis states of the dressed photon are set as the dressed photon exists or
not at local nodes in a nanomatter system as an implicit understanding. In Figure 2,
a steady-state solution in the case of a two-dimensional taper structure is calculated
and mapped with the color gradation that represents the occupancy probability of the
dressed photon. Figure 2a–c denote the snapshots of the temporal evolution at the time
steps, t = 5, 50, and 5000, respectively. The simulation parameters used in these cal-
culations are written in the caption in Figure 2, and are commonly used in the fol-
lowing calculations. At each time step, the spatial distribution of the dressed photon
reflects the weight coefficient ci of the basis states in a quantum superposition state
|φ〉 = c0|0, · · · , 0〉 + c1|1, 0, · · · , 0〉 + c2|0, 1, 0, · · · , 0〉 + · · · + cN |0, · · · , 0, 1〉, where, for
example, |0, 1, 0, · · · , 0〉 represents a state in which the dressed photon exists at the node
labeled as the position 2. The temporal evolution can be interpreted as follows; in the
early stage, the dressed photon runs down as the ballistic conduction at a part of the taper
slopes, and then is reflected at a boundary of the taper tip, i.e., a spatial singular point of
the system, leading to a steady state. Finally, it is found that the dressed photon makes
spatial localization near around the tip, similar to a standing wave. In addition, there are
locations inside the taper where the occupancy probability of the dressed photon is highly
established quasi-periodically. The spatial distribution is, of course, determined depending
on the shape of a matter system, such as the size of the taper structure and the steepness of
the taper slopes. It also depends on the coupling strength h̄V(r).
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Figure 2. Temporal snapshot of the occupancy probability for the dressed photon at the time steps
(a) t = 5, (b) 50, and (c) 5000. In this calculation, the parameters are set as h̄A = 1, h̄V0 = 27.2,
meff = 0.1, γ(r) = 0.01, and γ(nr) = 10, and the matter system is assumed as a two-dimensional
taper structure which is expressed by the 47 nodes. The dressed photon initially transfers on the
taper slopes, and converges into a steady state with the spatial localization similar to a generation of
standing wave caused by a system asymmetry.

As mentioned in the Introduction, the dressed photon should be controlled in a
nanomatter system, and observed via the free photon radiated from the system. In the
following, a way to extract the characteristics of the spatial distribution of the dressed
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photon is discussed from a viewpoint of the basis transformation. Although the Fourier
transformation and/or the Bloch’s theorem, which are based on translational symmetry,
are used in the cases of the conventional optics and solid-state physics to catch the clear
description of a wave nature, they cannot be applied for the description of the dressed pho-
ton because of the spatial singularity of the matter boundary and the impurity. Therefore,
focusing on the fact that this system converges to a non-equilibrium steady state, the basis
transformation which diagonalizes the steady state is proposed. According to the obtained
basis states, there is no energy transfer between such basis states at a steady state, and the
dressed photon dynamics can be separable depending on the spatial distribution of the
basis states which strongly reflects a geometrical nature of a nanomatter.

From the steady-state solution (Figure 2c), the matrix U that diagonalizes the quan-
tum density matrix can be determined numerically and uniquely. As a result of this
transformation, (1) is rewritten as

∂ρst(t)
∂t

= − i
h̄
[Hint,st + Hexc,st, ρst(t)] + L(nr)

st ρst(t) + L(r)st ρst(t), (7)

Ost ≡ U−1OU, (8)

L(nr,r)
st ρst ≡

γ(nr,r)

2

(
2astρst(t)a†

st +
{

a†
stast, ρst(t)

})
, (9)

where the subscript “st” means the operators after the basis transformation as the quantum
density matrix being diagonalized, and O is an arbitrary operator. To decompose the
individual row of the matrix U is intuitive because the elements of a certain row are
constructed from the weight coefficients of the linear combination of the basis states in the
local-node description, and it is sorted in descending order of the occupancy probability.
The basis states can be visualized as shown in Figure 3.

n=1 n=2 n=3 n=4 n=5

n=6 n=7 n=8 n=9 n=10

n=11 n=12 n=13 n=14 n=15

n=16 n=17 n=18 n=19 n=20

n=21 n=22 n=23 n=24 n=25

n=26 n=27 n=28 n=29 n=30

Figure 3. Color map images of the basis states reconstructed from the transformation matrix U in (8).
Since the state n = 27 corresponds to the coherent excitation, there is no meaning in the state over
n = 27, and almost of those are excluded from visualization.
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From the perspective of the spatial distribution, there are several characteristic basis
states. The state of n = 27 in Figure 3 apparently corresponds to the excitation due to
the external field at an input interface, and thus, the states in the region labeled n > 27
are no longer excited in this system, and most of these are excluded from the drawing.
The states n = 14, 16, and 24 have quasi-periodic spatial structures that resemble standing
waves in a waveguide. In the states of n = 8 and 12, the dressed photon occupies the taper
slopes. Several basis states of n ≤ 9 show localization of the dressed photon at a taper tip;
therefore, it is predicted that these states couple strongly with each other.

The dynamics of the quantum density matrix for the transformed basis states (Figure 3)
can be recalculated numerically. In Figure 4, the density matrix elements are depicted as
the color map images, where the time steps are similarly set as t = 5, 50, and 5000, and the
colors represent absolute values of the density matrix elements. In an early stage of a
time evolution, the occupancy probability (diagonal elements) concentrates in the basis
states with a localization nature (n ≤ 7), and the off-diagonal elements which represent
the transition probability between the different basis states also change actively. After
some time, the central area of the color map becomes active, in which there are a few
characteristic basis states with high occupancy probability. In the final stage, the system
goes to the steady state that consists only of the diagonal matrix elements. The following
two points from this basis transformation approach are noticeable. One is that the basis
states labeled by n > 27 are not excited and negligible, and this contributes to decrease
the numerical calculation volume and the calculation time. The other is that there are
components growing slowly and unidirectionally without exchange of energies among the
other basis states. These are reminiscent of the dissipation process for the free photon.

(a) (b) (c)

0.01

0.10

0.20

0.29

0.39

Figure 4. Color map images of the quantum density matrices at the time steps of (a) t = 5, (b) 50,
and (c) 5000, respectively. The occupancy probability and the transition matrices of the dressed
photon are represented as the diagonal and off-diagonal matrix elements, respectively. All simulation
parameters are the same in Figure 2. Meanwhile, in the early state, the dressed photon concentrates
in the states with a localization nature and goes and returns aggressively among themselves; the
basis states with the intermediate spatial size show slightly calm movement, which is reminiscent of
the radiative dissipation to the external field of the free photon.

3. Renormalization of Quasi-Static Basis States

In the previous section, novel basis states inspired by a non-equilibrium steady state
are proposed to capture the spatial property that distinguishes the dressed-photon dy-
namics, and the temporal evolution of the dressed photon is visualized numerically in a
space of the quantum density matrix. This seems to suggest the distinction between the
matter-like and the free photon-like properties of the dressed photon. Based on this insight,
this section is devoted to discussing a way to focus the principal modes of the dressed
photon with a localization nature.

First, let us pay attention to the coupling strength between the unitary transformed
basis states that can be observed in the interaction Hamiltonian, Hint,st. The interaction
Hamiltonian before and after the basis transformation is visualized as the color map im-
ages in Figure 5. In the case before the transformation, a quasi-periodic structure appears
depending on the lattice structure of the nodes as illustrated in Figure 1. The unitary
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transformation drastically changes the appearance, which is shown in Figure 5b. The effec-
tive transition among the basis states restricts in the several basis states, and many basis
states stay in their own modes that are described as the diagonal matrix elements, which
represent the energy shift in the system dynamics. In the following, the projection operator
method is applied to extract the principal basis states with a localization nature of the
dressed photon, and to eliminate the basis states with the weak contribution.

(a)

0

0.09

0.19

0.28

0.37

0.46

(b)

0.1

0.4

0.9

1.3

1.8

2.1

Figure 5. Color map images of matrix elements of the interaction Hamiltonian Hint, which is given
in (3). (a) The matrix before the unitary transformation has a quasi-periodic structure reflected by
the range-dependent coupling strength among a certain node and nearly arranged ones, and all
matrix elements in the diagonal part are zero. (b) The matrix after the unitary transformation shows
characteristic structure. There are two distinct areas divided at n = 27, which corresponds to the
mode of the dressed-photon excitation. In the base n ≤ 27, the diagonal matrix elements have large
values, i.e., staying in their own modes, and it is found that several basis states dominantly contribute
to the dressed-photon dynamics via off-diagonal matrix elements.

3.1. Projection Operator Method

The projection operator method is a mathematical technique that divides the entire
system into a target space (P) and a complementary space (Q), and inserts the influence of
the complementary space into the target space [14,20]. A state vector of the entire system
|ψst〉 is divided into the two sub-spaces using the projection operators,

|ψP
st〉 = P|ψst〉, (10a)

|ψQ
st 〉 = Q|ψst〉, (10b)

where the projection operators P and Q satisfy the following relations,

P + Q = 1, (11a)

P2 = P, (11b)

Q2 = Q. (11c)

Using the Schrödinger equation,

Hexc,st|ψst〉 = ∆E|ψst〉, (12)

the state vector in the Q-space can be expressed as the sum of the contributions from the
state vector in the P-space, i.e.,

|ψQ
st 〉 =

∞

∑
n=1

(
∆E−1QHint,st

)n
|ψP

st〉 ≈ ∆E−1QHint,st|ψP
st〉. (13)

In (12), ∆E corresponds to the energy shift of the basis states unitary transformed from
the basis states expressed by the local nodes. It should be noted that the contribution
of the radiative and non-radiative dissipations, and the excitation of the dressed photon
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are ignored in (12) and (13) because the dissipation and the excitation originate from the
interaction with the external field, but it is qualitatively negligible by assuming that only
the hopping conduction of the dressed photon contributes to the transition between the P
and the Q-spaces. In the last part of (13), the first-order perturbation is applied by assuming
that the basis states in the Q-space weakly affect the P-space dynamics.

3.2. Modified Quantum Master Equation

Applying the approximate expression given in Section 3.1, the equation of motion for
the quantum density operator can be transformed in the P-space representation, where the
influence of the Q-space is renormalized into the original interaction Hamiltonian, and
the creation and annihilation operators in the dissipation terms. Omitting the redundant
mathematical transformations, the quantum master equation is modified as follows,

∂ρst(t)
∂t

≈ ∂ρP
st(t)
∂t

= − i
h̄
[HP′

int,st + HP
ext,st, ρP

st(t)] + L
(nr)′
st ρP

st(t) + L
(r)′
st ρP

st(t), (14)

where the quantum density matrix operator in the P-space is ρP
st(t) = Pρst(t)P, and the

modified interaction Hamiltonian reads

HP′
int,st ≡ PHint,stP + ∑

m∈Q

PHint,st|φQ
m〉〈φQ

m |Hint,stP

〈φQ
m |Hint,st|φQ

m〉
. (15)

In (15), the operator Q is rewritten by the intermediate states |φQ
m〉 for clear understanding,

i.e.,
Q = ∑

m∈Q
|φQ

m〉〈φQ
m |, (16)

where the summation is applied to the artificially selected basis states in the Q-space.
(15) means that the interaction Hamiltonian with the coherent dynamics is corrected by the
transition between the basis states in the Q- and the P-spaces.

The dissipation terms in (5) and (6) are similarly rewritten as the following form,

L(r,nr)′

st ρP
st(t) =

γ(r,nr)

2 ∑
i,j

(
2aP′

i ρP
sta

P′†
j −

{
aP′†

i aP′
j , ρP

st(t)
})

, (17)

where

aP′
i ≡ PaiP + ∑

m∈Q

Pai|φQ
m〉〈φQ

m |Hint,stP

〈φQ
m |Hint,st|φQ

m〉
. (18)

Ideally, the contribution of the dissipation should be renormalized into the relaxation
constants γ(r,nr), and the creation and annihilation operators should be left as the original
form of the basis states transformed by a non-equilibrium steady state. However, (17) is
only an approximate expression for the operators, since the theoretical formulation has
not been completed in this stage. This is a problem to be solved in the future. In (18),
the second term means that there are dissipation processes with the energy flow from the
P-space to the Q-space.

3.3. Numerical Demonstration of Renormalization

Using the above formulation, the concrete temporal evolution of the quantum den-
sity matrix is calculated numerically, and the validity of the approximation is evaluated.
Figure 6 shows the steady-state solution for the three steps of the coarse graining, which are
the original result without approximation, the result simply removing the basis states over
n = 27, and the result after renormalization using (14)–(17). Prior to the renormalization,
the Q-space components are selected as n = 17, 19, 20, 22, and 23, by referring the correction
term of Hint,st/〈φQ

m |Hint,st|φQ
m〉, that weakly couple to the basis state for the excitation. De-

spite reducing the number of the basis states, the obtained steady-state solutions are almost
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the same in all three cases, and the calculation time has been significantly reduced. In the
case of Figure 6, the number of the basis states for obtaining the calculation results has been
reduced by less than half against no coarse graining, and thus the number of the differential
equations to be solved is 22% less. To confirm the validity of this approach, the spatial
distribution of the occupancy probability of the dressed photon is reconstructed from the
quantum density matrix by applying renormalization or not, that is shown in Figure 7.
Both color map images of the occupancy probability before and after renormalization are
in good agreement with each other.

(a) (b) (c)

0.10

0.20

0.29

0.39

Figure 6. Color map images of steady-state solutions for the quantum density matrix in the cases of (a)
no eliminating the extra basis states, eliminating the states of n > 27, and additional renormalization
of the states n = 17, 19, 20, 22, and 23. The number of the matrix elements decreases from (a–c) as
472, 272, and 222. In all three cases, the steady-state solutions converge to only diagonal elements,
and the occupancy probability can be reproduced after coarse graining using renormalization of the
quasi-static basis states.
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Figure 7. Steady-state solutions of occupancy probability for the dressed photon are mapped in the
geometrical structure of taper that are calculated using (a) the original basis states defined by nodes,
and (b) reconstructed from the basis coarse-grained by eliminating extra base and renormalization.
The renormalization condition is the same as that in Figure 6.

So far, a method to distinguish the heavy and the light components of the dressed
photon has been proposed using the original basis transformation, and the numerical
demonstration shows the potential for reducing the amount of computation. As a similar
approach, a method where a macroscopic system is expressed with a small number of
basis states using the basis states that are predetermined by the steady-state solutions in a
small space step by step has been already published [18,19]. These papers report a large
reduction in the amount of the quantum calculation. This method is very similar to our
approach, in which basis transformation and renormalization are used for reducing the
number of the principal basis states. Meanwhile, our main purpose in this research is to
observe and control a behavior of the dressed photon localized in a nanometer space. This
point will be considered in the next section.

4. Discussion on Control of Dressed Photon Distribution

This section discusses the physical meaning for renormalizing particular basis states.
In Section 3.3, from the characteristics of the basis states defined by a steady-state solution,
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the basis states with the weak contribution can be converted to dissipative component
in the system by applying the renormalization method in the first-order perturbation
approximation. Such a situation is equivalent to a free photon reservoir. According to the
intuitive image, the dressed photon can be regarded as stripping off the mass caused by
the interaction with the environment and changes into the massless free photon, where the
dressed-photon basis states staying in a nanomatter system are responsible for the stripped
mass via renormalization.

On the other hand, it is interesting to consider how to affect the spatial distribution
characteristics of the dressed photon that stays inside a nanomatter system. As an example,
let us consider extracting a certain principal basis state with the strong localization of the
dressed photon into the Q-space. When the localization basis state is selected as n = 7 in
Figure 3, where the dressed photon energy concentrates at a tip position, is assigned in
the Q-space, the quantum density matrix is calculated in the same manner as explained
in the previous section, where the approximation of the weak coupling has been already
exceeded. Figure 8a is the numerical result of the simulation, and the quantum density
matrix cannot converge on the diagonal matrix elements. If the strict quantitativeness is
neglected, this corresponds to change of a steady-state solution, i.e., the spatial distribution
of the dressed photon can be modified by extracting artificially the principal localization
basis state. In Figure 8b, the steady-state solutions are shown as a color map image in
the taper geometry reconstructed from Figure 8a. One can observe that the localization of
the dressed photon at a tip position disappears after such renormalization. It should be
noted that this result represents the characteristic behavior of dressed-photon mediated
phenomena. Removing the dressed photon out of a nanomatter system for an experimental
observation makes another new internal state of the spatial distribution of the dressed
photon in the system. For controlling and optimizing dressed-photon mediated phenomena,
the renormalization of the basis states of interest, that is proposed in this paper, will be an
extremely important concept.
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Figure 8. Numerical calculation result of the quantum density matrix when the basis state of n = 7
is additionally extracted as the Q-space. (a) Color map image of a steady-state solution for the
density matrix elements, and (b) reconstructed color map image on the geometrical structure of taper.
The extraction of the state actively contributing to the localization drastically changes convergence
property of the quantum density matrix as well as spatial distribution of the dressed photon in
a nanomatter.

5. Conclusions

In this paper, a phenomenological model that regards the dressed photon as a particle
localized at a certain node in a collection of nodes representing nanomatter has been
proposed, and its spatio-temporal dynamics has been formulated using the quantum
density operator. This system includes the radiative and non-radiative dissipation processes
that are given by the Lindblad-type dissipation based on the first-order Born–Markov
approximation, and the external excitation, and thus, the system dynamics converges to a
non-equilibrium steady state. For such a model, a mechanism for extracting a part of the
dressed-photon energy to the external field, which corresponds to observation instruments,
has been considered to access the localized state of the dressed photon, and to explain
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interesting experimental facts mediated by the dressed photon. Specifically, the methods to
describe the dressed photon by characteristic basis states inspired by a non-equilibrium
steady state as well as to separate the basis states into the target and the complementary
spaces have been proposed and formulated using the projection operators. Contribution of
the complementary space is renormalized in the target space by means of the lowest-order
perturbation approximation. These theoretical and numerical approaches are a pioneering
study that elucidates the principle of continuously connecting the dressed photon to the
free photon. In this research, the process in which the bound or massive dressed photon
dissociates its mass and is converted to the free photon has been interpreted by considering
the energy transfer among the basis states with different spatial characteristics.

In the last part of this paper, a concept for accessing the principal basis states in a
nanomatter system has been discussed using the same manner of renormalization. This is a
qualitative proposal, but an important finding that the external manipulation of the dressed
photon associated with the concept of renormalization.

The basis transformations using a predetermined steady state are inconsistent for the
purpose of simulating the dressed-photon dynamics in an unknown system. However,
in the experimental systems in which the dressed photon is mediated, the structural
changes of the nanomatter always appears, such as an optimal rearrangement of atoms.
Therefore, our approach to focus on changes from the steady states seems to be effective
for explaining the experimental facts. In that sense, our proposed method is worth enough
aiming at solving a dressed-photon optimization problem.

In the present research stage, the theoretical formulation is somewhat insufficient to
explain the experimental facts quantitatively, but this paper has provided a meaningful
consideration as a challenge by stepping into the essence of the underlying physical
mechanism of the dressed photon and an off-shell science. It is expected to lead to a detailed
understanding of dressed-photon physics and industrial applications in the near future.
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Abstract: We evaluate a coupled oscillator solver by applying it to square lattice (N × N) Ising spin
problems for N values up to 50. The Ising problems are converted to a classical coupled oscillator
model that includes both positive (ferromagnetic-like) and negative (antiferromagnetic-like) coupling
between neighboring oscillators (i.e., they are reduced to eigenmode problems). A map of the
oscillation amplitudes of lower-frequency eigenmodes enables us to visualize oscillator clusters
with a low frustration density (unfrustrated clusters). We found that frustration tends to localize
at the boundary between unfrustrated clusters due to the symmetric and asymmetric nature of the
eigenmodes. This allows us to reduce frustration simply by flipping the sign of the amplitude of
oscillators around which frustrated couplings are highly localized. For problems with N = 20 to 50,
the best solutions with an accuracy of 96% (with respect to the exact ground state) can be obtained by
simply checking the lowest ~N/2 candidate eigenmodes.

Keywords: combinatorial optimization; Ising spin glass; coupled oscillator; eigenmode; clustering

1. Introduction

The spin glass model originates from condensed matter physics, where it was applied
to physical systems in which magnetic atoms are randomly distributed in a non-magnetic
host and induce ferromagnetic and antiferromagnetic interactions between neighboring
magnetic moments. The physical system is mathematically modeled by a weighted graph
where each vertex corresponds to a spin and each edge represents the interaction between
spins with positive and negative signs [1,2]. In the Ising spin model, the spin is a binary
variable that takes the value ± 1 [3,4]. The Ising problem is to find a binary spin config-
uration that minimizes the total energy function (the number of frustrated edges) for a
given set of edges. A variety of combinatorial optimization problems, such as sequencing
and ordering problems, resource allocation problems, and clustering problems [5,6], can be
mapped to the Ising problem [7].

To solve the Ising problem using a brute force combination approach, we need to
check 2n possibilities, where n is the total number of spins. The branch and bound method,
which based on a tree search algorithm, is commonly used to find the exact ground state
without an exhaustive search [8]. However, this method still requires a lot of CPU time and
memory and is only applicable to instances with a small number of spins. The potential
applications of the Ising model to optimization problems have motivated the development
of heuristic algorithms for finding high-quality solutions for instances with a large number
of spins [9,10]. Although heuristic algorithms generally do not guarantee an optimal
solution, they can yield good time-to-solution in practice.

Simulated annealing (SA), one of the most common heuristic algorithms, mimics
the physical process of annealing, where a material is slowly cooled to obtain the lowest
energy state [11–13]. Its algorithm is based on Monte Carlo simulation. Starting with
an initial spin configuration, a new candidate configuration is selected in each iteration
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of the simulation. If the total energy decreases for the new candidate, that candidate is
accepted and the iterative process continues. Otherwise, it is accepted with a probability
given by the Boltzmann factor, which decreases with temperature. This random acceptance
allows the algorithm to escape local minima. The system eventually cools into the global
minimum in the spin configuration space.

The growth of data size in Ising problems has spurred interest in physical hardware
systems that directly minimize the energy function [14–21]. Such systems are called Ising
machines. An example of an Ising machine is the quantum annealing machine from
D-Wave Systems, which was implemented using superconducting qubits [22,23]. The
machine operates at a cryogenic temperature. The connectivity between qubits is limited
to rather simple structures. Quantum adiabatic optimization inspired a new heuristic
algorithm for the Ising problem, called simulated bifurcation, which simulates adiabatic
evolution of classical nonlinear oscillators that exhibit bifurcation [24,25].

We recently developed a heuristic algorithm for the Ising problem in which the Ising
spin system is replaced by a coupled oscillator system, which is possible owing to the
equivalence of their equations of motion [26]. We obtained exact ground states for problems
with a small number of spins by simply calculating the lowest mode of the coupled oscilla-
tors (i.e., the lowest eigenvalue and eigenvector of the matrix representing the equations
of motion). We also developed an error correction algorithm that modifies the coupling
strength depending on the amplitude of individual oscillators. This heuristic algorithm
is a kind of annealing process since the energy landscape in the dipole configuration
space is optimized in such a way that the correct configuration is equivalent to the lowest
eigenmode. Based on this concept, we proposed an Ising machine composed of plasmon
particles with dipole–dipole interaction, whose strength can be modified by a phase-change
material inserted between neighboring particles [27].

In the present paper, we reconsider the coupled oscillator solver (COS) described
above from the following viewpoints: (1) the lowest mode of the coupled oscillators may
not always provide a minimally frustrated spin configuration (exact ground state) for large-
sized Ising problems; and (2) it is desirable to replace the time-consuming error correction
algorithm with a better algorithm inspired by an analysis of good candidate solutions
(i.e., the lowest eigenmodes). We apply the COS to two-dimensional N × N oscillators
for N values of up to 50. A map of the oscillation amplitudes (eigenvector components)
of lower-frequency eigenmodes enables us to visualize unfrustrated clusters. We found
that frustration tends to localize at the boundary between clusters due to the symmetric
and asymmetric nature of the eigenmodes. This allows us to reduce frustration simply by
flipping the sign of the amplitude of highly frustrated oscillators.

2. Coupled Oscillator Solver Applied to Ising Spin Problems

Here, we consider a square lattice (N × N) Ising spin glass problem without an
external magnetic field. The spin configuration that minimizes the Ising energy is given by

EIsing = −
N×N

∑
i=1

N×N

∑
j=1

Jijsisj (1)

where si denotes the ith spin with a value of 1 or −1, and Jij is the coupling coefficient
between the ith and jth spins having both positive (+J; ferromagnetic coupling) and negative
(−J; antiferromagnetic coupling) values. In this study, only four nearest neighbor couplings
are taken into account. For a given spin configuration, when Jijsisj > 0, the coupling Jij is
satisfied, otherwise it is frustrated. Minimizing the Ising energy is equivalent to maximizing
the number of satisfied couplings.

We start with an instance of 10 × 10 (N = 10) spins with 200 couplings. Problems were
generated by randomly assigning ferromagnetic and antiferromagnetic couplings with a
number ratio of 1:1. Figure 1a shows the distribution of frustrated couplings (bold lines)
for the exact ground state provided by a public domain [28], where an algorithm in [29] is
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used. In this algorithm, the original graph underlying the Ising problem is transformed
into a dual graph, and minimum weight perfect matching is calculated. For the backward
transformation, the matching leads to an Eulerian subgraph, the weight of which is also
minimized. Owing to the one-to-one correspondence between the Eulerian subgraphs
(cycles) and cuts in the original graph, the optimum Eulerian subgraphs provide the exact
ground state for the Ising problem. The red circles and blue diamonds represent up-spin
and down-spin states, respectively. The number of satisfied couplings of the exact ground
state was found to be nE = 166.

Figure 1. Instance of square lattice (10 × 10) Ising spin problem solved by the COS. (a) Spin
configuration of the exact ground state. The red circles and blue diamonds represent up-spin and
down-spin states, respectively. Frustrated couplings are indicated by bold lines. (b) Mapping of
oscillation amplitude un,m for the lowest four eigenmodes k = 1 to 4. The circles and diamonds
respectively represent positive and negative signs of un,m. Frustrated couplings are indicated by
bold lines. (c) Plot of the number of satisfied couplings nCO as a function of eigenmode number k.
(d–f) Results for another instance.

To solve the problem, we converted it to a classical coupled oscillator model by re-
placing the ferromagnetic and antiferromagnetic couplings with positive and negative
couplings, respectively, between neighboring oscillators, as illustrated in Figure 2a. A
normal attractive spring connecting neighboring masses gives rise to a positive interac-
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tion, and the masses tend to move in the same direction at lower frequency. A negative
interaction is implemented by a repulsive spring (which does not exist in reality) to allow
the masses to move in opposite directions. Due to the mathematical similarity between
the inter-spin and inter-oscillator interactions, we anticipate that the sign of the oscillator
amplitude for the lowest mode is the same or close to the spin configuration for the exact
ground state for the original Ising problem.

Figure 2. (a) Coupled oscillator model that includes both positive (ferromagnetic-like) and negative
(antiferromagnetic-like) coupling. (b) Definition of the superscripts and subscripts associated with γ.

The equation of motion for the masses on the square lattice is given by

..
xn,m = α2(γT

n,mxn−1,m + γL
n,mxn,m−1 + γT

n+1,mxn+1,m + γL
n,m+1xn,m+1) (2)

where xn,m is the displacement of a mass at the (n, m) lattice site and α is the square root
of the spring constant divided by the mass, which represents the strength of the coupling
between neighboring oscillators. Here, γn,m is +1 for positive interaction and −1 for
negative interaction, and “T” and “L” indicate the transverse and longitudinal directions,
respectively. The definition of the superscripts and subscripts associated with γ is given
in Figure 2b. The eigenmodes of the collective motion of oscillators can be calculated by
substituting xn,m = un,m exp(−iωt) into Equation (2) to obtain

ω2un,m = α2(γT
n,mun−1,m + γL

n,mun,m−1 + γT
n+1,mun+1,m + γL

n,m+1un,m+1) (3)

By assuming a periodic boundary condition for γn,m, Equation (3) for the N × N
system can be reduced to the problem of calculating the eigenvalue (frequency) ω and
eigenvector (amplitude) un,m for N2 elements. Figure 1b shows a map of the oscillation
amplitude un,m of the lowest four eigenmodes (eigenmode number k = 1 to 4) for the
original Ising problem. The circles and diamonds respectively represent positive and
negative signs of un,m. The distribution of un,m is not localized; it covers the entire system.
If two neighboring oscillators connected by positive (negative) coupling move in opposite
directions (the same direction), they are considered to be frustrated, analogous to the Ising
spin model. Frustrated couplings are indicated by bold lines in Figure 1b. For instance, the
two oscillators enclosed by the dotted ellipse in Figure 1b move in opposite directions, as
indicated by un,m < 0 for the upper oscillator and un,m > 0 for the lower oscillator. Since the
coupling is positive, which is evident by the frustrated coupling (connected by the bold
line) of the two corresponding spins with opposite signs shown in Figure 1a, the oscillators
are also frustrated for the eigenmode with k = 1. A lower frequency (eigenmode number)
typically yields a smaller number of frustrated couplings (but not strictly, as demonstrated
in Figure 1c).
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The number of satisfied couplings nCO as a function of eigenmode number k is plotted
in Figure 1c. nCO is maximized at the second lowest mode (k = 2) and tends to decrease with
k. The maximum nCO (nCO

max) is 164, which corresponds to 98.7% of nE (=166). Figure 1d–f
show the results for another instance of the system. Also in this case, the distribution of the
amplitude un,m is delocalized. nCO is a maximum at k = 3, for which nCO

max is 166 or 97.6%
of nE (=170). Table 1 summarizes the values of k that maximize nCO and nCO

max/nE for
nine different instances. For all cases, nCO is a maximum at k ≤ 3 and nCO

max/nE is larger
than 94.1%.

Table 1. Values of k required to maximize nCO and nCO
max/nE for nine instances of problem with N = 10.

Sample# 1 2 3 4 5 6 7 8 9

k 1 2 2 1 1 2 1 1 3

nCO
max/nE (%) 94.2 95.3 98.8 96.4 96.6 96.5 96.4 98.8 97.6

3. Eigenmode Mapping to Visualize Frustration Localization

Next, we increase the problem size to 20 × 20 (N = 20). The distribution of frustrated
couplings for the exact ground state is shown in Figure 3a. The problem was converted
to the coupled oscillator model and the eigenvalues and eigenvectors were calculated.
Figure 3b shows a map of the oscillation amplitude and frustrated couplings for eigenmode
numbers of k = 1 to 5. Figure 3d,e show the results for another instance. In contrast to the
smaller problem with N = 10, the collective oscillation is spatially localized and clusters
form depending on k. It is reasonable that the distribution of the signs of un,m in each
cluster is in complete agreement with that of the spin configuration in the exact ground
state. The formation of such unfrustrated clusters can specify the region where frustration
occurs with high probability since the oscillator system lowers the eigenfrequency by
reducing the amplitude of the oscillators around which frustrated couplings are localized.
In particular, for lower eigenmodes, the unfrustrated clusters tend to extend as widely as
possible, making frustrated couplings as localized as possible at the boundary between
unfrustrated clusters. In Figure 3b, there are many oscillators around which three of the
four couplings are frustrated. For these oscillators, the number of frustrated couplings can
be reduced from three to one by flipping the sign of the amplitude. Figure 3c shows nCO

before and after the flipping process as a function of k, demonstrating the effectiveness of
flipping in reducing frustration. nCO

max is obtained for k = 4 after flipping and nCO
max/nE

reaches 97.7%. For the other problem (Figure 3f), nCO
max/nE is a maximum (97.6%) at k = 3.

Table 2 shows the results for nine instances, including the value of k required to
maximize nCO and nCO

max/nE before and after flipping, to evaluate the effectiveness of
flipping. For all cases, nCO is a maximum at k ≤ 8 and nCO

max/nE after flipping is larger
than 96.7%. The eigenmode calculation is useful for visualizing unfrustrated clusters to find
a fairly good solution, in which frustrated couplings are strongly localized around specific
oscillators. The solution is effectively improved by flipping the sign of the amplitude to
reduce frustration. It should be mentioned that it is relatively less probable for the lowest
eigenmode (k = 1) to provide the highest nCO

max/nE. This might be due to the fact that
the amplitude distribution has more nodes between unfrustrated clusters for a few higher
eigenmodes and the frustration is more localized in the vicinity of the nodes. To summarize,
what the COS does before flipping is to find the eigenmode consisting of clusters without
nodes (locally symmetric), and simultaneously localizing nodes at the cluster boundaries
(globally asymmetric).
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Figure 3. Instance of square lattice (20 × 20) Ising spin problem solved by the COS. (a) Spin configuration of the exact
ground state. The red circles and blue diamonds represent up-spin and down-spin states, respectively. Frustrated couplings
are indicated by bold lines. (b) Mapping of oscillation amplitude un,m for the lowest five eigenmodes k = 1 to 5. The
circles and diamonds respectively represent positive and negative signs of un,m. Frustrated couplings are indicated by
bold lines. (c) Plot of the number of satisfied couplings nCO before and after flipping as a function of eigenmode number k.
(d–f) Results for another instance.

Table 2. Values of k required to maximize nCO and nCO
max/nE before and after flipping for nine instances of problem with

N = 20.

Sample# 1 2 3 4 5 6 7 8 9

k 2 6 8 5 6 4 2 8 3

nCO
max/nE

before flipping (%)
94.7 96.2 96.2 95.0 95.3 95.6 94.7 95.3 95.5

nCO
max/nE

after flipping (%)
96.7 97.9 97.4 97.4 97.6 97.7 96.7 97.1 97.6

4. Application to Larger Problems and Benchmark

To demonstrate the performance of the algorithm, we applied it to larger problems.
Tables 3 and 4 summarizes the value of k required to maximize nCO and nCO

max/nE before
and after flipping for nine instances of problems with N = 30 and 40, respectively. It is
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confirmed that lower eigenmodes provide good candidates and that the flipping process
effectively improves the candidates. For N = 30, nCO is a maximum at k ≤ 9 and nCO

max/nE

after flipping is larger than 96.6%. For N = 40, nCO is a maximum at k ≤ 13 and nCO
max/nE

after flipping is larger than 96.7%. Overall, for N = 10 to 40, the best solution can be found
by checking the lowest ~N/2 candidates.

Table 3. Values of k required to maximize nCO and nCO
max/nE before and after flipping for nine instances of problem with

N = 30.

Sample# 1 2 3 4 5 6 7 8 9

k 7 2 2 7 9 2 5 2 6

nCO
max/nE

before flipping (%)
95.9 94.9 95.3 95.4 95.8 95.1 95.7 95.4 95.2

nCO
max/nE

after flipping (%)
97.2 96.6 97.4 97.6 97.1 97.1 97.5 97.3 96.9

Table 4. Values of k required to maximize nCO and nCO
max/nE before and after flipping for nine instances of problem with

N = 40.

Sample# 1 2 3 4 5 6 7 8 9

k 7 1 13 6 1 10 10 4 10

nCO
max/nE

before flipping (%)
95.0 94.9 95.4 94.8 95.0 95.6 94.8 94.9 94.9

nCO
max/nE

after flipping (%)
97.1 97.3 97.3 97.6 97.2 97.5 97.3 96.7 97.1

As a benchmark study, the computation time is compared between the COS and a
standard SA algorithm for ten instances of problems with N = 50. All trials were performed
on a MacBook Pro with a 2.6-GHz Intel® Core i7 processor (6 cores) and 16 GB of RAM.
The COS generated nCO

max in 2.74 s, including the time required for the flipping process.
Figure 4 shows the evolution of the number of satisfied couplings with iteration number in
SA for a given problem. nCO

max and nE are also indicated. After 27 iterations, SA provides
a better solution than that provided by the COS. The computation time required to reach
nCO

max (27 iterations) was 8.63 s. Table 5 compares the computation time required to reach
nCO

max between the COS and SA for ten instances. Assuming that an nCO
max/nE value of

97% is satisfactory, the COS is three times faster than SA in generating the solution.

Table 5. nCO
max/nE and computation time required to reach nCO

max with the COS (TCO) and SA (TSA).

Sample# 1 2 3 4 5 6 7 8 9 10

k 15 12 13 4 25 19 2 5 21 7

nCO
max/nE (%) 97.2 97.5 97.0 97.0 96.8 97.5 96.9 97.0 97.4 97.3

TCO 2.74 2.71 2.74 2.73 2.75 2.74 2.73 2.73 2.76 2.74

TSA 8.89 9.50 7.60 8.20 8.21 8.40 7.37 7.65 8.83 8.60
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Figure 4. Evolution of the number of satisfied couplings with iteration number in SA for a
given problem.

5. Conclusions

We evaluated the COS for Ising spin problems based on eigenmode characterization.
After a square lattice (N × N) Ising problem was converted to a coupled oscillator model
that includes positive and negative coupling, the equation of motion, which was reduced
to an eigenmode problem, was solved. For smaller problems (N = 10), the oscillation
amplitude (eigenvector) was delocalized (i.e., it covered the entire oscillator lattice) and a
fairly good solution was obtained. For larger problems, the oscillation became localized,
forming oscillator clusters with low frustration density (unfrustrated clusters). From a
map of unfrustrated clusters for lower eigenmodes, we found that frustration tends to
localize at the boundary between clusters. Frustration localization, where three of the
four couplings are frustrated, is useful for reducing frustration by flipping the sign of the
amplitude. Localization and the flipping method were applied to problems with N = 40.
Good solutions with an accuracy of 97.2% in average (with respect to the exact ground
state) were obtained simply by checking the lowest 13 (≤N/2) candidate eigenmodes. A
benchmark study demonstrated that the computation time required to reach a fairly good
solution (nCO

max) for the COS is three times shorter than that for SA.
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Abstract: In the present paper, we propose a new approach to quantum fields in terms of category
algebras and states on categories. We define quantum fields and their states as category algebras
and states on causal categories with partial involution structures. By utilizing category algebras
and states on categories instead of simply considering categories, we can directly integrate relativity
as a category theoretic structure and quantumness as a noncommutative probabilistic structure.
Conceptual relationships with conventional approaches to quantum fields, including Algebraic
Quantum Field Theory (AQFT) and Topological Quantum Field Theory (TQFT), are also be discussed.

Keywords: quantum field; category; category algebra; state on category

1. Introduction

Quantum fields are the most fundamental entities in modern physics. Intuitively,
the notion of quantum field is the unification of relativity theory and quantum theory.
However, the existence of a non-trivial interacting quantum field model defined on a
four-dimensional Minkowski spacetime, which is a covariant with respect to the Poincaré
group, has not yet been proven. In axiomatic approaches to the quantum field theory,
there have been shown many fundamental theorems including no-go theorems such as
Haag’s theorem [1,2], which implies that the “interaction picture exists only if there is no
interaction” [3] through the clarification of the concept of the quantum field (see [3,4] and
references therein). To put it roughly, we cannot go beyond the free fields if we remain at
the axioms that we take for granted in conventional quantum field theories.

In this paper, we propose a new approach to quantum fields: The core idea is to
investigate quantum fields in terms of category algebra, which is noncommutative, in
general, over a rig (“ring without negatives”), i.e., an algebraic system equipped with
addition and multiplication, in which the category and rig correspond to the “relativity”
aspect and the “quantum” aspect of nature, respectively. By utilizing category algebra
and states on categories instead of simply considering categories, we can directly integrate
relativity as a category theoretic structure and quantum nature as a noncommutative
probabilistic structure. The cases in which the rig is an algebra over C, the field of complex
numbers become especially important for our approach to quantum fields. For other
regions of physics, such as classical variational contexts, the tropical semiring (originally
introduced in [5]), i.e., a rig with “min” and “plus” as addition and multiplication, will
be useful. The author believes that it is quite interesting to see the quantum–classical
correspondence from the unified viewpoint of the category algebras over rigs.

As is well known, the essence of the relativity is nothing but the structure of the
possible relationships between possible events. If we assume the structure of the rela-
tionships between events, we can essentially reconstruct the relativity structure. More
concretely, in [6], it is shown that two future-and-past-distinguishing Lorentzian manifolds
are conformally equivalent if and only if the associated posets are isomorphic, where the
poset consists of events and of the order relation defined by the existence of future-directed
causal curves, based on [7]; what really matters are the causal relationships (for details,
see [8] and reference therein). This viewpoint is quite essential and there is an interesting
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order-theoretic approach to spacetime (for example, the “causal set” approach [9] ). How-
ever, to investigate the off-shell nature of quantum fields, which seems to be essential in
modeling interacting fields on the spacetime, we need to take not only causal relationships
but also more general relationships between spacelike events into consideration. Then, the
question arises: how should we generalize a framework of previous approaches?

The strategy we propose is to think categories, which are generalizations of both of
ordered sets (causality structures) and groups (symmetry structures), “as” relativity in a
generalized sense. More concretely, we identify the notion of causal category equipped
with partial involution structure, introduced in Section 2, as the generalized relativity struc-
ture. To combine this relativity structure with quantum theory, which can be modeled by
noncommutative rigs, especially effectively by noncommutative algebras over C as history
has shown, we need noncommutative algebras that reflect the structures of categories.
Category algebras are just such algebras. As categories are generalized groups, category
algebras are generalized group algebras.

The above discussion intuitively explains why we use category algebras to model
quantum fields. For simplicity, in this paper, we focus on a category algebra which satisfies
a suitable finiteness condition. Importantly, the category algebras can be considered as
generalized matrix algebras over R as well as generalized polynomial algebras [10], which
provides a platform for concrete and flexible studies as well as calculations. The extension
to larger algebras is, of course, of interest but the category algebras we focus on already
have rich structures as covariance and local structures of subalgebras reflect the causal
and partial involution structure of the category, as we will see in Section 3. By focusing on
these structures, we can also see the conceptual relationship between our approach and
the preceding approaches such as Algebraic Quantum Field Theory (AQFT) [4,11] and
Topological Quantum Field Theory (TQFT) [12,13].

Identifying a quantum field to be a category algebra over a rig, the next problem,
which is treated in Section 4, concerns how to define a state of it. In general, the notion
of state on ∗-algebra over C is defined as positive normalized linear functional. We can
naturally extend the notion in the context of algebras with involution over rigs ([10] for
details). We call the states on category algebras as states on categories. If the number of
objects in the category is finite, states can be characterized by functions on arrows satisfying
certain conditions [10], which is a generalization of the result in [14] for groupoids with
finite numbers of objects. More generally, to define a state on a category whose support
is contained in a subcategory with finite numbers of objects is equivalent to defining the
corresponding function which assigns the weight to each arrow. By considering such states,
we can see a quantum mechanical system as an aspect of the quantum field. This viewpoint
will shed light on the foundation of quantum theory.

For the study of quantum fields, a localized notion of state, or a “local state” [15,16], is
important. We can define the counterpart of the notion, originally studied in the AQFT
approach, as the system of states on certain subalgebras of category algebras called local
algebras, introduced in Section 3. These matters will be explained in Section 4 with
more clarification of the conceptual relationship with AQFT and TQFT. The discussion in
Section 4 will provide a new basis for generalizing the DHR (Doplicher–Haag–Roberts)–DR
(Doplicher–Roberts) sector theory [17–23] as well as for developing Ojima’s micro–macro
duality [24,25] and quadrality scheme [26] from the viewpoint of category algebras and
states on categories.

In the last section, we will discuss the prospect of research directions based on our
framework. In addition to the importance of mathematical research, such as taking topo-
logical or differential structures into account, there is the challenge of integrating various
approaches to quantum fields and of conducting research on quantum foundations based
on our framework. These are where new concepts such as quantum walks on categories
will be useful. One of the most exciting problems is, of course, to construct a model of a
non-trivial quantum field with interactions. The author hopes that the present paper will
be a small, new step towards these big problems.
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2. Structure of Dynamics as Category

In this section, the “relativistic structure” as the basic structure of dynamics, consisting
of possible events and relations (or “processes”) between them, is formulated in terms of
category theory.

2.1. Definition of Category

A category is a mathematical system composed of entities called objects and arrows
(or morphisms) satisfying the following four conditions.

Condition 1. For any arrow f , there exist an object called dom( f ) and another object called
cod( f ), which are called the domain of f and the codomain of f , respectively.

When dom( f ) = X and cod( f ) = Y, we denote it as

f : X −→ Y

or

X
f−→ Y.

Arrows are also denoted in any direction, not only from left to right, as above.

Condition 2. For any pair of morphism f , g satisfying dom(g) = cod( f )

Z
g←− Y

f←− X,

there exist an arrow g ◦ f

Z
g◦ f←−−− X

called the composition of f , g.

For the composition of arrows, we assume the following conditions:

Condition 3 (associative law). For any triple f , g, h of arrows satisfying dom(h) = cod(g)
and dom(g) = cod( f ),

(h ◦ g) ◦ f = h ◦ (g ◦ f )

holds.

Condition 4 (identity law). For any object X, there exists an arrow called identity arrow
1X : X −→ X. For any arrow f : X −→ Y

f ◦ 1X = f = 1Y ◦ f

holds.

By the correspondence from objects to their identity arrows, objects can be considered
as special kinds of arrows by identifying each object X with its identity arrow 1X .

In sum, the definition of a category is as follows.

Definition 1 (category). A category is a system composed of two kinds of entities called objects
and arrows, equipped with domain/codomain, composition, and identity, satisfying the associative
law and the identity law.
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In a category, we can define the “essential sameness” between objects via the notion
of invertible arrows (isomorphism).

Definition 2 (invertible arrow (isomorphism)). Let C be a category. An arrow f : X −→ Y in
C is said to be invertible in C if there exists some arrow g : Y −→ X such that

g ◦ f = 1X , f ◦ g = 1Y.

An invertible arrow in C is also called an isomorphism in C.

There are many categories whose collection of arrows is too large to be a set. In the
present paper, we focus on small categories:

Definition 3 (small category). A category C is called small if the collection of arrows is a set.

Let us see the examples of small categories which are used in the present paper.

Definition 4 (preorder). A pair (P, ) of a set P and a relation on P satisfying p  p for
any p ∈ P and

p q and q r =⇒ p r

for any p, q, r ∈ P is called a preordered set. The relation on P is called a preorder on P. The
preordered set (P, ) can be viewed as a category whose objects are elements of P when we define
the relation p  q between p, q as the unique arrow from p to q. Conversely, we can define a
preordered set as a small category such that for any pair of objects p, q, there exists at most one
arrow from p to q.

Note that the notion of preorder is a generalization of a partial order and an equiv-
alence relation. As a special extreme case of the concept of preordered sets, we have
the following.

Definition 5 (indiscrete category and discrete category). An indiscrete category is a small
category such that for any pair of objects C, C′, there exists exactly one morphism from C to C′. A
discrete category is a small category such that all arrows are identity arrows.

Note that an indiscrete category corresponds to a complete graph and that any set can
be considered as a discrete category.

Additionally, the notion of group, which is essential in the study of symmetry, can
also be defined as a small category as follows.

Definition 6 (monoid and group). A small category with only one object is called a monoid. A
monoid is called a group if all arrows are invertible.

To see the equivalence between the definition of the group as a category, define the
arrows as the elements and the unique identity arrow (which can be identified with the
unique object) as the identity element.

By definition, the concept of monoid is a generalization of that of a group, allowing for
the existence of non-invertible arrows. the concept of groupoid is another generalization of
that of a group:

Definition 7 (groupoid). A small category is said to be a groupoid if all arrows are invertible.

As for the importance of groupoids in physics, see [14] and references therein, for
example. From the mathematical point of view, the present paper is based on an extension
of the previous work [14] on groupoid algebras over C into category algebras of an arbitrary
(small) category over a (in general, noncommutative) rig R, i.e., “ring without negatives”
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(algebraic system with addition and multiplication), which will be introduced in the next
section. Even in the case of R = C, this extension physically means allowing for irreversible
processes considering a category can be seen as a generalized groupoid allowing for
invertible arrows in general. The involution structure of the category algebra is provided
by the partial involution structure of the category, as we will see in the next section (†-
category introduced later can be seen as a generalization of groupoid).

A functor is defined as a structure-preserving correspondence between two categories,
as follows.

Definition 8 (functor (covariant functor)). Let C and C ′ be categories. A correspondence F from
C to C ′, which maps objects and arrows in C to objects and arrows in C ′, is said to be a covariant
functor or simply a functor from C to C ′ if it satisfies the following conditions:

1. It maps f : X −→ Y in C to F( f ) : F(X) −→ F(Y) in C ′.
2. F(g ◦ f ) = F(g) ◦ F( f ) for any (compositable) pair of f , g in C.
3. For each X in C, F(1X) = 1F(X).

Definition 9 (contravariant functor). Let C and C ′ be categories. A correspondence F from C
to C ′, which maps objects and arrows in C to objects and arrows in C ′ is said to be a contravariant
functor from C to C ′ if it satisfies the following conditions:

1. It maps f : X −→ Y in C to F( f ) : F(X)←− F(Y) in C ′.
2. F(g ◦ f ) = F( f ) ◦ F(g) for any (compositable) pair of f , g in C.
3. For each X in C, F(1X) = 1F(X).

Definition 10 (composition of functors). Let F be a functor from C to C ′ and G be a functor from
C ′ to C ′′. The composition functor G ◦ F is a functor from C to C ′′, defined as (G ◦ F)(c) = G(F(c))
for any arrow c in C.

Definition 11 (identity functor). Let C be a category. A functor from C to C, which maps any
arrow to itself, is called the identity functor.

We can consider categories consisting of (certain kind of) categories as objects and
(certain kind of) functors as arrows.

The concept of involution on the category is important throughout the present paper.

Definition 12 (involution on category). Let C be a category. A covariant/contravariant endo-
functor (·)† from C to C is said to be a covariant/contravariant involution on C when (·)† ◦ (·)† is
equal to the identity functor on C. A category with contravariant involution, which is the identity
on objects, is called a †-category.

We conclude this subsection by defining the concept of natural transformation and
the related concepts. The concept of natural transformation can be seen as a general-
ization of the various concepts of transformations in mathematics and other sciences,
including physics.

Definition 13 (natural transformation). Let C,D be categories and F, G be functors from a
category C to a category D. A correspondence t is said to be a natural transformation from F to Gif
it satisfies the following conditions:

1. t maps each object X in C to the corresponding arrow tX : F(X) −→ G(X) in D.
2. For any f : X −→ Y in C,

tY ◦ F( f ) = G( f ) ◦ tX .

The arrow tX is called the X component of t.
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Definition 14 (functor category). Let C and C ′ be categories. The functor category C ′C is a
category consisting of functors from C to C ′ as objects and natural transformations as arrows
(domain, codomain, composition, and identity are defined in a natural way).

Definition 15 (natural equivalence). An isomorphism in a functor category, i.e., an invertible
natural transformation, is said to be a natural equivalence.

Notation 1. In the rest of the present paper, categories are always supposed to be small. The set of
all arrows in a category C is also denoted as C. |C| denotes the set of all objects, which are identified
with corresponding identity arrows in C.

2.2. Relativistic Structure as Category

If we intuitively consider the spacetime degrees of freedom with the geometric notion
of the “set” of possible events, it is natural to think that the structure of dynamics of
quantum can be modeled with “category” as the total system structure of relationships.

Definition 16 (causal category). A category C equipped with a subcategory Ccau satisfying
|C| = |Ccau| is called a causal category. Arrows in Ccau are said to be causal.

Any category can be considered as a causal category by taking C = Ccau. Note that |C|
is equipped with preorder , defined as the existence of causal arrows between objects.

A typical example of causal categories is constructed as follows. For a spacetime
(with inner degrees of freedom) E, usually modeled by a manifold and sometimes by a
symmetric directed graph (as in the lattice gauge theory [27]), we can construct a category
C =M[E] whose objects and arrows are points and paths between them. More precisely,
we considerM(E) as a subcategory of the “Moore path category” [28] of E, consisting of
smooth paths in the manifold case and as the free category of E in the discrete case. Then,
we can define Ccau as the subcategory consisting of “causal paths”. For the manifold case,
the notion of causal paths can be defined as the paths whose tangent vectors are all in the
future light cone. For the graph case, a path (i.e., an arrow in the free category) c is said
to be causal if c = c′ ◦ c′′ implies dom(c′)  cod(c′) and dom(c′′)  cod(c′′), where 
denotes a preorder previously defined on the set of vertices.

Definition 17 (relevant category). Let C be a causal category and O be a subset of |C|. The
subcategory of C generated by

arrows whose domain and codomain are in O;
causal arrows whose domain is in O and whose codomain is in |C| \ O;
causal arrows whose codomain is in O and whose domain is in |C| \ O; and
identity arrows (identified with objects) in |C| \ O,

is called the relevant category for O and denoted as Orel .

By the definition of relevant categories, the following structure theorem holds.

Theorem 1 (structure theorem for relevant category). Let C be a causal category and O be a
subset of |C|. Any arrow in the relevant categoryOrel can be written in either of the following forms:

c, cout ◦ c, c ◦ cin, cout ◦ c ◦ cin, i,

where c denotes an arrow whose domain and codomain is in O; cout denotes a causal arrow whose
domain is in O and whose codomain is in |C| \ O; cin denotes a causal arrow whose codomain is in
O and whose domain is in |C| \ O; and i denotes an identity arrow in |C| \ O.

The notion below is quite important to see the essence of the relativistic structure.
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Definition 18 (spacelike separated). Let C be a causal category and O,O′ be a subset of |C|. O
and O′ are said to be spacelike separated if there is no causal arrow between their objects.

By definition, two spacelike separated subsets are disjoint considering the identity
arrows are causal. Moreover, we have the following directly from the structure theorem of
the relevant category.

Theorem 2 (non-existence of non-trivial compositable pair). Let C be a causal category and
O,O′ be a pair of spacelike separated subsets of |C|. There is no pair of arrows (c, c′) /∈ |C| × |C|
satisfying c ∈ Orel , c′ ∈ (O′)rel and cod(c) = dom(c′).

For the application to quantum theory, the involution structure is important. From
now on, we consider a causal category with partial involution structures as defined below.

Definition 19 (partial involution structure on category). Let C be a category. A partial
involution structure on C is a subcategory C∼ equipped with an involution such that |C| = |C∼|.

Note that any category C has the trivial partial involution structure, since C is equipped
with the involution structure |C|, defined as C† = C.

The notion is important because the category C∼ physically means the category
consisting of “bidirectional” processes. Although this notion is a generalization of the core
(i.e., the maximal groupoid in a category consisting of isomorphisms), it does not require
the reversibility of the process in the meaning of invertible arrows as isomorphisms. The
author believes that this generalization from groupoids to categories and from cores to
partial involution structures is quite important for the application to physical phenomena,
which include irreversibility.

Based on the partial involution structure, we define the notion of relevant category
with involution.

Definition 20 (relevant category with involution). Let C be a causal category with the partial
involution structure C∼. The maximal subcategory Orel∼ of C∼ closed under the involution is
called the relevant category with involution on O.

The importance of the relevant categories with involution concerns the fact that we
can naturally define algebras with involution from them. We will see the details of this in
the next section.

3. Quantum Fields as Category Algebras

In the previous section, we introduced the notion of causal category equipped with
partial involution structures as a generalized “relativity” structure. To combine this struc-
ture with the “quantum” structure, which can be modeled by noncommutative algebras,
especially effectively by noncommutative algebras over C as history has shown, we need
noncommutative algebras that reflect the structures of categories: category algebra is just
the right concept.

3.1. Category Algebra

We introduce the notion of category algebra in this subsection, which is based on [10].

Definition 21 (rig). A rig R is a set with two binary operations called addition and multiplication,
such that

1. R is a commutative monoid with respect to addition with the unit 0;
2. R is a monoid with respect to multiplication with the unit 1;
3. r′′(r′+ r) = r′′r′+ r′′r, (r′′+ r′)r = r′′r + r′r holds for any r, r′, r′′ ∈ R (distributive law);

and



Symmetry 2021, 13, 1727 8 of 17

4. 0r = 0, r0 = 0 holds for any r ∈ R (absorption law).

Note that, in general, a rig can be noncommutative. The notion of center is important
for noncommutative rigs.

Definition 22 (center). A subrig Z(R) of a rig R defined as the set of elements, which are
commutative with all the elements in R, is called the center of R.

A rig R is commutative if and only if Z(R) = R.
Based on the notion of rigs, we define the notion of modules and algebras over rigs.

Definition 23 (module over rig). A commutative monoid M under addition with unit 0 together
with a left action of R on M (r, m) 7→ rm is called a left module over R if the action satisfies the
following conditions:

1. r(m′ + m) = rm′ + rm, (r′ + r)m = r′m + rm for any m, m′ ∈ M and r, r′ ∈ R; and
2. 0m = 0, r0 = 0 for any m ∈ M and r ∈ R.

Dually, we can define the notion of right module over R.
Let M be the left and right module over R. M is called an R-bimodule if

r′(mr) = (r′m)r

holds for any r, r′ ∈ R and m ∈ M. The left/right action above is called the scalar multiplication.

Definition 24 (algebra over rig). A bimodule A over R is called an algebra over R if it is also a
rig with respect to its own multiplication, which is compatible with scalar multiplication, i.e.,

(r′a′)(ar) = r′(a′a)r, (a′r)a = a′(ra)

for any a, a′ ∈ A and r, r′ ∈ R.

We define the principal notion of the present paper:

Definition 25 (category algebra). Let C be a category and R be a rig. An R-valued function α
defined on C is said to be of finite propagation if for any object C there are, at most, a finite number
of arrows whose codomain or domain is C. The module over R consisting of all R-valued functions
of finite propagation together with the multiplication defined by

(α′α)(c′′) = ∑
{(c′ ,c)| c′′=c′◦c}

α′(c′)α(c), c, c′, c′′ ∈ C

becomes an algebra over R with unit ε. This is defined by

ε(c) =

{
1 (c ∈ |C|)
0 (otherwise),

and is called the category algebra of finite propagation, which is denoted as R[C]. In the present
paper, we simply call R[C] the category algebra of C.

The multiplication defined above is nothing but the “convolution” operation on the
category C. R[C] coincides with the algebra studied in [29] if R is a ring. In [10], it is
denoted as 0R0[C] to distinguish them from other kinds of category algebras.

A functor from one category to another induces a homomorphism between the corre-
sponding category algebras if the functor is bijective on objects. If the bijective-on-objects
functor is also injective on arrows, the induced morphism becomes injective. Hence, the
category algebra R[C◦] of a subcategory C◦ of a category C becomes a subalgebra of R[C].
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Definition 26 (indeterminate). Let R[C] be a category algebra and c ∈ C. The function ιc ∈ R[C]
defined as

ιc(c′) =

{
1 (c′ = c)
0 (otherwise)

is called the indeterminate corresponding to c.

In the previous work [10], we denoted the indeterminate ιc as χc. We change the
notation to avoid confusion with “character” in representation theory.

For indeterminates, it is easy to obtain the following.

Theorem 3 (calculus of indeterminates). Let c, c′ ∈ C, ιc, ιc
′
be the corresponding indeterminates

and r ∈ R. Then,

ιc
′
ιc =

{
ιc
′◦c (dom(c′) = cod(c))

0 (otherwise),

rιc = ιcr.

In short, a category algebra R[C] is an algebra of functions on C, equipped with the
multiplication which reflects the compositionality structure of C. By the identification of
c ∈ C 7→ ιc ∈ R[C], categories are included in category algebras.

A category algebra can be considered as a generalized matrix algebra. In fact, matrix
algebras are isomorphic to category algebras of indiscrete categories. For the basic notions
and rules for matrix-like calculations in category algebras, see [10].

For the main application of the present paper, we need the involution structure
on algebras.

Definition 27 (involution on rig). Let R be a rig. An operation (·)∗ on R preserving addition
and covariant (resp. contravariant) with respect to multiplication is said to be a covariant (resp.
contravariant) involution on R when (·)∗ ◦ (·)∗ is equal to the identity function on R. A rig with
contravariant involution is called a ∗-rig.

Definition 28 (involution on algebra). Let A be an algebra over a rig R with a covariant (resp.
contravariant) involution (·) . A covariant (resp. contravariant) involution (·)∗ on A as a rig is
said to be a covariant (resp. contravariant) involution on A as an algebra over R if it is compatible
with scalar multiplication, i.e.,

(r′ar)∗ = r′a∗r (covariant case), (r′ar)∗ = ra∗r′ (contravariant case).

An algebra A over a ∗-rig R with contravariant involution is called a ∗-algebra over R.

Theorem 4 (category algebra as algebra with involution). Let C be a category with a covariant
(resp. contravariant) involution (·)† and R be a rig with a covariant (resp. contravariant) involution
(·). Then, the category algebra R[C] becomes an algebra with covariant involution (resp. ∗-algebra)
over R.

3.2. Quantum Fields as Category Algebras

In this section, we will show that category algebras provide appropriate models for
quantum fields. As already mentioned in the introduction, a quantum field is intuitively a
synthesis of relativistic and quantum structures. In the previous section, we argued that
the relativistic structure as the basic structure of possible dynamics can be understood
from a general point of view by the causal category. The next problem is to construct a
noncommutative algebra which is consistent with relativistic covariance as well as with
causality. The category algebra R[C], where C is a causal category equipped with partial
involution structure, is just such an algebra.
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Note that by generalizing groupoid algebras to category algebras, we can naturally
incorporate processes that are not necessarily reversible. If we focus on the core of the
category, i.e., the subcategory consisting of all invertible arrows, we have the corresponding
groupoid algebra, which is a subalgebra of R[C].

Definition 29 (quantum field). Let C be a causal category with partial involution structure C∼
and R be a rig with involution. The category algebra R[C] is called the quantum field on C over R.

For quantum physics, the cases in which R is some ∗-algebra over C are important.
The category C is considered as “spacetime with inner degrees of freedom of the field”.
Note that a quantum field on a causal category C over a rig R might be isomorphic to or
embedded into another quantum field on another causal category C over another R. Hence,
even if we focus on the case that R = C, we might cover many kinds of quantum fields.
Nevertheless, we maintain letting R be a general rig R with involution when we can in the
present paper for future applications.

Let us see how a quantum field, as a category algebra, incorporates the relativistic
covariance structure. To begin, let us assume that a group G (say, the Poincaré group) acts
on |C| and there is a map u(·) sending a pair (g, C) ∈ G× C to the arrow u(g,C) : C −→ gC
in C, satisfying u(g′g,C) = u(g′ ,gC) ◦ u(g,C) and u(e,C) = C, where e denotes the unit of G and
C denotes the identity arrow on C in the last equation. Note that each u(g,C) is an invertible
arrow. Then, we can define the endfunctor ũg : C −→ C by

ũg(c) = u(g,cod(c)) ◦ c ◦ (u(g,dom(c)))−1

which becomes invertible and induces the corresponding isomorphism on the category
algebra R[C]. Note also that u(g,·) becomes a natural equivalence from C (identity functor
on C) to ũg.

In general, given a natural equivalence u from the identity functor C to an invertible
functor û from C to C, we can define an invertible element ιu ∈ R[C] as

ιu(c) =

{
1 (c is a component of u)
0 (otherwise),

and isomorphism ι̃u on R[C] as

ι̃u(α) = ιuα(ιu)−1.

This kind of transformation will be useful to study flows, generators, and symmetries
such as the local gauge invariance from the viewpoint of category algebras. In sum, the
category algebra intrinsically incorporates covariance structures coherent with the structure
of “spacetime” category C.

In order to consider the essential features of relativity, it is necessary to consider the
structure of causal categories. For this purpose, let us consider the category algebras on
relevant categories and relevant categories with involution.

Definition 30 (relevant algebra and local algebra). Let R be a rig and C be a causal category.
The category algebra R[Orel ] is called the relevant algebra on O over R. The subrig Rloc[O] of
R[Orel ] whose elements are in the form of α + δ, where α denotes an element in R[Orel ], satisfying
α(C) = 0 for any C ∈ |C| \O, and δ denotes an element in R[Orel ]∩ Z(R[C]), becomes an algebra
over Z(R) and is called the local algebra on O.

Definition 31 (relevant algebra with involution and local algebra with involution). Let R
be a rig with involution and C be a causal category with partial involution structure. The category
algebra R[Orel∼] is called the relevant algebra with involution on O over R. The subrig Rloc∼[O]
of R[Orel∼], whose elements are in the form of α + δ, where α denotes an element in R[Orel∼],
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satisfying α(C) = 0 for any C ∈ |C| \ O, and δ denotes an element in R[Orel∼] ∩ Z(R[C]),
becomes an algebra with involution over Z(R) and is called the local algebra with involution on O.

The family of local algebras with involution {Rloc[O]}, especially when R is a ∗-algebra
over C, is the counterpart of {A(O)} in AQFT [4], where A(O) denotes the observable
algebra defined on the bounded region O in the spacetime. So far, our framework does not
focus on the topological aspect of algebras but the conceptual correspondence between our
framework and AQFT is remarkable, as we will see below.

Note that our “local” algebras in general contain a certain kind of information of the
“outside” of the regions. Nevertheless, they contain no information of the local algebras
corresponding to spacelike separated regions. From the structure theorem of the relevant
category and the definition of local algebras, we have the following concepts.

Theorem 5 (commutativity of spacelike separated local algebras). Local algebras Rloc[O]
and Rloc[O′] are commutative with each other if the regions O and O′ are spacelike separated from
each other.

As a collorary, we have the following.

Theorem 6 (commutativity of spacelike separated local algebras with involution). Local
algebras Rloc∼[O] and Rloc∼[O′] with involution are commutative with each other if the regions O
and O′ are spacelike separated from each other.

The theorem above is the conceptual counterpart of one of the axioms called the
“Einstein causality” (“Axiom E” in [4]).

3.3. Remarks on the Comparison to TQFT

Our category algebraic framework of quantum field theory can also be compared to
the conceptual ideas in other axiomatic approaches to quantum fields, such as Topological
Quantum Field Theory (TQFT) [12,13]. In the axiomatization of TQFT, a quantum field
theory is considered as a certain functor from the category of n-cobordism nCob into the
category Mod(R) of modules over some unital commutative ring R (the typical case is
R = C and Mod(R) = Vect, where Vect denotes the category of vector spaces over C).

We can construct such a functor in a generalized setting based on our framework. Let
C be an object in a †-category C and R be a rig. We define the submodule CR[C] of R[C],
consisting of elements whose support is included in the set of arrows whose codomain is
C. Then, we can define a functor (·)R : C −→ Mod(R) by cR = ιc(·), the multiplication of
ιc, i.e., a module homomorphism sending each α ∈ dom(c)R[C] to ιcα ∈ cod(c)R[C], for any
c ∈ C.

Since nCob is a †-category, the above construction works and we obtain a canonical
functor from nCob to Mod(R). Although this functor does not satisfy all the technical
parts of the axioms proposed in TQFT, it is coherent with the physical ideas of relativistic
covariance and quantum properties behind the axioms. This coherence will become more
clear after introducing the notion of states on categories in the next section.

4. States of Quantum Fields as States on Categories
4.1. State on Category

While an algebra embodies the intrinsic structure of a system, a state embodies the
interface between that system and its environment. This view, which has been advo-
cated by Ojima [30], is consistent with the mathematical framework of algebraic quantum
field theory and quantum probability theory: states provide concrete representations of
an algebra.

In general, a representation refers to an expression of intrinsic structures in a certain
way, which corresponds to the concrete realization of the intrinsic properties of a system
in the way it interacts with its environment. To be more specific, a state is a mapping
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which sends elements of an algebra to scalar values as “expectation values”. In short,
states define the statistical laws, which generalize the notion of probability measures to the
noncommutative context. Conversely, if the algebra is a unital commutative C∗-algebra,
we have the Radon measure on a compact Hausdorff space by the Riesz–Markov–Kakutani
theorem [31]. In other words, a pair of an algebra and state on it is a generalized probability
space: a noncommutative probability space.

As for the category algebras that reflect the structure of the possible dynamics, defining
a state on it means evaluating arrows corresponding to the individual processes with
expectation values. Conversely, for a category with a finite number of objects, the weighting
of the arrows gives a state. Based on this fact, we call a state on a category algebra, a state
on category by abuse of terminology.

The rest of this subsection is based on [10].

Definition 32 (linear functional). Let A be an algebra over a rig R. An R-valued linear function
on A, i.e., a function preserving addition and scalar multiplication, is called a linear functional on
A. A linear functional on A is said to be unital if ϕ(ε) = 1, where ε and 1 denote the multiplicative
units in A and R, respectively.

Definition 33 (positivity). A pair of rigs with involution (R, R+) is called a positivity structure
on R if R+ is a subrig with involution such that r, s ∈ R+ and r + s = 0 imply r = s = 0, and
that a∗a ∈ R+ for any a ∈ R.

Definition 34 (state). Let R be a rig with involution and (R, R+) be a positivity structure on
R. A state ϕ on an algebra A with involution over R with respect to (R, R+) is a unital linear
functional ϕ : A −→ R, which satisfies ϕ(a∗a) ∈ R+ and ϕ(a∗) = ϕ(a) for any a ∈ R, where
(·)∗ and (·) denote the involutions on A and R, respectively (the last condition ϕ(a∗) = ϕ(a)
follows from other conditions if R = C).

Definition 35 (noncommutative probability space). A pair (A, ϕ) consisting of an alge-
bra A with involution over a rig R with involution and a state ϕ is called a noncommutative
probability space.

Definition 36 (state on category). Let R be a rig with involution and (R, R+) be a positivity
structure on R. A state on the category algebra R[C] over R with respect to (R, R+) is said to be a
state on a category C with respect to (R, R+).

Given a state ϕ on a category C with involution, we have a function ϕ̂ : C −→ R
defined as ϕ̂(c) = ϕ(ιc). For the category with a finite number of objects, we can obtain the
following theorem [10], which is a generalization of the result in [14] for groupoids.

Theorem 7 (state and normalized positive semidefinite function). Let C be a category such
that |C| is finite. Then, there is a one-to-one correspondence between states ϕ with respect to
(R, R+) and normalized positive semidefinite Z(R)-valued functions φ with respect to (R, R+),
i.e., normalized functions such that

∑
{(c,c′)|dom((c′)†)=cod(c)}

ξ(c′)φ((c′)† ◦ c)ξ(c)

is in R+ for any R-valued function ξ on C with finite support and that φ(c†) = φ(c), where (·)∗
and (·) denote the involutions on C and R, respectively.

Conceptually, the theorem above means that states on a category with involution
(with finite objects) are nothing but the weights on arrows, which are generalizations of
probability distributions on a (finite) set as the discrete category (with finite objects). More
generally, we can say that to define a state on a category whose support is contained in
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a subcategory with finite numbers of objects is equivalent to defining the corresponding
function which assigns the weight to each arrow.

For a state on a category whose support is not contained in a subcategory with
finite number of objects, we will need some topological structures (or coarse geometric
structures [32]). Nonstandard-analytical methods (see [33], for example) will provide
useful tools.

4.2. States of Quantum Fields as States on Categories

As we see quantum fields as category algebras, it is quite natural to model physical
states of quantum fields as states on category algebras.

Definition 37 (state of quantum field). Let C be a causal category with partial involution
structure C∼and (R, R+) be a positivity structure on a rig R with involution. A unital linear
functional on C, which is also a state on C∼ with respect to (R, R+), whose image is contained in a
subrig R′ with involution of R, is said to be an R′-valued state of the quantum field on C over R
with respect to (R, R+).

In conventional cases, R is supposed to be a ∗-algebra over C and R′ = C. The phrase
“with respect to (R, R+)” will be omitted if it is clear in the context. In general, given a state
ϕ on ∗-algebra A over a ∗-rig R with involution, we can construct the representation of
the algebra into the algebra consisting of endomorphism on a certain module (generalized
GNS representation [10]). In particular, when R is a ∗-rig over C and ϕ is C-valued, we
have a representation called the GNS (Gelfand–Naimar–Segal) representation [34,35] into a
pre-Hilbert space consisting of the equivalence class of the elements in A, equipped with
the inner product structure induced by the sesquilinear form 〈a′, a〉 = ϕ((a′)∗a) (a, a′ ∈ A).
The unit of the algebra plays a role of a “vacuum” vector (see [10] and reference therein,
for example).

In sum, a noncommutative probability space, i.e., a pair (A, ϕ) of a ∗-algebra over
C and a C-valued state on it, is sufficient to reconstruct the ingredients in conventional
quantum physics based on the Hilbert spaces. In fact, the approach based on the non-
commutative probability space is more general than the conventional approach: if we
focus onto the local structures of quantum fields, it is known that we cannot use one a
priori Hilbert space as a starting point of the theory (actually, this fact itself was one of the
historical motivations of AQFT, the pioneer of noncommutative probabilistic approach;
see [4], for example) .

Our category algebraic approach is a new unification of the noncommutative proba-
bilistic approach and the category theoretic viewpoint. As we observed in the previous
section, for †-category (or in general, categories with involution), its category algebra is a
∗-algebra (or in general, an algebra with involution). Note that our algebra is unital, even if
C has infinitely many objects. Then, the construction above holds and we can see the unit ε
as a “vacuum” in our theory.

The concept of states on categories also shed light on the foundation of quantum me-
chanics as a part of the quantum field theory. From our viewpoint, a quantum mechanical
system of finite degrees of freedom can be defined as a noncommutative probability space
whose algebra is a subalgebra of a category algebra on a causal category with partial invo-
lution and whose state satisfies the condition that the support is contained in a subcategory
with finite numbers of objects.

In general, quantum fields as category algebras together with states “contain” vast
numbers of quantum mechanical systems, or, more precisely, considering a state whose
support is contained in some subcategory with finite numbers of objects, is focusing on
a quantum mechanical system as an aspect of the quantum field. Note that quantum
mechanical systems in the above meaning are not necessarily contained in a single point
but can have spatial degrees of freedom, e.g., a system in the double slit experiment, in
which the support of the state can be considered to be contained in a subcategory with
finite objects. Understanding the situation in which multiple observers are involved in a
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single quantum field—such as the EPR (Einstein–Podolsky–Rosen) situation [36]— through
the concepts of local algebra and local states also seems to be an important research topic.

The idea at the heart of the above discussions is that we are free to think of “localized
states” (not just “global” states such as vacuum states). The concept corresponding to
these kinds of states is particularly important in the context of AQFT and is called “local
states” [15,16]. We can define the local states in our framework, which is a conceptual
counterpart of the local states in AQFR, as follows.

Definition 38 (local state). Let C be a causal category equipped with partial involution structure
C∼ and R be a rig with involution. A state on R[C∼(O)] for a subset O of |C| is called a local state
of the quantum field R[C] on O.

From a physical point of view, the notion of local state is quite natural. A macroscopic
setting of the environment for the quantum field basically concerns only a bounded space-
time domain and the global state should be seen as an idealization of it. Considering a
family of local states, instead of a single state, can be seen as a sheaf theoretic extension of
the conventional quantum field theory. The extension will lead to the notion of consistent
families of Hilbert spaces and operators on them through the GNS construction, which will
be mathematically interesting.

By translating the previous study of [15] into our context, we will be able to con-
struct the generalized sector theory, which is the generalization of DHR (Doplicher–Haag–
Roberts)–DR (Doplicher–Roberts) Theory [17–23], as well as develop Ojima’s micro–macro
duality [24,25] and quadrality scheme [26] from the viewpoint of category algebras and
states on categories.

4.3. Remarks on the Comparison to TQFT (continued)

In Section 3, we constructed for any †-category C a functor (·)R : C −→ Mod(R) by
cR = ιc(·) for c ∈ C. For quantum physical studies, we need to induce a functor into
Hilb, which is a category of Hilbert spaces over C. Let us explain the role of states in
this induction.

Given any state ϕ on the †-category C, CR := CR[C] for each object C ∈ C can be
equipped with the “almost inner product” (semi-Hilbert space structure) by defining the
sesquilinear form 〈·|·〉ϕ by 〈α′|α〉ϕ := ϕ((α′)∗α) (generalized GNS construction, see [10]
and references therein). When R is a ∗-algebra over C and ϕ is a C-valued “good” state ϕ
on the category given, this functor induces a functor into Hilb. More precisely, suppose
that R is a ∗-algebra over C and the C-valued state ϕ satisfies the condition

ϕ(α∗α) ≥ ϕ((ιcα)∗(ιcα))

for any α ∈ R[C] and c ∈ C. Then, the functor (·)R : C −→ Mod(R) induces the functor
(·)Rϕ : C −→ preHilb, where preHilb denotes the category of the pre-Hilbert spaces, tak-
ing the quotient of CR equipped with 〈·|·〉ϕ by Nϕ = {α ∈ CR|ϕ(α∗α) = 0}, which
can be shown as a submodule of CR (note that by the assumption ϕ(α∗α) = 0 =⇒
ϕ((ιcα)∗(ιcα)) = 0 holds; this kind of construction itself has a certain generalization
to a more general R by using this condition directly). Then, by the assumption of ϕ, (c)Rϕ

extends uniquely to the morphism in Hilb by completion and we have the corresponding
functor from C to Hilb, which sends c to the unique bounded extension of (c)Rϕ (note that
a bounded operator between pre-Hilbert spaces extends to the unique bounded operator
between Hilbert spaces). By applying this construction for C = nCob, we have a version of
TQFT. Note that our framework is naturally incorporated with the causal structure and it
is quite interesting to the counterpart of the structure in TQFT.

5. Prospects

As we have seen, our new approach to quantum fields is conceptually related to
conventional approaches such as AQFT and TQFT. Elucidating this relationship at a
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deeper level will be important in the study of quantum fields. In order to carry out such
research, we will need to include more detailed structures such as topological or differential
structures in addition to the algebraic and noncommutative probabilistic structures that
we have discussed in this paper.

Additionally, it should be emphasized that our approach is directly applicable to the
lattice gauge theory [27] and other discrete spacetime approaches, as can be seen from the
fact that our approach works on general categories. Its applicability extends to the context
of unifying general relativity and quantum theory.

Needless to say, the relationship with categorical approaches to quantum theory,
such as “categorical quantum mechanics” [37,38] based on the †-category, should also
be explored. The categorical structure of the submodules of the category algebra, as a
generalized matrix algebra and regarding the computations based on it, will play an
important role. It is also interesting to clarify the relationship between our framework
and the approach in a recently published article [8], which also investigates the AQFT and
Quantum Cellular Automata (QCA) approach [39,40] from a general categorical viewpoint.

The notion of quantum walk (see [41,42] and references therein, for example), which
is closely related to the QCA approach, can also be formulated from our standpoint. Based
on our framework, we can model a concrete dynamics of quantum fields as a sequence or
flow of the states on a category. In general, the dynamics can be irreversible. The typical
examples of reversible dynamics are called quantum walks. The notion of quantum walks
on general ∗-algebras and quantum walks on †-categories can be defined as follows:

Definition 39 (quantum walk). Let A be a ∗-algebra. A sequence of states given by

ϕt(α) = ϕ((ω∗)tαωt) t = 0, 1, 2, 3, ...

generated by a unitary element ω ∈ R[C], i.e., an element satisfying ω∗ω = ωω∗ = ε, is called a
quantum walk on A.

Definition 40 (quantum walk on †-category). Let C be a †-category and R be a ∗-rig. A quantum
walk on R[C] is said to be a quantum walk on a †-category C.

A quantum walk can be considered as a sequence of “state vectors” through the GNS
construction. the notion of quantum walk defined on †-category includes the various
concrete dynamical models under the name of quantum walks. For example, this includes
quantum walks on simple undirected graphs as a certain sequence of states on an indiscrete
category. The category algebraic approach will play a fundamental role for the quantum
walks on graphs with multiple edges and loops. Quantum walks on graphs have been
used in the modeling of the “dressed photon” [43], which cannot be understood without
focusing on the off-shell nature of quantum fields [44], i.e., the aspect of quantum fields
which cannot be described as the collection of the modes satisfying the on-shell conditions,
and quantum walks on categories may become important in quantum field theory in
general. They will also connect the QCA approach to quantum fields and other approaches
to quantum fields.

One of the most exciting problems is, of course, to construct a model of a non-trivial
quantum field with interactions. We believe we can approach such problems. In particular,
it seems that the fact that relevant categories have arrows that go through objects in very
distant regions, while the local algebras defined on them satisfy commutativity, may be
the key to avoiding various no-go theorems. Note also that our approach extends the
coefficients to general (commutative or noncommutative) rigs, which greatly expands
the possibilities of investigating interactions. Finally, it should be emphasized that our
approach is not limited to quantum fields but can be extended to give a very general
noncommutative statistical models with causal structures. The author hopes that the
present paper will be a small, new step towards these big problems.
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Abstract: In the present paper, we propose a new axiomatic approach to nonstandard analysis and
its application to the general theory of spatial structures in terms of category theory. Our framework
is based on the idea of internal set theory, while we make use of an endofunctor U on a topos of sets S
together with a natural transformation υ, instead of the terms as “standard”, “internal”, or “external”.
Moreover, we propose a general notion of a space called U -space, and the category USpace whose
objects are U -spaces and morphisms are functions called U -spatial morphisms. The category USpace,
which is shown to be Cartesian closed, gives a unified viewpoint toward topological and coarse
geometric structure. It will also be useful to further study symmetries/asymmetries of the systems
with infinite degrees of freedom, such as quantum fields.

Keywords: category theory; nonstandard analysis; coarse geometry

1. Introduction

Nonstandard analysis and category theory are two of the great inventions in founda-
tion (or organization) of mathematics . Both of these have provided productive viewpoints
to organize many kinds of topics in mathematics or related fields [1,2]. On the other hand,
a unification of the two theories is yet to be developed, although there are some pioneering
works, such as [3].

In the present paper, we propose a new axiomatic framework for nonstandard analysis
in terms of category theory. Our framework is based on the idea of internal set theory [4],
while we make use of an endofunctor U on a topos of sets S together with a natural
transformation υ, instead of the terms as “standard”, “internal”, or “external”.

The triple (S ,U , υ) is supposed to satisfy two axioms. The first axiom (“elementarity
axiom”) introduced in Section 2 states that the endofunctor U should preserve all finite
limits and finite coproducts. Then, the endofunctor U is viewed as some kind of extension
of functions preserving all elementary logical properties. In Section 3, we introduce another
axiom (“idealization axiom”), which is the translation of “the principle of idealization”
in internal set theory and proves the appearance of useful entities, such as infinitesimals
or relations, such as “infinitely close”, in the spirit of Nelson’s approach to nonstandard
analysis [4].

Section 4 is devoted to provide a few examples of applications on topology (on metric
spaces, for simplicity). Although the characterizations of continuous maps or uniform
continuous maps in terms of nonstandard analysis are well known, we prove them from
our framework for the reader’s convenience. In Section 5, we characterize the notion of a
bornologous map, which is a fundamental notion in coarse geometry [5].

In Section 6, we introduce the notion of U -space and U -morphism, which are the
generalizations of examples in the previous two sections. We introduce the category
USpace consisting of U -spaces and U -morphisms, which is shown to be Cartesian closed.
This will give a unified viewpoint toward topological and coarse geometric structure, and
will be useful to study symmetries/asymmetries of the systems with infinite degrees of
freedom, such as quantum fields.
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2. Elementarity Axiom

Let S be a topos of sets, i.e., an elementary topos with a natural number object
satisfying well-pointedness and the axiom of choice (See [1], which is based on the idea
in [6]). We make use of an endofunctor U : S −→ S with a natural transformation
υ : IdS −→ U satisfying two axioms, “elementarity axiom”, and “idealization axiom”.

Elementarity Axiom: U preserves all finite limits and finite coproducts.

Remark 1. U does not necessarily preserve power sets. This is the reason for the name of “elementarity”.

It is easy to see that “elementarity axiom” implies the preservation of many basic
notions, such as elements, subsets, finite cardinals (in particular, the subobject classifier 2),
and propositional calculi. Moreover, the following theorem holds.

Theorem 1. U is faithful.

Proof. It preserves diagonal morphisms and complements.

Theorem 2. For any element x : 1 −→ X, υX(x) = U (x) ◦ υ1.

Proof. By naturality of υ.

Corollary 1. All components of υ are monic.

From the discussion above, a set X in S is to be considered as a canonical subset of
U (X) through υX : X −→ U (X). Hence, U ( f ) : U (X0) −→ U (X1) can be considered as
“the function induced from f : X0 −→ X1 through υ.”

Definition 1. Let A, B be objects in S . The function evA,B : A× BA −→ B satisfying

evA,B(a, f ) = f (a)

for all (a, f ) ∈ A× BA is called the evaluation (for A, B) . The lambda conversion ĝ : Z −→ YX

of g : X× Z −→ Y is the function satisfying

g = evX,Y ◦ (1X × ĝ),

where 1X × ĝ denotes the function satisfying

(1X × ĝ)(x, z) = (x, ĝ(z)).

We define a family of functions κA,B : U (BA) −→ U (B)U (A) in S by the lambda conversion of
U (evA,B) : U (A× BA) ∼= U (A)×U (BA) −→ U (B).

The theorem below means that κA,B ◦ υBA represents “inducing U ( f ) from f through
υ” in terms of exponentials.

Theorem 3. Let f : A −→ B be any function in S . Then,

κA,B ◦ υBA( f̂ ) = Û ( f ).

(Here, ̂ denotes the lambda conversion operation.)
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Proof. Take the (inverse) lambda conversion of the left hand side of the equality to be
proved. It is evU (A),U (B) ◦ (idU (A) × κA,B) ◦ (idU (A) × υBA) ◦ (idU (A) × f̂ ). By the naturality
of υ and functorial properties of U , it is calculated as follows:

U (A)× BA

idU (A)×υBA

))
U (A)× 1 ∼

//

idU (A)× f̂
66

∼

��

U (A)×U (1)
idU (A)×U ( f̂ )

//

∼

��

U (A)×U (BA)
idU (A)×κA,B

))

∼

��
U (A) ∼

//

U ( f )
,,

U (A× 1)
U (idA× f̂ )

// U (A× BA)

U (evA,B)

��

U (A)×U (B)U (A)

evU (A),U (B)uu
U (B)

Corollary 2. κA,B ◦ υBA is monic.

Notation 1. From here, we omit υ and κ. U ( f ) : U (X) −→ U (Y) will be often identified with
f : X −→ Y and denoted simply as f instead of U ( f ).

Theorem 4. Let P : X −→ 2 be any proposition (function in S). Then,

∀x∈XP(x)⇐⇒ ∀x∈U (X)P(x).

Proof. P : X −→ 2 factors through “true′′ : 1 −→ 2 if and only if P : U (X) −→ 2 factors
thorough “true′′ : 1 −→ 2.

Dually, we obtain the following:

Theorem 5. Let P : X −→ 2 be any proposition (function in S). Then,

∃x∈XP(x)⇐⇒ ∃x∈U (X)P(x).

The two theorems above are considered as the simplest versions of “transfer principle”.
To treat with free variables and quantification, the theorem below is important. (The author
thanks Professor Anders Kock for indicating this crucial point.)

Theorem 6. U preserves images.

Proof. As U preserves all finite limits, it preserves monics. On the other hand, it also
preserves epics since every functor preserves split epics and every epic in S is split epic
(axiom of choice). Hence, the image, which is nothing but the epi-mono factorization, is
preserved.

3. Idealization Axiom

From our viewpoint, nonstandard Analysis is nothing but a method of using an
endofunctor, which satisfies the “elementarity axiom” and the following “idealization
axiom”. The name is after “the principle of idealization” in Nelson’s internal set theory [4].
Most of the basic ideas in this section have much in common with [4], although the
functorial approach is not taken in internal set theory.

Remark 2. Internal set theory (IST) is a syntactical approach to nonstandard analysis consisting
of the “principle of Idealization (I)” and the two more basic principles, called “principle of Standard-
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ization (S)” and “Transfer principle (T)”. In our framework, the role of (S) is played by the axiom of
choice for S , and (T) corresponds to the contents of Section 2.

Notation 2. For any set X, X̃ denotes the set of all finite subsets of X.

Idealization Axiom: Let P be an element of U (2X×Y). Then,

∀x′∈X̃∃y∈U (Y)∀x∈x′P(x, y)⇐⇒ ∃y∈U (Y)∀x∈XP(x, y).

Or dually,

Idealization Axiom, dual form: Let P be an element of U (2X×Y) Then,

∃x′∈X̃∀y∈U (Y)∃x∈x′P(x, y)⇐⇒ ∀y∈U (Y)∃x∈XP(x, y).

When X is a directed set with an order ≤ and P ∈ U (2X×Y) satisfies the “filter
condition”, i.e.,

∀x0∈X(P(x0, y) =⇒ ∀x∈X(x ≤ x0 =⇒ P(x, y))),

or dually, the “cofilter condition”, i.e.,

∀x0∈X(P(x0, y) =⇒ ∀x∈X(x0 ≤ x =⇒ P(x, y))),

then “idealization axiom” is simplified as the “commutation principle”:

Theorem 7 (Commutation Principle). If P ∈ U (2X×Y) satisfies the “filter condition” and
“cofilter condition” above, respectively, and then

∀x∈X∃y∈U (Y)P(x, y)⇐⇒ ∃y∈U (Y)∀x∈XP(x, y)

and
∃x∈X∀y∈U (Y)P(x, y)⇐⇒ ∀y∈U (Y)∃x∈XP(x, y)

holds, respectively.

By the principle above, we can easily prove the existence of “unlimited numbers” in
U (N), where all arithmetic operations and order structure on N are naturally extended.

Theorem 8 (Existence of “unlimited numbers”). There exists some ω ∈ U (N) such that n ≤ ω
for any n ∈ N.

Proof. It is obvious that, for any n ∈ N, there exists some ω ∈ N ⊂ U (N) such that
n < ω.

As in S , we can construct rational numbers and the completion of them as usual, we
have the object R, the set of real numbers. Then, we obtain the following:

Corollary 3. “Infinitesimals” do exist in U (R). That is, there exists some r ∈ U (R) such that
|r| < R for any positive R ∈ R.

4. Topological Structure: Continuous Map and Uniform Continuous Map

We will take an example of basic applications of nonstandard analysis within our
framework, i.e., the characterization of continuity and uniform continuity in terms of a
relation ≈ (“infinitely close”) on U (X), which is based on essentially the same arguments
that are well-known in nonstandard analysis—particularly, internal set theory [4]. For
simplicity, we will discuss only for metric spaces here. (For more general topological spaces,
we can define ≈ in terms of the system of open sets. See [4] for example.)
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Definition 2 (Infinitely close). Let (X, d) be a metric space. We call the relation ≈ on U (X)
defined below as “infinitely close”:

x ≈ x′ ⇐⇒ ∀ε∈Rd(x, x′) < ε.

That is, d(x, x′) is infinitesimal. It is easy to see that ≈ is an equivalence relation on
U (X).

Theorem 9 (Characterization of continuity). Let (X0, d0), (X1, d1) be metric spaces and≈0,≈1
be infinitely close relations on them, respectively. A map f : X0 −→ X1 is continuous if and only if

∀x∈X0∀x′∈U (X0)
( x ≈0 x′ ⇒ f (x) ≈1 f (x′) )

holds.

Proof. We can translate the condition for f by using the usual logic, “commutation princi-
ple”, and “transfer principle” as follows:

∀x∈X0∀x′∈U (X0)
( x ≈0 x′ ⇒ f (x) ≈1 f (x′) )

⇐⇒ ∀x∈X0∀x′∈U (X0)
( ∀δ∈R d0(x, x′) < δ⇒ ∀ε∈R d1( f (x), f (x′)) < ε )

⇐⇒ ∀x∈X0∀x′∈U (X0)
∀ε∈R∃δ∈R ( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀x∈X0∀ε∈R∀x′∈U (X0)
∃δ∈R ( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀x∈X0∀ε∈R∃δ∈R∀x′∈U (X0)
( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀x∈X0∀ε∈R∃δ∈R∀x′∈X0
( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε ).

Theorem 10 (Characterization of uniform continuity). Let (X0, d0), (X1, d1) be metric spaces
and ≈0,≈1 be infinitely close relations on them, respectively. A map f : X0 −→ X1 is uniformly
continuous if and only if

∀x∈U (X0)
∀x′∈U (X0)

( x ≈0 x′ ⇒ f (x) ≈1 f (x′) )

holds.

Proof. We can translate the condition for f by using usual logic, “commutation principle”
and “transfer Principle” as follows:

∀x∈U (X0)
∀x′∈U (X0)

( x ≈0 x′ ⇒ f (x) ≈1 f (x′) )

⇐⇒ ∀x∈U (X0)
∀x′∈U (X0)

( ∀δ∈R d0(x, x′) < δ⇒ ∀ε∈R d1( f (x), f (x′)) < ε )

⇐⇒ ∀x∈U (X0)
∀x′∈U (X0)

∀ε∈R∃δ∈R ( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀ε∈R∀x∈U (X0)
∀x′∈U (X0)

∃δ∈R ( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀ε∈R∃δ∈R∀x∈U (X0)
∀x′∈U (X0)

( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε )

⇐⇒ ∀ε∈R∃δ∈R∀x∈X0∀x′∈X0
( d0(x, x′) < δ⇒ d1( f (x), f (x′)) < ε ).

As we have seen, a morphism between metric spaces is characterized as “a morphism
with respect to≈”. This suggests the possibility for considering other kinds of “equivalence
relations on (some subset of) U (X)” as generalized spatial structures on X. In the next
section, we will take one example related to large scale geometric structure.

5. Coarse Structure: Bornologous Map

Let us consider another kind of equivalence relation ∼ (“finitely remote”) defined
below. For simplicity, we will discuss only for metric spaces here.
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Definition 3 (Finitely remote). Let (X, d) be a metric space. We call the relation ∼ on U (X)
defined below as “finitely remote”:

x ∼ x′ ⇐⇒ ∃R∈Rd(x, x′) < R.

Note that we use ∃ instead of ∀, in contrast to “infinitely close”. This kind of dual
viewpoint will be proven to be useful in the geometric study of large scale structures, such
as coarse geometry[5].

In fact, we can prove that a “bornologous map”, a central notion of a morphism for
coarse geometry, can be characterized as “a morphism with respect to ∼”, similar to how
(uniform) continuity can be viewed as “a morphism with respect to ≈”.

Definition 4 (Bornologous map). Let (X0, d0) and (X1, d1) be metric spaces. A map f : X0 −→
X1 is called a bornologous map when

∀R∈R∃S∈R ∀x∈X0∀x′∈X0
( d0(x, x′) < R⇒ d1( f (x), f (x′)) < S )

holds.

Theorem 11 (Characterization of bornologous map). Let (X0, d0), (X1, d1) be metric spaces
and ∼0,∼1 be finitely remote relations on them, respectively. A map f : X0 −→ X1 is bornologous
if and only if

∀x∈U (X0)
∀x′∈U (X0)

( x ∼0 x′ ⇒ f (x) ∼1 f (x′) )

holds.

Proof. We can translate the condition for f by using the usual logic, “commutation princi-
ple”, and “transfer principle” as follows:

∀x∈U (X0)
∀x′∈U (X0)

( x ∼0 x′ ⇒ f (x) ∼1 f (x′) )

⇐⇒ ∀x∈U (X0)
∀x′∈U (X0)

( ∃R∈R d0(x, x′) < R⇒ ∃S∈R d1( f (x), f (x′)) < S )

⇐⇒ ∀x∈U (X0)
∀x′∈U (X0)

∀R∈R∃S∈R ( d0(x, x′) < R⇒ d1( f (x), f (x′)) < S )

⇐⇒ ∀R∈R∀x∈U (X0)
∀x′∈U (X0)

∃S∈R ( d0(x, x′) < R⇒ d1( f (x), f (x′)) < S )

⇐⇒ ∀R∈R∃S∈R∀x∈U (X0)
∀x′∈U (X0)

( d0(x, x′) < R⇒ d1( f (x), f (x′)) < S )

⇐⇒ ∀R∈R∃S∈R∀x∈X0∀x′∈X0
( d0(x, x′) < R⇒ d1( f (x), f (x′)) < S ).

6. The Notion of U -Space and the Category USpace

Based on the characterizations of topological and coarse geometrical structure, we
introduce the notion of U -space.

Definition 5 (U -space). A U -space is a triple (X, K, ) consisting of a set X, a subset K of U (X),
which includes X as a subset ,and a preorder defined on K.

When the preorder is an equivalence relation, i.e., a preorder satisfying symme-
try, we call the U -space symmetric. A symmetric U -space (X, K, ) is called uniform if
K = U (X). The “infinitely close” relation and the “finitely remote” relation provide the
simplest examples of uniform U -space structure.

Actually, any topological space X with the set of open sets T can be viewed as U -space
(X,U (X),⇀) where x ⇀ x′ denotes the preorder “∀O ∈ T x ∈ U (O) =⇒ x′ ∈ U (O)”. If
(X, T) is a Hausdorff space, we can construct the symmetric U -space (X, K, ), where K
denotes

K = {x ∈ U (X)|∃x0 ∈ X x ⇀ x′}
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and x  x′ is defined as the relation “∃x0 ∈ X x0 ⇀ x&x0 ⇀ x′.” The transitivity of ⇀
follows from the fact that if (X, T) is Hausdorff, x0 ⇀ x and x′0 ⇀ x imply x0 = x′0 for all
x0, x′0 ∈ X. In fact, the preorder becomes an equivalence relation.

The concept of U -space will provide a general framework to unify various spatial
structure, such as topological structure and coarse structure. The notion of morphism
between U -spaces is defined as follows:

Definition 6 (U -spatial morphism). Let (X0, K0, 0) and (X1, K1, 1) be U -spaces. A func-
tion f : X0 → X1 is called a U -spatial morphism from (X0, K0, 0) to (X1, K1, 1) when
f (K0) ⊂ K1 and

x 0 x′ =⇒ f (x) 1 f (x′)

holds for any x, x′ ∈ K0.

The uniform continuous maps and bornologous maps between metric spaces are
nothing but U -spatial morphisms between corresponding uniform U -spaces. The notion of
continuous maps between Hausdorff spaces can be characterized as U -spatial morphisms
between the corresponding symmetric U -spaces.

Definition 7 (Category USpace). The category USpace is a category whose objects are U -spaces
and whose morphisms are U -spatial morphisms.

Definition 8. Let (X0, K0, 0) and (X1, K1, 1) be U -spaces. The U -space (X0 × X1, K0 ×
K1, ), where the preorder is defined as

(x0, x1) (x′0, x′1)⇐⇒ x0  0 x′0 & x1  1 x′1,

is called the product U -space of (X0, K0, 0) and (X1, K1, 1).

Theorem 12. The projections become U -spatial morphisms. The diagram consisting of two U -
spaces, the product space of them, and projections becomes a product in USpace.

Proof. Easy.

Definition 9 (Exponential U -space). Let (X0, K0, 0) and (X1, K1, 1) be U -spaces. We
denote the set of all U -spatial morphisms from X0 to X1 as [XX0

1 ], which is the subset of XX0
1 . The

restriction of evX0,X1 : X0 × XX0
1 −→ X1 onto X0 × [XX0

1 ] −→ X1 is denoted as [evX0,X1 ]. The
U -space ([XX0

1 ], K, ), where K is defined as the subset of U ([XX0
1 ]),

K = { f |∀x ∈ K0[evX0,X1 ](x, f ) ∈ K1 and x 0 x′ =⇒ [evX0,X1 ](x, f ) 1 [evX0,X1 ](x, f ′)}

and is defined as

f  f ′ ⇐⇒ ∀x ∈ K0 [evX0,X1 ](x, f ) 1 [evX0,X1 ](x, f ′),

is called the exponential U -space from (X0, K0, 0) to (X1, K1, 1).

Theorem 13. Let (X0, K0, 0) and (X1, K1, 1) be U -spaces and ([XX0
1 ], K, ) be the exponen-

tial U -space from (X0, K0, 0) to (X1, K1, 1). The morphism [evX0,X1 ] : X0 × [XX0
1 ] −→ X1,

the restriction of evX0,X1 , is a U -spatial morphism. Moreover, it becomes an evaluation in USpace
and [XX0

1 ] is an exponential in USpace.
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Proof. First, we prove that [evX0,X1 ] is a U -spatial morphism: For any (x, f ) ∈ K0 × K,
[evX0,X1 ](x, f ) is in K1 since x ∈ K0 and f ∈ K. Suppose that (x, f ), (x′, f ′) ∈ K0 × K and
(x, f ) (x′, f ′), that is, x, x′ ∈ K0, f , f ′ ∈ K, x x′ and f  f ′. Then, we have

[evX0,X1 ](x, f ) [evX0,X1 ](x, f ′)

since f  f ′. We also have

[evX0,X1 ](x, f ′) [evX0,X1 ](x′, f ′)

since f ′ ∈ K. Hence, [evX0,X1 ](x, f ) [evX0,X1 ](x′, f ′).
Next, we prove that [evX0,X1 ] : X0 × [XX0

1 ] −→ X1 becomes an evaluation in USpace,
and [XX0

1 ] is an exponential in USpace: Let (X2, K2, 2) be any U -space and f : X0×X2 −→
X1 be any U -spatial morphism. Consider the lambda conversion f̂ : X2 −→ XX0

1 . By
assumption that f is U -spatial,

(x, c), (x′, c′) ∈ K0 × K2 & (x, c) (x′, c′) =⇒ f (x, c), f (x′, c′) ∈ K1 & f (x, c) 1 f (x′, c′)

holds, where  denote the preorder on K0 × K2. It is equivalent to the statement that
c, c′ ∈ K2 and c 2 c′ implies that

x, x′ ∈ K0&x 0 x′ =⇒ f̂ (c)(x), f̂ (c′)(x′) ∈ K1& f̂ (c)(x) 1 f̂ (c′)(x′).

Applying the implication above for the case c = c′ ∈ X2, we have f̂ (c) ∈ [XX0
1 ]. Hence,

we can replace f̂ : X2 −→ XX0
1 with [ f̂ ] : X2 −→ [XX0

1 ] by restricting the codomain to the
image of f̂ . Moreover, we can also prove that [ f̂ ] is U -spatial from the implication: By the
implication above, we have [ f̂ ](c), [ f̂ ](c′) ∈ K and [ f̂ ](c)  [ f̂ ](c′) when c, c′ ∈ K2 and
c 2 c′. This means that [ f̂ ] is U -spatial.

It is easy to show that this [ f̂ ] is the unique U -spatial morphism from X2 to [XX0
1 ]

satisfying [evX0,X1] ◦ (1X0 × [ f̂ ]) = f . This completes the proof.

Combining the two theorems above, we have:

Theorem 14. The category USpace is a Cartesian closed category.
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Abstract: Motivated by describing the symmetry of a theoretical model of dressed photons, we
introduce several spaces with Lie group actions and the morphisms between them depending on
three integer parameters n ≥ r ≥ s on dimensions. We discuss the symmetry on these spaces
using classical invariant theory, orbit decomposition of prehomogeneous vector spaces, and compact
reductive homogeneous space such as Grassmann manifold and flag variety. Finally, we go back to
the original dressed photon with n = 4, r = 2, s = 1.

Keywords: dressed photon; Grassmann manifold; flag manifold; pre-homogeneous vector space;
invariants

1. Introduction

A formulation of dressed photons in quantum field theory is given by the Clebsch
dual variable, motivated by fluid dynamics [1–3]. The Clebsch parametrization of the
rotational model of the velocity field Uµ is formulated of the form Uµ = λ∇µφ with two
scalar fields λ, φ. We define the covariant vectors Cµ = ∇µφ and Lµ = ∇µλ, and the
bi-vector Sµν = CµLν − LµCν. The energy–momentum tensor is defined by T̂ν

µ = −SµσSνσ.
It is shown

T̂ν
µ = ρCµCν (1)

by a simple computation [1].
Our main concern is this last Equation (1). This looks like Veronese embedding

in projective geometry. In this paper, we introduce the model in arbitrary dimension
and describe the symmetry of this model. Most of the material comes from the modern
treatment of classical invariant theory [4,5]. Especially, the quadratic map arising in
reductive dual pair [6,7] is used as one of the key ingredients in this paper to construct
geometric objects describing the symmetry. This enables us to give another explanation of
the last Equation (1) on T̂.

Physical study of dressed photons, including experiments and related applications,
called dressed photon phenomenon, has already been summarized in our previous pa-
per [8]. This paper serves as a complementary observation on symmetry of theoretical
foundations of dressed photon Equation [1], which would be expected as is in classical
electromagnetism. We conclude that the symmetry is well described in terms of com-
pact homogeneous space, such as Grassmann manifolds and flag manifolds, as well as
pre-homogeneous vector spaces, which is not a homogeneous space, but still has a large
symmetry. It is also significant that a part of discussion is not restricted to a specific
dimension, so that half of them are formulated in arbitrary dimension.

The construction of this paper is as follows: In Section 2, we work over the complex
number field C, and do si in arbitrary dimensions n ≥ r ≥ s. In Section 3, we consider the
special case n = 4, r = 2, s = 1 with the real number field R. The symmetry and invariants
are mostly the same for C and for R; however, there is a subtle and rather complicated
problem on connected components over R. In order to concentrate this complication for
R, the common features of the model are discussed over C, and the different point is
separately treated in Section 3.
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2. The Model over the Complex Numbers
2.1. Symmetry in Arbitrary Dimension

Let M(n, r,C), Sym(n,C), Alt(n,C) be the set of n by r matrices, symmetric matrices,
and skew-symmetric matrices with complex entries. We denote by M(n, r,C)rk≤i the subset
consisting of matrices of rank at most i. The transpose of a matrix X is denoted by XT .
Classical invariant theory gives the following maps:

Let J ∈ Alt(r,C)rk=r. We define the map

S : M(n, r,C) −→ Alt(n,C) by X 7→ XJXT .

If r ≥ n, then this map is surjective. If r < n, then the image of this map is Alt(n,C)rk≤r.
This map is GL(n,C)× Sp(r,C)-equivariant, in the sense that S(lXh) = l S(X) lT for any
l ∈ GL(n,C) and h ∈ Sp(r,C), where the symplectic group attached to J is defined by
Sp(r,C) = Sp(J,C) = {h ∈ M(r,C) | hJhT = J}.

Let g ∈ Sym(n,C)rk=n. We define the map

G : M(n, r,C) −→ Sym(r,C) by X 7→ XT gX.

If r ≥ n, then this map is surjective. If r < n, then the image of this map is
Sym(r,C)rk≤n. This map is O(n,C) × GL(r,C)-equivariant, in the sense that
G(lXh) = hTG(X)h for any l ∈ O(n,C) and h ∈ GL(r,C), where the orthogonal group
attached to g is defined by O(n,C) = O(g,C) = {l ∈ M(n,C) | lT gl = g}. Especially, put
r = n and restrict the domain, we define

T : Alt(n,C) −→ Sym(n,C) by X 7→ XgXT = −XgX = XT gX.

This is O(n,C)-equivariant: T(lXlT) = l T(X) lT .
From now on, we assume that n ≥ r ≥ s. Each GL(r,C)-orbit on Sym(r,C) is

parametrized by the rank. The closure relation of orbits is linear, so that the closure of
Sym(r,C)rk=s is Sym(r,C)rk≤s. We define

Y(C) = M(n, r,C)rk=r ∩G−1(Sym(r,C)rk≤s)

Our main target is the description of the image of Y(C) by the map T ◦ S:

Sym(r,C)rk≤s
G←− M(n, r,C)rk=r

S−→ Alt(n,C) T−→ Sym(n,C). (2)

In order to state the main result, we introduce several auxiliary spaces and maps. We
fix g′ ∈ Sym(s,C)rk=s. We define the maps

V : M(n, s,C) −→ Sym(n,C) by V(X) = Xg′XT .

V′ : M(r, s,C) −→ Sym(r,C) by V′(X′) = X′g′X′T ,

Note that these maps are similar to G, but transposed. Especially, the orthogonal
group O(g′,C) acts transitively on each fiber of an element of Sym(r,C)rk=s.

We define Z(C) to be the fiber product of the map G : Y(C) → Sym(r,C)rk≤s and
V′ : M(r, s,C)rk=s → Sym(r,C)rk≤s:

Z(C) = Y(C)×Sym(r,C)rk≤s
M(r, s,C)rk=s

= {(X, X′) ∈ M(n, r,C)×M(r, s,C) | rk(X) = r, rk(X′) = s, XT gX = X′g′X′T}.
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We have the commutative diagram

M(n, r,C) ←− Y(C) Ṽ′←−−−− Z(C)

G
y G

y � G̃
y

Sym(r,C) ←− Sym(r,C)rk≤s
V′←−−−− M(r, s,C)rk=s

(3)

where the right square is Cartesian.
The map T ◦ S does not factor through the map V. However, when we lift the map

from Y(C) to Z(C), the map factor through V. To be more precise, we have the following:

Theorem 1. (T ◦ S)(X) = (V ◦ φ)(X, X′) for all (X, X′) ∈ Z(C), where we define

φ : M(n, r,C)rk=r ×M(r, s,C)rk=s −→ M(n, s,C)rk=s by (X, X′) 7→ XJX′ (4)

Proof. (T ◦ S)(X) = T(XJXT) = (XJXT)g(XJXT)T = XJG(X)JTXT

= XJV′(X′)JTXT = (XJX′)g′(XJX′)T = V(XJX′) = (V ◦ φ)(X, X′).

This theorem is illustrated as the following commutative diagram:

Z(C) −−−→ M(n, r,C)rk=r ×M(r, s,C)rk=s
φ−−−−→ M(n, s,C)rk=s

Ṽ′
y y yV

Y(C) −−−→ M(n, r,C)rk=r
S−−−−→ Alt(n,C) T−−−−→ Sym(n,C)

(5)

Note that the maps S,G,T,V,V′ are common in classical invariant theory and theory
of reductive dual pair, though the space Y(C) and Z(C) is unique in our setting.

2.2. Grassmann and Flag Manifold

We will show that the map φ introduced in Theorem 1 has an interpretation in the
projective setting. We still assume n ≥ r ≥ s. The Grassmann manifold Grass(n, r,C) is the
set of r-dimensional subspace of Cn. This is identified with

M(n, r,C)rk=r/GL(r,C) ∼= Grass(n, r,C).

Every r-dimensional subspace of Cn is spanned by r linear independent column
vectors in Cn.

The flag manifold Flag(n; k1, . . . , km,C) is the set of flags of type (k1, k2, . . . , km), which
is defined to be a sequence of subspaces V1 ⊂ V2 ⊂ · · · ⊂ Vm of Cn, where 1 ≤ k1 < k2 <
· · · < km < n, with dim Vi = ki (i = 1, . . . , m). Grassmann manifold is a special case of flag
manifolds with m = 1. On the other hand, a flag variety is regarded as the incidence variety
of the product of Grassmann manifolds. For example, Flag(n; k1, k2,C) = {(V1, V2) ∈
Grass(N, k1,C)×Grass(N, k2,C) | V1 ⊂ V2}. We have an isomorphism

(M(n, r,C)rk=r ×M(r, s,C)rk=s)/(GL(r,C)× GL(s,C)) ∼= Flag(n; s, r,C).

In the following commutative diagram, each space in the upper line, which arises in
Theorem 1, is a locally closed subset of an affine space, while each space in the lower line is
a projective variety.

M(n, r,C)rk=r ←−−− M(n, r,C)rk=r ×M(r, s,C)rk=s
φ−−−−→ M(n, s,C)rk=sy y y

Grass(n, r,C) ←−−− Flag(n; s, r,C) −−−→ Grass(n, s,C).

(6)
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The maps in the lower line are given by V2 ← (V1, V2) 7→ V1. This double fibration is
often used in Radon transform and Heck correspondence [9,10].

In the case r = 2, the map

S : M(n, 2,C)rk=2 −→ Alt(n,C)rk=2

induces the Plücker embedding

Grass(n, 2,C) −→ Alt(n,C)rk=2/C× ⊂ Pn(n−1)/2−1(C).

3. The Model over Real Numbers

We now consider the special case n = 4, r = 2, s = 1, and replace C by R. Let

J =
(

0 1
−1 0

)
be the standard non-degenerate skew-symmetric matrix. Note that JT = −J

and det J = 1. Let g be the diagonal matrix with diagonal entries (1,−1,−1,−1). Finally,
we put g′ = 1.

Most of the story in the previous section does hold over the real number field R as
well. However, the disconnectedness makes things complicated. For example, although
the map V′ : M(2, 1,C) −→ Sym(2,C)rk≤1 given by V′(X′) = X′X′T is surjective, the map

V′ : M(2, 1,R) −→ Sym(2,R)rk≤1 is not surjective, because
(

0 0
0 −1

)
is not in the image.

In order to improve this defect, we introduce a non-zero scalar multiplication so that we
modify the map V′ by V2 given below (7).

3.1. Quadratic Polynomial

Let us consider the matrix X = (C, L) =


C0 L0
C1 L1
C2 L2
C3 L3

 ∈ M(4, 2,R) with the column

vectors C, L ∈ R4. Here, M(m, n,R) the set of m by n matrices with real coefficients. The
entry of the map

S : M(4, 2,R) 3 X 7→ XJXT ∈ Alt(4,R)rk≤2

is given by
Sµν(X) = (XJXT)µν = CµLν − LµCν,

which realizes the definition of Sµν. The map S is GL(4,R)× SL(2,R)-equivariant, where
we remark the accidental isomorphism of lower rank groups:

SL(2,R) = {h ∈ M(2,R) | det h = 1} = Sp(2,R) = {h ∈ M(2,R) | hJhT = J}

The action of GL(4,R) on Alt(4,R) is prehomogeneous. The image Alt(4,R)rk≤2 is
the complement of the open GL(4,R)-orbit Alt(4,R)rk=4, and its defining equation is given
by the basic relative invariant, Pfaffian

Pf(S) = S01S23 + S02S31 + S03S12.

Then, the singular set Alt(4,R)rk≤2 = {S ∈ Alt(4,R) | Pf(S) = 0} is the zero locus of
Pfaffian, and the open orbit Alt(4,R)rk=4 has two connected components {S ∈ Alt(4,R) |
±Pf(S) > 0}. The relation Pf(S) = 0 is considered as a Plücker relation of Grassmann
manifold Grass(4, 2,R).
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3.2. Symmetry Breaking

We restrict the general linear group GL(4,R) to the subgrouop O(1, 3). Let g =
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 be the standard non-degenerate symmetric matrix with signature

(1, 3). Define Lorentz group (indefinite orthogonal group of signature (1, 3)) by

O(1, 3) = {l ∈ M(4,R) | lT gl = g}.

Gram matrix with respect to this metric is given by the map

G : M(4, 2,R) 3 X 7→ XT gX ∈ Sym(2,R)

where Sym(n,R) is the set of real symmetric matrices of size n. The map G is O(1, 3)×
GL(2,R)-equivariant:

G(lXh) = hTG(X)h, ∀l ∈ O(1, 3), h ∈ GL(2,R).

We define
Y(R) := M(4, 2,R)rk=2 ∩G−1(Sym(2,R)rk≤1),

an O(1, 3)× SL(2,R)-invariant subset of M(4, 2,R). Moreover, let

S1 := {v =

(
v1
v2

)
∈ R2 | v2

1 + v2
2 = 1}

and an analogue of Veronese map is defined by

V2 : S1 ×R× 3 (v,−ρ) 7→ −ρvvT ∈ Sym(2,R)rk≤1. (7)

The fiber product of two maps

G : Y(R) −→ Sym(2,R)rk≤1, C̃ 7→ G(C̃),

V2 : S1 ×R× → Sym(2,R)rk≤1, (v,−ρ) 7→ −ρvvT

is defined by

Z(R) := Y(R)×Sym(2,R)rk≤1
(S1 ×R×)

= {(X, v,−ρ) ∈ M(4, 2,R)rk=2 × S1 ×R× | G(X) = −ρvvT},

then we obtain a real counterpart of (3):

Z(R) Ṽ2−−−−→ Y(R)

G̃

y �

yG
S1 ×R× −−−−→

V2
Sym(2,R)rk≤1

3.3. Tensor T̂

The map
T : Alt(4,R) 3 S 7→ −SgS ∈ Sym(4,R)

has been defined to be compatible with T̂ν
µ = −SµσSνσ. This map is O(1, 3)-equivariant

T(lSlT) = lT(S)lT , ∀l ∈ O(1, 3)



Symmetry 2021, 13, 1283 6 of 8

We replace φ by Φ, and V by V4 given as follows:

Φ : Z(R) 3 (X, v,−ρ) 7→ (XJv,−ρ) ∈ M(4, 1,R)rk=1 ×R×,

V4 : R4 ×R× 3 (w,−ρ) 7→ ρwwT ∈ Sym(4,R)rk≤1.

Theorem 2. (T ◦ S)(X) = (V4 ◦Φ)(X, v,−ρ) for all (X, v,−ρ) ∈ Z(R).

Proof. (T ◦ S)(X) = (XJXT)g(XJXT)T = XJG(X)JTXT = −XJρvvT JTXT

= V4((XJv,−ρ)) = (V4 ◦Φ)((X, v,−ρ)).

This theorem is illustrated as

Z(R) −→ M(4, 2,R)rk=2 × S1 ×R× Φ−−→ M(4, 1,R)rk=1 ×R×

Ṽ2

y y yV4

Y(R) −→ M(4, 2,R)rk=2
S−→ Alt(4,R)rk=2

T−−−−→ Sym(4,R)

3.4. Grassmann and Flag Manifold

Y(R) Ṽ2←−−−− Z(R) Φ−−→ M(4, 1,R)rk=1 ×R×y y y
M(4, 2,R)rk=2 ←−−− M(4, 2,R)rk=2 × S1 ×R× Φ−−→ M(4, 1,R)rk=1 ×R×y y y
Grass(4, 2,R) ←−−−−− Flag(4; 1, 2,R) −−→ Grass(4, 1,R)

The flag manifold is realized as an incidence variety of the product of two Grassmann
manifold:

Flag(4; 1, 2,R) = {(V1, V2) | dim V1 = 1, dim V2 = 2, V1 ⊂ V2 ⊂ R4}
Flag(4; 1, 2,R) = {(V1, V2) ∈ Grass(4, 1,R)×Grass(4, 2,R) | V1 ⊂ V2}.

For (X, v) ∈ M(4, 2,R)rk=2 × S1, two column vectors of X spans a two-dimensional
subspace V2, and a column vector XJv generate a one-dimensional subspace V1 in V2.
The map

Grass(4, 2,R) ←− Flag(4; 1, 1, 2,R) −→ Grass(4, 1,R)
V2 ← (V1, V2) 7→ V1
X ← (X, v) 7→ XJv

is the double fibration.

3.5. The Interpretation of the Off-Shell Condition

The vectors C and L in Clebsch parametrization should satisfy the following off-shell
conditions [2]:

CνCν = 0, LνCµ = 0, LνLµ = −ρ. (8)

We putR̄ :=
(

0 0
0 −ρ

)
. Then, the condition (8) is written as

G(X) = R̄.

In particular, in the case v =

(
0
1

)
∈ S1, we compute the maps V2, Φ and V4:

• V2((v,−ρ)) = −ρvvT = R̄,
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• (w,−ρ) = Φ((X, v,−ρ)) = (XJv,−ρ) = (C,−ρ), this implies w = C,
• V4((w,−ρ)) = ρwwT = ρCCT = T̂.

This coincides with the result in [2]. An unnatural J in the definition of Φ is for the
sake of compatibility with the existing formula.

We now remark R ∈ Sym(2,R)rk≤1.

Z(R)y
G−1(R̄) −→ Y(R)y yG

R̄ ∈ Sym(2,R)rk=1

The group GL(2,R) acts on Sym(2,R)rk=1 and the stabilizer at R̄ is a Borel subgroup

B =

{(
a 0
c d

)}
⊂ GL(2,R).

Then, G : Y(R) −→ Sym(2,R)rk=1 is a GL(2,R)-equivariant bundle. We regard
the off-shell condition specifies a fiber of this bundle. A symmetry is hidden in the
horizontal direction of this bundle, the group action of GL(2,R). Of course, form the
Clebsch parametrization point of view, the role of C and L is not the same; the off-shell
condition specifies the special isotropic direction for C: the choice of this direction is
controlled by the homogeneous space GL(2,R)/B.

4. Discussion

We describe the symmetry of equations of dressed photon in a general manner. The
tensor S is understood as an affine version of Plücker coordinates of Grassmann manifold
Grass(4, 2,R). The splitting expression of the tensor T̂ is related with an affine version of
flag manifold Flag(4; 1, 2,R). We find the off-shell condition (8) chooses the special fiber
of the homogeneous bundle. This mathematical interpretation of the choice may have a
physical interpretation, especially in the context of Clebsch variables, however, which must
be a future work. We also remark that the existence of the symmetry in arbitrary dimension
suggests a feedback from the theory of dressed photon to the theory of reductive dual pairs
on the pullback of nilpotent orbits [6], which is also a topic of future study.
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Abstract: In this study, we develop quantum measurement theory for quantum systems described
by C∗-algebras. This is the first step to establish measurement theory for interacting quantum fields
with off-shell momenta. Unlike quantum mechanics (i.e., quantum systems with finite degrees of
freedom), measurement theory for quantum fields is still in development because of the difficulty of
quantum fields that are typical quantum systems with infinite degrees of freedom. Furthermore, the
mathematical theory of quantum measurement is formulated in the von Neumann algebraic setting
in previous studies. In the paper, we aim to extend the applicable area of quantum measurement
theory to quantum systems described by C∗-algebras from a mathematical viewpoint, referring to
the sector theory that is related to symmetry and based on the theory of integral decomposition of
states. In particular, we define central subspaces of the dual space of a C∗-algebra and use them to
define instruments. This attempt makes the connection between measurement theory and sector
theory explicit and enables us to understand the macroscopic nature and the physical meaning
of measurement.

Keywords: quantum measurement; C∗-algebra; algebraic quantum field theory; local net; extension
of local net; completely positive instrument; macroscopic distinguishability

1. Introduction

In this study, we develop a measurement theory for quantum systems described by
C∗-algebras. Interacting quantum fields assumed in this study are quantum systems with
infinite degrees of freedom and with off-shell momenta, whose observables are given by
self-adjoint elements of C∗-algebras. The C∗-algebraic approach to quantum fields is not
unrelated to the usual approach by field operators. It is a powerful way to remove the
difficulty of unbounded operators by making them bounded operators. For example, in a
free real Bose field, the exponential eiφ( f ) (or resolvent) of the field operator φ( f ), where
f is a real function, is a bounded operator, and the collection of them generates a C∗-
algebra. This study is inspired by the measurement of the quantum field generated by the
interaction between the electromagnetic field and electrons at the nanoscale, which is called
the dressed photon (DP) phenomenon [1]. It is known to behave completely differently
from electromagnetic waves propagating in free space or electromagnetic fields in a uniform
medium, and has long been studied as near-field optics. The measurement theory for such
systems is still unexplored, and we believe that a framework extending the current theory
is necessary. For this reason, we adopt an approach based on both algebraic quantum
field theory (AQFT) and quantum measurement theory and their mathematics. There are
many examples of the contribution of mathematics to the progress of physical theories,
and the introduction of new mathematics contributes greatly to the implementation of
new physical concepts. In the study, we will actively use the mathematical framework for
conceptual advancement.

In the algebraic formulation of quantum theory, the observable algebra of a quantum
system is described by a ∗-algebra X , and a state is described by an expectation functional
ω on X . From an algebraic point of view, Hilbert space is treated as a secondary one
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to be used in analysis as needed. For each state ω, a Hilbert space is given by the GNS
representation (πω,Hω, Ωω):

ω(X) = 〈Ωω |πω(X)Ωω〉 (1)

for all X ∈ X . C∗-algebras, a special case of ∗-algebra, are used in AQFT [2–4]. Various
Hilbert spaces can be given by the GNS representation, and the fact that the representation
has a physical meaning as well as the Hilbert space itself primarily promotes the conceptual
understanding of the algebraic formulation. The contribution of Haag and Kastler [2] to
this progress has been significant. Although there are studies on the algebraic formulation
prior to their study, Ref. [2] is probably the first to successfully confront the fact that
there are many different representations (depending on the choice of state). In [2], the
“physical equivalence” of representations (also called weak equivalence) was used to give a
clear meaning to the replacement between equivalent representations. In [5–8], a physical
meaning was given to the situation in (A)QFT where different representations chosen by
the DHR selection criterion coexist. It is a criterion that selects representations equivalent
(through unitary transformations) to the vacuum representation (obtained from the GNS
representation from the vacuum state) of the observable algebra on the domain which is
spatial to some bounded domain. A representation satisfying this criterion describes a
situation in which localized excitations of the quantum field exist. It was shown in [9] that a
class (collection) of representations satisfying certain conditions corresponds to a situation
where topological charges exist, and that, by using these representations, field algebra
F and global gauge group G are reconstructed from observable algebra A. This result
is known as an iconic result in AQFT. Representations with different charges form their
own sectors (with unitary equivalence), which are not only unitarily inequivalent but also
mutually “disjoint”, giving rise to the so-called “superselection rule”. This result is closely
related to the representation theory of field operators including the algebra of canonical
commutation relations, where unitarily inequivalent representations arise (see [10–13] and
references therein). Global gauge group G here is an unbroken symmetry, and the results
of [9] are not valid for broken symmetries [14]. The extension of Ref. [9]’s results to broken
symmetry situations was done in [14,15], and Ojima [16] defined the generalized sector as
a “quasi-equivalence class of factor states”, allowing for a unified treatment of macroscopic
aspects in quantum systems in various contexts, including measurement.

To date, the instrument introduced by Davies and Lewis [17] has contributed greatly to
the development of quantum measurement theory. They introduced instruments from a sta-
tistical viewpoint, and specified probability distributions and states after the measurement
obtained by measuring a system using the measurement apparatus. However, because the
relationship between the instrument and the usual quantum mechanical description was
not clear at first, the analysis using the instrument did not progress until the investigation
by Ozawa [18]. He introduced a completely positive instrument and a measuring process,
the latter being used for quantum mechanical modeling of measurement. Every measuring
process defines a completely positive instrument. The main result of [18] is the converse in
a quantum system with finite degrees of freedom, i.e., every completely positive instrument
in such a system is defined by a measuring process. This is a standard fact in quantum
measurement theory now. Furthermore, the theory of completely positive instruments in
quantum systems with infinite degrees of freedom described by the general von Neumann
algebra has recently been developed in [19,20]. C∗-algebras and von Neumann algebras can
be viewed as non-commutative versions of topological and measurable spaces, respectively.
The latter is a special case of the former, but their analysis methods are very different. In
the current measurement theory, focusing on probability distributions and states after the
measurement has led to the selection of components to be macroscopic by the measurement
and the successful investigation of the relationship with quantum mechanical modeling.

In order to formulate the measurement theory for quantum systems described by C∗-
algebras, the more general case compared to von Neumann algebras, we believe that it is
necessary to integrate a completely positive instrument and the sector theoretical treatment
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of the macroscopic aspect of the quantum system. The reason for this is that, because
the concept of state is statistically characterized, we consider that the difference of values
output by the measurement should be macroscopically distinguished by the disjointness of
states of the composite system of the system and the measuring apparatus. In other words,
a measurement is a physical process that leads to the situation wherein different output
values of the measuring apparatus correspond to mutually disjoint states of the composite
system. From this viewpoint, a measuring process, a quantum mechanical modeling of
the measurement, is of course important historically and theoretically, but it should not
necessarily be the first consideration in establishing the physical meaning and description
of the measurement. On the other hand, this study is advantageous in that the identification
of sectors by the measurement is justified by the measurement-theoretic description. We are
convinced that the establishment of the measurement theory in quantum systems described
by C∗-algebras will open up new perspectives for the understanding of macroscopic aspects
of quantum systems. Herein, we reexamine the result of [21]. While [21] focused on the
use of measuring processes, we make thorough use of the instrument in this study.

In Section 2, the local net and open system are discussed and the description of
dynamics as an open system in AQFT is stated. In Section 3, we review the sector theory
and its mathematics. In Section 4, the central subspaces of the dual of a C∗-algebra are
defined. In the C∗-algebraic setting, we define instruments in terms of central subspaces.
Furthermore, we define and characterize central instruments in order to examine the
differences between the C∗-algebraic setting and the von Neumann algebraic setting. In
Section 5, we summarize the results of the study and present the perspective.

2. Systems of Interest: Local Nets and Open System
2.1. C∗-Algebraic Quantum Theory

All the statistical aspects of a physical system S are registered in a C∗-probablity space
(X , ω), a pair of a C∗-algebra X , and a state ω on X [21]. Observables of S are described
by self-adjoint elements of X . On the other hand, the state ω is an expectation functional
on X and statistically describes a physical situation (or an experimental setting) of S. We
keep claiming that every quantum system is described in the language of noncommutative
(quantum) probability theory (see [22] for an introduction to quantum probability theory).
In Appendix A, the basic facts on operator algebras are summarized.

2.2. Local Net

Let M be a manifold or a (locally finite) graph. We suppose that M describes the
space-time or the space under consideration. R denotes the set of bounded regions of M,
which satisfies ∪R = M. M ∈ R is assumed when M is bounded.

Definition 1 (local net). A family {A(O)}O∈R of C∗-algebras is called a local net on M if it
satisfies the following conditions:
(i) For every inclusion O1 ⊂ O2, we have A(O1) ⊂ A(O2).
(ii) For any mutually causally separated (spatial) regions O1 and O2,

[A(O1),A(O2)] = {AB− BA|A ∈ A(O1), B ∈ A(O2)} = {0}. (2)

For every local net {A(O)}O∈R on M, there exists a C∗-algebra

A =
⋃
O∈R
A(O)

‖·‖
, (3)

called the global algebra of {A(O)}O∈R. If M is bounded, then A = A(M) since M ∈ R
and O ⊂ M for all O ∈ R. When a group G acts on R as a symmetry, we assume the
covariance condition for {A(O)}O∈R: there exists an automorphic action α of G on A
such that

αg(A(O)) = A(gO) (4)
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for all g ∈ G and O ∈ R, where gO = {gx|x ∈ O}.
To describe the statistical aspect of quantum fields by a local net {A(O)}O∈R, states

on the global algebra A or “local states” [23] are used.

2.3. Open System

We shall discuss how to describe the dynamics of open systems. In the context of
quantum statistical mechanics, open systems are a subject that has been discussed for a
long time. Open systems are also fundamental in quantum field theory, and are closely
related to scattering theory. In particular, it is a necessary description of the dynamics
in the paper concerning the DP as a typical example of off-shell quantum fields. This is
because the DP phenomena are known to involve the process of generation by incident
light and annihilation that changes to scattered light. On the other hand, it is essential that
the quantum field considered here is a quantum system with an infinite degree of freedom
system, and we should pay attention to the description of its dynamics (see Section 4 for
details). In the following, we introduce the mathematical concepts necessary to describe
the dynamics of open systems.

The discussion below is based on the understanding that closed systems are a special
case of open systems. We consider a quantum system S described by a C∗-algebra X . Every
time evolution of S as a closed system is described by an automorphism of X . Furthermore,
when the time t is parametrized by R, the time evolution of S as a closed system is
described by a strongly continuous automorphism group α : R 3 t 7→ αt ∈ Aut(X )
satisfying α0 = idX , αs ◦ αt = αs+t and α−t = α−1

t for all s, t ∈ R. In contrast to a closed
system, the time evolution of an open system is described by a completely positive map
T : X → X . The complete positivity of maps between C∗-algebras is defined as follows:

Definition 2 (Complete positivity [24–27]). Let C and D be C∗-algebras. A linear map T :
C → D is said to be completely positive (CP) if

n

∑
i,j=1

D∗i T(C∗i Cj)Dj ≥ 0 (5)

for all n ∈ N, C1, · · · , Cn ∈ C and D1, · · · , Dn ∈ D.

It is known that a CP map is positive, but the converse is not true. Every homo-
morphism of a C∗-algebra C into a C∗-algebra D is CP. In particular, all automorphisms
of a C∗-algebra C are CP. For every C∗-algebra C and n ∈ N, Mn(C) denotes the C∗-
algebra of square matrices of order n whose entries are elements of C. For every lin-
ear map T : C → D and n ∈ N, a linear map T(n) : Mn(C) → Mn(D) is defined by
T(n)(C) = (T(Cij)) for all C = (Cij) ∈ Mn(C). A linear map T : C → D is said to be
n-positive if T(n) : Mn(C)→ Mn(D) is positive. A linear map T : C → D is CP if and only
if it is n-positive for all n ∈ N. The dual map T∗ : D∗ → C∗ of T : C → D is defined by

(T∗ϕ)(C) = ϕ(T(C)) (6)

for all ϕ ∈ D∗ and C ∈ C. T is CP if and only if the linear map
D∗ 3 ϕ 7→ ∑n

i,j=1 CiT∗(Di ϕD∗j )C
∗
j ∈ C∗ is positive for all n ∈ N, C1, · · · , Cn ∈ C and

D1, · · · , Dn ∈ D. Here, for every A, B ∈ D and ϕ ∈ D∗, Aϕ, ϕB, AϕB ∈ D∗ are defined by

(Aϕ)(D) = ϕ(DA), (7)

(ϕB)(E) = ϕ(BE), (8)

(AϕB)(F) = ϕ(BFA), (9)

respectively, for all D, E, F ∈ D.
The following structure theorem for normal CP maps defined on B(H) is well-known.
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Theorem 1. LetH be a separable Hilbert space. Let T be a normal CP map on B(H).
(1) There exist a separable Hilbert space K, an element ξ of K, a positive operator R on K, and a
unitary operator U onH⊗K such that

T(X) = TrK[U∗(X⊗ R)U(1⊗ |ξ〉ξ|)] (10)

for all X ∈ B(H).
(2) There exists a family {Ki}∞

i=1 of bounded operators onH such that

T(X) =
∞

∑
i=1

K∗i XKi (11)

for all X ∈ B(H).

The proof of this theorem is given in Appendix B. The dynamics of open systems in the
Heisenberg picture are described by a quantum stochastic process in the sense of Accardi–
Frigerio–Lewis [28,29]. Following their study, measurement theory in the Heisenberg
picture is formulated in [20].

3. Sector Theory

The concept of sector is defined by Ojima [16] as follows:

Definition 3. A sector of X is a quasi-equivalence class of a factor state.

A state on X is called a factor if the center Zω(X ) = πω(X )′′ ∩ πω(X )′ of πω(X )′′ is
trivial, i.e., Zω(X ) = C1. Let π be a representation of X on a Hilbert spaceH. We say that
a linear functional ω on X is π-normal if there exists a trace-class operator σ on H such
that

ω(X) = Tr[π(X)σ] (12)

for all X ∈ X .

Definition 4. Let π1 and π2 be a representation of X on Hilbert spacesH1 andH2, respectively.
(1) π1 and π2 are quasi-equivalent, written as π1 ≈ π2, if every π1-normal state is π2-normal
and vice versa.
(2) π1 and π2 are mutually disjoint, written as π1 ◦

–

π2, if no π1-normal state is π2-normal and
vice versa.

Two states ω1 and ω2 onX are quasi-equivalent (mutually disjoint, resp.), written as ω1 ≈ ω2
(ω1 ◦

–

ω2, resp.), if πω1 and πω2 are quasi-equivalent (mutually disjoint, resp.).

The sector theory based on sector defined above has already been discussed in [16,21].
However, we believe that mathematics related to sector theory should be reexamined in
order to develop measurement theory for quantum systems described by C∗-algebras.
The following theorem mathematically justifies the definition of sector, which is obvious
from [30] (Corollary 5.3.6).

Theorem 2. Two factor states ω1 and ω2 are either quasi-equivalent or disjoint.

By the above theorem, two factor states ω1 and ω2 belong to different sectors if and
only if ω1 ◦

–

ω2. A sector corresponds to a macroscopic situation where order parameters
of the system have definite values. Although the unitary equivalence of states is efficient
for pure states, physically important states are not always pure. For example, KMS states
in some quantum system with infinite degrees of freedom are of type III. We would like to
stress that the unitary equivalence class of a pure state is not appropriate for a unit of the
state space. The reason will be discussed later.
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Next, we shall define the notion of orthogonality of states. The order relation ω1 ≤ ω2
for two positive linear functionals ω1 and ω2 on X is defined by

ω1(X) ≤ ω2(X) (13)

for all X ∈ X+.

Definition 5. Let ω1, ω2 be positive linear functionals on X . We say that ω1 and ω2 are mutually
orthogonal, written as ω1⊥ω2, if there exists no non-zero positive linear functional ω′ such that
ω′ ≤ ω1 and ω′ ≤ ω2.

The following theorem shows the gap between the disjointness and the orthogonality
of states.

Theorem 3 ([31] (Lemma 4.1.19. and Lemma 4.2.8.)). Let ω1, ω2 be positive linear functionals
on X . Put ω = ω1 + ω2.
(1) If ω1 and ω2 are mutually orthogonal, then there exists an orthogonal projection P ∈ πω(X )′

such that

ω1(X) = 〈Ωω |Pπω(X)Ωω〉, ω2(X) = 〈Ωω |(1− P)πω(X)Ωω〉 (14)

for all X ∈ X .
(2) If ω1 and ω2 are mutually disjoint, then there exists an orthogonal projection C ∈ Zω(X ) such
that

ω1(X) = 〈Ωω |Cπω(X)Ωω〉, ω2(X) = 〈Ωω |(1− C)πω(X)Ωω〉 (15)

for all X ∈ X .

The topology of S(X ) used here is the restriction of the weak∗-topology of X ∗ to
S(X ). That is to say, it is generated by the basis B = {Oω({Xi, εi}n

i=1) | ω ∈ S(X ), n ∈
N, X1, · · · , Xn ∈ X , ε1, · · · , εn > 0}, where Oω({Xi, εi}n

i=1) = {ω′ ∈ S(X) | ∀i =
1, · · · , n, |ω(Xi)− ω′(Xi)| < εi}. Then, S(X ) is a compact convex set, and we use the
Borel field B(S(X )) of S(X ) generated by this topology. A positive linear functional ω on
X is called a barycenter of a regular Borel measure µ on S(X ) if

ω =
∫
S(X )

ρ dµ(ρ). (16)

µ is then called a barycentric measure of ω.

Definition 6. A regular Borel measure µ on S(X ) is orthogonal if∫
∆

ρ dµ(ρ) ⊥
∫

∆c
ρ dµ(ρ) (17)

for all ∆ ∈ B(S(X )). Oω(S(X )) denotes the set of orthogonal measures on S(X ) with barycenter
ω.

The following theorem characterizes orthogonal measures of a state.

Theorem 4 ([31] (Theorem 4.1.25.)). Let X be a unital C∗-algebra and ω a state on X . There is
a one-to-one correspondence between the following three sets:
(i) the orthogonal measures µ ∈ Oω(S(X ));
(ii) the abelian von Neumann subalgebras B of πω(X )′;
(iii) the orthogonal projections P onHω such that PΩω = Ωω and Pπω(X )P ⊆ {Pπω(X )P}′.

If µ, B and P are in correspondence, one has the following conditions:
(1) B = (πω(X ) ∪ {P})′;
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(2) P is the orthogonal projection onto BΩω;
(3) µ(X̂1 · · · X̂n) = 〈Ωω |πω(X1)Pπω(X2)P · · · Pπω(Xn)Ωω〉;
(4) B is ∗-isomorphic to the range of the map κµ : L∞(S(X ), µ) 3 f 7→ κµ( f ) ∈ πω(X )′ defined
by

〈Ωω |κµ( f )πω(X)Ωω〉 =
∫
S(X )

f (ρ) X̂(ρ) dµω(ρ) (18)

for all X ∈ X and f ∈ L∞(S(X ), µ), where X̂ ∈ C(S(X )) is defined by X̂(ρ) = ρ(X) for all
ρ ∈ S(X ). κµ satisfies

κµ(X̂)πω(Y)Ωω = πω(Y)Pπω(X)Ωω (19)

for all X, Y ∈ X .

By Theorems 3 and 4, we have the following theorem:

Theorem 5 ([31] (Proposition 4.2.9.) ). Let ω be a state on X and µ a barycentric measure of ω.
The following conditions are equivalent.
(1) For every ∆ ∈ B(S(X )), ∫

∆
ρ dµ(ρ) ◦

– ∫
∆c

ρ dµ(ρ). (20)

(2) µ is orthogonal, and κµ(L∞(S(X ), µ)) is a von Neumann subalgebra of the center Zω(X ) of
πω(X )′′.

For every ω ∈ S(X ), µω denotes the orthogonal measure with barycenter ω corre-
sponding to the center Zω(X ) of πω(X )′′. µω is called the central measure of ω. The
following theorem shows that the central measure gives the unique integral decomposition
into mutually different sectors.

Theorem 6 ([31] (Theorem 4.2.11.)). The central measure µω of a state ω on X is pseudosup-
ported by the set S f (X ) of factor states on X , i.e., µω(∆) = 0 for all ∆ ∈ B(S(X )) such that
∆ ∩ S f (X ) = ∅. If X is separable, then µω is supported by S f (X ).

That is to say, the concept of sector is applicable to any states via their central measures.
L∞(S(X ), µω) then describes the observable algebra that distinguishes sectors in ω and
is ∗-isomorphic to Zω(X ). The ∗-isomorphism κω := κµω : L∞(S(X ), µω) → Zω(X ),
defined by

〈Ωω |κω( f )πω(X)Ωω〉 =
∫
S(X )

f (ρ) X̂(ρ) dµω(ρ) (21)

for all X ∈ X and f ∈ L∞(S(X ), µω), justifies this statement. By the definition, all
elements of the center Zω(X ) of πω(X )′′ are compatible with those of πω(X )′′. The
following theorem is also shown.

Theorem 7 ([31] (Theorem 4.2.5.)). Let ω be a state on X and µ an orthogonal measure with
barycenter ω corresponding to a maximal abelian von Neumann subalgebra (MASA) of πω(X )′.
Then, µ is pseudosupported by the set Se(X ) of pure states on X . If X is separable, then µ is
supported by Se(X ).

An orthogonal measure corresponding to a MASA of πω(X )′ gives an irreducible
decomposition of the state. In general, MASA of πω(X )′ is not unique. The situation where
MASA of πω(X )′ is unique is special. This is the reason why the unitary equivalence class
of a pure state is not appropriate for a unit of the state space. It is known that πω(X )′′ is a
type I von Neumann algebra if πω(X )′ is abelian. The following theorem characterizes
such a situation in the context of orthogonal decompositions of states.
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Theorem 8 ([31] (Theorem 4.2.3.)). Let ω be a state on X , and P the projection operator onHω

whose range is πω(X )′Ωω. The following conditions are equivalent:
(1) πω(X )′ is abelian;
(2) Pπω(X )P generates an abelian algebra.

4. Completely Positive Instrument

In this section, we analyze the concept of CP instrument in the C∗-algebraic setting.
In previous investigations [17–20], it has been examined in the von Neumann algebraic
formulation of quantum theory. The generalization to C∗-algebra is realized in terms
of central subspaces of the dual of a C∗-algebra. Our approach enables us to unify the
measurement theory with sector theory.

4.1. Definition

Since the investigation [17] by Davies and Lewis, instruments have been defined on
the predual of a von Neumann algebra. In order to define its C∗-algebraic generalization,
the dual space of a C∗-algebra is too big in general. When a von Neumann algebraM
on a Hilbert space K is not finite-dimensional, the predualM∗ ofM does not coincide
withM∗, i.e.,M∗ (M∗. In addition, in the case where all physically relevant states are
contained inM∗, the whole spaceM∗ is not needed. This does not depend on whether
M is treated as a C∗-algebra or a von Neumann algebra. In the C∗-algebraic formulation
introduced here, we can naturally useM∗ as a domain of instruments.

Let X be a C∗-algebra and π a representation of X on a Hilbert spaceH. LetM be a
von Neumann algebra on a Hilbert space K. Z(M) denotes the center ofM. We define
the subset V(π) of X ∗ by

V(π) = {ϕ ∈ X ∗ | ∃ρ ∈ (π(X )′′)∗, ∀X ∈ X , ϕ(X) = ρ(π(X))}. (22)

A subspace L of X ∗ is said to be central if there exists a central projection C of X ∗∗,
i.e., C ∈ Z(X ∗∗), such that L = CX ∗. Central subspaces of X ∗ are characterized as closed
invariant subspaces (see [26] (Chapter III, Theorem 2.7.)). A central subspace L(= CX ∗) is
said to be σ-finite if its dual L∗(∼= CX ∗∗) is a σ-finite W∗-algebra. For every M1, M2 ∈ V∗
and ρ ∈ V , we define M1ρ, ρM2, M1ρM2 ∈ V by

〈M, M1ρ〉 = 〈MM1, ρ〉, (23)

〈M, ρM2〉 = 〈M2M, ρ〉, (24)

〈M, M1ρM2〉 = 〈M2MM1, ρ〉, (25)

respectively, for all M ∈ V∗. The usefulness of the central subspace can be seen in the
following example:

Example 1 (See [26] (Chapter III) for example). (1) Let X be a C∗-algebra and π a representa-
tion of X on a Hilbert spaceH. There exists a central projection C(π) of X ∗∗ such that

V(π) = C(π)X ∗ = {C(π)ϕ | ϕ ∈ X ∗} = {ϕ ∈ X ∗ | C(π)ϕ = ϕ}. (26)

(2) LetM be a von Neumann algebra on a Hilbert spaceH. There exists a central projection C of
M∗∗ such thatM∗ = CM∗.

The following theorem is known.

Theorem 9. Let X be a C∗-algebra and π1 and π2 representations of X on Hilbert spacesH1 and
H2, respectively. The following conditions are equivalent:
(1) π1 ≈ π2. (2) V(π1) = V(π2). (3) C(π1) = C(π2).
Similarly, the following conditions are equivalent:
(4) π1 ◦

–

π2 (5) V(π1) ∩V(π2) = {0}. (6) C(π1)C(π2) = 0.



Symmetry 2021, 13, 1183 9 of 19

The former part of this theorem is shown in [26] (Chapter III, Proposition 2.12). We
can show the latter part in a similar way.

We shall define instruments in terms of central subspaces in the fully C∗-algebraic
setting. LetM and N be W∗-algebras. P(M∗,N∗) denotes the set of positive linear maps
ofM∗ into N∗. In addition, for any Banach space L, 〈·, ·〉 denotes the pairing of L∗ and L.

Definition 7 (instrument). Let Vin and Vout be σ-finite central subspaces of C∗-algebras X and
Y , respectively, and (S,F ) a measurable space. I is called an instrument for (X ,Vin,Y ,Vout, S)
if it satisfies the following three conditions:
(1) I is a map of F into P(Vin,Vout).
(2) 〈1, I(S)ρ〉 = 〈1, ρ〉 for all ρ ∈ Vin.
(3) For every ρ ∈ Vin, M ∈ V∗out and mutually disjoint sequence {∆j}j∈N of F ,

〈M, I(∪j∆j)ρ〉 =
∞

∑
j=1
〈M, I(∆j)ρ〉. (27)

WhenX = Y , an instrument I for (X ,Vin,Y ,Vout, S) is called that, for (X ,Vin,Vout, S).
Furthermore, when Vin = Vout = V , an instrument I for (X ,Vin,Vout, S) is called for
(X ,V , S). In particular, an instrument for (M,M∗, S) is called for (M, S). For every
instrument I for (Vin,Vout, S) and normal state ϕ on V∗in, we define the probability measure
‖Iϕ‖ on (S,F ) by ‖Iϕ‖(∆) = ‖I(∆)ϕ‖ for all ∆ ∈ F . For every instrument I for
(X ,Vin,Y ,Vout, S), the dual map I∗ : V∗out ×F → V∗in of I is defined by

〈M, I(∆)ρ〉 = 〈I∗(M, ∆), ρ〉 (28)

for all ρ ∈ Vin, M ∈ V∗out and ∆ ∈ F .

Definition 8. An instrument I for (X ,Vin,Y ,Vout, S) is said to be completely positive (CP) if
the map V∗out 3 M 7→ I∗(M, ∆) ∈ V∗in is CP for all ∆ ∈ F .

For every map J : V∗out ×F → V∗in satisfying the following three conditions, there
uniquely exists an instrument I for (X ,Vin,Y ,Vout, S) such that J = I∗:
(1) For every ∆ ∈ F , the map V∗out 3 M 7→ J (M, ∆) ∈ V∗in is normal, positive, and linear.
(2) J (1, S) = 1.
(3) For every ρ ∈ Vin, M ∈ V∗out and mutually disjoint sequence {∆j}j∈N of F ,

〈J (M,∪j∆j), ρ〉 =
∞

∑
j=1
〈J (M, ∆j), ρ〉. (29)

From now on, I denotes the dual map I∗ of an instrument I for (X ,Vin,Y ,Vout, S).
The dual map of an instrument for (X ,Vin,Y ,Vout, S) is also called an instrument for
(X ,Vin,Y ,Vout, S).

4.2. Central Decomposition of State via CP Instrument

Let V be a σ-finite central subspace of the dual space of a C∗-algebra X and (S,F )
a measurable space. Let C : F → Z(V∗) be a projection valued measure (PVM). A CP
instrument IC for (X ,V , S) is defined by

IC(∆)ρ = C(∆)ρ (30)

for all ρ ∈ V and ∆ ∈ F .
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Theorem 10. IC satisfies the following conditions:
(1) IC(S)ρ = ρ for all ρ ∈ V .
(2) It is repeatable, i.e., it satisfies

IC(∆)IC(Γ) = IC(∆ ∩ Γ) (31)

for all ∆, Γ ∈ F .
(3) For every ρ ∈ V+ := V ∩ X ∗+ and ∆ ∈ F , IC(∆)ρ and IC(∆c)ρ are mutually disjoint.
(4) For every ∆ ∈ F , IC(∆) is V∗-bimodule map, i.e., for every ∆ ∈ F , ρ ∈ V and M1, M2 ∈ V∗,

IC(∆)(M1ρM2) = M1(IC(∆)ρ)M2. (32)

Conversely, if an instrument I for (V , S) satisfies the conditions (2) and (4), then there exists a
spectral measure C : F → Z(V∗) such that I = IC.

Proof. We can easily check (1), (2), and (4). (3) is shown by using Theorem 9.
The converse is also obvious as follows. We define a map C : F → V∗ by C(∆) =

I(1, ∆) for all ∆ ∈ F . For every ∆ ∈ F , ρ ∈ V and M ∈ V∗, we have

〈M, I(∆)ρ〉 = 〈1, I(∆)(ρM)〉 = 〈C(∆), ρM〉 = 〈MC(∆), ρ〉. (33)

〈M, I(∆)ρ〉 = 〈C(∆)M, ρ〉 is also shown in the same way. Therefore, we have 〈[C(∆), M], ρ〉 =
0 for all ∆ ∈ F , ρ ∈ V and M ∈ V∗. When ϕ is normal faithful state on V∗ and
ρ = ϕ([C(∆), M])∗, 〈([C(∆), M])∗[C(∆), M], ϕ〉 = 0, so that [C(∆), M] = 0 for all ∆ ∈ F
and M ∈ V∗. We obtain C(∆) ∈ Z(V∗) for all ∆ ∈ F .

By the conditions (2) and (4),

〈C(∆ ∩ Γ), ρ〉 = 〈1, I(∆ ∩ Γ)ρ〉 = 〈1, I(∆)I(Γ)ρ〉 = 〈C(∆), I(Γ)ρ〉
= 〈1, I(Γ)(ρC(∆))〉 = 〈C(Γ), ρC(∆)〉 = 〈C(∆)C(Γ), ρ〉. (34)

Thus, C : F → Z(V∗) is a PVM, and we have I = IC.

An instrument I for (X ,Vin,Y ,Vout, S) is said to be subcentral if, for every ρ ∈ Vin,+
and ∆ ∈ F , IC(∆)ρ and IC(∆c)ρ are mutually disjoint. The condition (3) in Theorem 10
is a special case of the subcentrality of instruments. P(X ,V) denotes the subset {IC|C :
F → Z(V∗) is a PVM.} of the set of instruments defined on V . An instrument I for
(X ,V , S) is said to be central if it is an element of P(X ,V) and is the maximum in P(X ,V),
where the maximum is due to the (pre)order ≺ on instruments defined as follows: For
instruments I1, I2 for (X ,Vin,Y ,Vout, S1) and (X ,Vin,Y ,Vout, S2), respectively, I1 ≺ I2 if
I1(F )ρ ⊂ I2(F )ρ for all ρ ∈ S(X ) ∩ Vin, where Ii(Fi)ρ, i = 1, 2, is the subset of (Vin)+
defined by Ii(Fi)ρ = {Ii(∆i)ρ | ∆i ∈ Fi}. By Theorem 10, we have the following theorem.

Theorem 11. Let (S,F ) be a measurable space, V a σ-finite central subspace of the dual of a
C∗-algebra X , and C : F → Z(V∗) a PVM. IC is central if and only if the abelian W∗-algebra
generated by {C(∆)|∆ ∈ F} is isomorphic to Z(V∗).

5. Operational Requirement and Macroscopic Distinguishability

In this section, we discuss the characterization of CP instruments. We deepen our
conceptual understanding of measurement theory by referring to the mathematics of sector
theory. In sector theory, we explained that a sector is a macroscopic unit. As an application
of sector theory to measurement theory, we follow the macroscopic distinction made by the
disjointness of states. That is, in contrast to the usual understanding of measurement, our
understanding is that a measurement is a physical process that realizes macroscopically
distinguishable situations when different values are output. In past investigations, the
concept of CP instrument has been justified by clarifying the statistical properties that a
measuring apparatus should satisfy from an operational point of view in the (extended)
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Schrödinger picture. We first review this here. Next, we proceed to characterize CP
instruments from the perspective of the macroscopic distinguishability of states, which is
related to sector theory.

Here, we assume that the system S is described by a C∗-algebra X and that Vin a
σ-finite central subspace of X ∗. We consider a measuring apparatus A(x) with output
variable x to measure the system S, where x takes values in a measurable space (S,F ). In
the following, we consider three assumptions from an operational point of view. They are
modified from [19,32] in the C∗-algebraic setting.

Assumption 1. A(x) statistically specifies the following two components:
(1) the probability measure Pr{x ∈ ∆‖ω}, ∆ ∈ F , on (S,F ) for every initial state ω ∈ S(X ) ∩
Vin.
(2) the state ω{x∈∆} (on a C∗-algebra Y) after the measurement under the condition that ω is an
initial state and output values not contained in ∆ are ignored. For every ω ∈ S(X ) ∩ Vin and
∆ ∈ F , ω{x∈∆} is unique whenever Pr{x ∈ ∆‖ω} 6= 0, or is indefinite otherwise.

From now on, we consider only the case of X = Y for simplicity. The joint probability
distribution of the successive measurement of A(x) and A(y) in this order in a state
ω ∈ Vin ∩ S(X ) is given by

Pr{x ∈ ∆, y ∈ Γ‖ω} = Pr{x ∈ ∆‖ω}Pr{y ∈ Γ‖ω{x∈∆}} (35)

for all ∆ ∈ F and Γ ∈ F ′.

Assumption 2. For every ∆ ∈ F , measuring apparatus A(y) whose output variable y takes values
in a measurable space (S′,F ′), and Γ ∈ F ′, the map S(X ) ∩ Vin 3 ω 7→ Pr{x ∈ ∆, y ∈ Γ‖ω}
is affine, that is,

Pr{x ∈ ∆, y ∈ Γ‖αω1 +(1− α)ω2} = αPr{x ∈ ∆, y ∈ Γ‖ω1}+(1− α)Pr{x ∈ ∆, y ∈ Γ‖ω2}
(36)

for all α ∈ [0, 1] and ω1, ω2 ∈ S(X ) ∩ Vin.

The affine property of joint distributions of successive measurements characterizes
the instrument as shown in the following theorem.

Theorem 12. Let A(x) be a measuring apparatus satisfying Assumption 1. Suppose that there
exists a σ-finite central subspace Vout of X such that {ω{x∈∆}|ω ∈ S(X ) ∩ Vin, ∆ ∈ F} ⊂ Vout.
The following conditions are equivalent:
(1) A(x) satisfies Assumption 2.
(2) There exists an instrument I for (Vin,Vout, S) such that

Pr{x ∈ ∆‖ω} = ‖I(∆)ω‖ (37)

for all ω ∈ S(X ) ∩ Vin and ∆ ∈ F , and that

ω{x∈∆} =
I(∆)ω
‖I(∆)ω‖ (38)

whenever Pr{x ∈ ∆‖ω} 6= 0.

The complete positivity of instrument is based on the general description of the
dynamics of open systems. In Section 2, we discussed the dynamics of open systems
state/representation-independently. We consider the following assumption that is called
the trivial extendability.
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Assumption 3. For any quantum system S′ that is described by a C∗-algebra Y and does not
interact with an apparatus A(x) nor S, A(x) can be extended into an apparatus A(x′) measuring
the composite system S + S′ with the following statistical properties:

Pr{x′ ∈ ∆‖ω⊗ ϕ} = Pr{x ∈ ∆‖ω}, (39)

(ω⊗ ϕ){x′∈∆} = ω{x∈∆} ⊗ ϕ (40)

for all ω ∈ Vin ∩ S(X ), ϕ ∈ W ∩ S(Y) and ∆ ∈ F , whereW is a central subspace of Y∗.

Let M and N be von Neumann algebras. For every σ ∈ N∗, we define a map
id⊗ σ :M⊗ N →M by 〈ρ⊗ σ, X〉 = 〈ρ, (id⊗ σ)(X)〉 for all ρ ∈ M∗ and X ∈ M ⊗ N .

A measuring apparatus that satisfies Assumption 3 is described by a CP instrument.
In the von Neumann algebraic setting, a measuring process is defined as follows.

Definition 9 (Measuring process [19] (Definition 3.2)). LetM be a von Neumann algebra on a
Hilbert spaceH, and (S,F ) a measurable space. A 4-tuple M = (K, σ, E, U) is called a measuring
process for (M, S) if it satisfies the following conditions:
(1) K is a Hilbert space,
(2) σ is a normal state on B(K),
(3) E : F → B(K) is a spectral measure,
(4) U is a unitary operator onH⊗K,
(5) {IM(M, ∆) | M ∈ M, ∆ ∈ F} ⊂ M, where IM : B(H)×F → B(H) is defined by

IM(X, ∆) = (id⊗ σ)[U∗(X⊗ E(∆))U] (41)

for all X ∈ B(H) and ∆ ∈ F .

As shown in [18], every CP instrument for (B(H), S) is defined by a measuring
process. By contrast, in the case whereM is a non-atomic injective von Neumann algebra,
it is shown in [19] that there exist CP instruments for (M, S) which cannot be defined
by any measuring processes. Furthermore, a necessary and sufficient condition for a CP
instrument to be defined by a measuring process is given in [19].

In the context of measurement, we do not always care about sectors as a macroscopic
unit, but we actively utilize the macroscopic distinction based on the disjointness. We
introduce two kinds of subcentral lifting property for instruments as follows.

Definition 10. An instrument I for (X ,V , S) is said to have the first subcentral lifting property
if there exists a central subspaceW of the dual space of a C∗-algebra Y(⊃ X ) and an instrument Ĩ
for (X ,V ,Y ,W , S) satisfying the following two conditions:
(1) For every ω ∈ S(X ) ∩ V and ∆ ∈ F , Ĩ(∆)ω ◦

–

Ĩ(∆c)ω.
(2) For every ω ∈ S(X ) ∩ V , X ∈ X and ∆ ∈ F , [Ĩ(∆)ω](X) = [I(∆)ω](X).

Definition 11. An instrument I for (X ,V , S) is said to have the second subcentral lifting property
if there exists a central subspaceW of the dual space of a C∗-algebra Y(⊃ X ) and an instrument Ĩ
for (Y ,W , S) satisfying the following two conditions:
(1) For every ϕ ∈ S(Y) ∩W and ∆ ∈ F , Ĩ(∆)ϕ ◦

–

Ĩ(∆c)ϕ.
(2) For every ω ∈ S(X ) ∩ V , there exists ω̃ ∈ S(Y) ∩ W such that ω̃(X) = ω(X) and
[Ĩ(∆)ω̃](Y) = [I(∆)ω](Y) for all X, Y ∈ X and ∆ ∈ F .

Both subcentral lifting properties characterize the measurement obtained by restricting
a measurement, which realizes the disjointness of states (after the measurement) of a larger
system corresponding to different output values, to the target system. On the other hand,
the difference between these two properties may be obvious from the definitions.
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An instrument I for (X ,Vin,Y ,Vout, S) is said to be finite if there exists a finite subset
S0 of S and a map T : S0 → P(Vin,Vout) such that

I(∆) = ∑
s∈S0∩∆

T(s) (42)

for all ∆ ∈ F .

Theorem 13. Every finite instrument for (X ,V , S) has the first subcentral lifting property and
the second subcentral lifting property.

Proof. Let I be a finite instrument for (X ,V , S), a finite subset S0 of S, and a map T :
S0 → P(V) satisfying Equation (42) for all ∆ ∈ F . For every ∆ ∈ F , a linear map
Ĩ(∆) : V → V ⊗ l1(S0) is defined by

Ĩ(∆)ω = ∑
s∈S0∩∆

T(s)ω⊗ δs (43)

for all ω ∈ V . Then, Ĩ is a finite instrument for (X ,V ,X ⊗min l∞(S0),V ⊗ l1(S0), S).
Then, Ĩ satisfies Ĩ(∆)ω ◦

–
Ĩ(∆c)ω for all ω ∈ S(X ) ∩ V and ∆ ∈ F . Furthermore, every

ω ∈ S(X ) ∩ V , X ∈ X and ∆ ∈ F , [Ĩ(∆)ω](X ⊗ 1) = [I(∆)ω](X). Therefore, I has the
first subcentral lifting property.

Next, we define a finite instrument Î for (X ⊗min l∞(S0),V ⊗ l1(S0), S) by

Î(∆)ϕ = Ĩ(∆)(j(ϕ)) (44)

for all ∆ ∈ F and ϕ ∈ V ⊗ l1(S0), where j : V ⊗ l1(S0)→ V is a linear map defined by

[j(ϕ)](X) = ϕ(X⊗ 1) (45)

for all X ∈ X . For every ϕ ∈ S(X ⊗min l∞(S0))∩ (V ⊗ l1(S0)) and ∆ ∈ F , Î(∆)ϕ ◦

–

Î(∆c)ϕ.
For every ω ∈ S(X ) ∩ V , ω̃ = ω ⊗ δs0 , where s0 ∈ S0 satisfies ω̃(X ⊗ 1) = ω(X) and
[Ĩ(∆)ω̃](Y ⊗ 1) = [I(∆)ω](Y) for all X, Y ∈ X and ∆ ∈ F . Therefore, I has the second
subcentral lifting property.

We conjecture that every CP instrument has both subcentral lifting properties.

6. Discussion and Perspectives

In the study, we have defined instruments by using central subspaces of the dual of
a C∗-algebra. We have checked its consistency with the definition in the von Neumann
algebraic setting. This result means that the extension of the measurement theory to
C∗-algebra in the paper is valid. Furthermore, we have proposed a unification of the
measurement theory and the sector theory: we have defined and characterized the centrality
of instruments. In addition, we have discussed the operational characterization and
macroscopic nature of quantum measurement. In the context, we have actively used the
disjointness of states to distinguish different output values of the meter. Our results are, of
course, applicable to systems described by C*-algebras generated from field operators, and
the macroscopic aspects of quantum fields can now be discussed in terms of measurement
theory.

In the setting of AQFT, we use a local net {A(O)}O∈R1 on a space M1 in order to
describe the DP phenomena. In describing the measurement of DPs, only the use of the local
net first adopted is not enough. In fact, to detect (the effect of) DPs, we need an operation
wherein some probe is brought closer to the spatial scale at which DPs are generated. We
introduced an extension of a local net to mathematically describe the operation at the level
of observable algebras.
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Definition 12. Let {A(O)}O∈R1 and {B(O)}O∈R2 be local nets on M1 and M2, respectively.
{B(O)}O∈R2 is an extension of {A(O)}O∈R1 if it satisfies the following three conditions:
(i) M1 ⊂ M2.
(ii) R1 ⊂ R2.
(iii) For every O ∈ R1, A(O) ⊂ B(O).

We use the extensions of a local net because the construction of the composite system
of the system of interest and a measuring apparatus is not so simple. In particular, the
construction of the composite system by the tensor product is not always applicable to
quantum fields.

Let {B(O)}O∈R2 be a local net on M2 and an extension of a local net {A(O)}O∈R1 on
M1. We suppose that M1 is bounded. The composite system of the original system and a
probe, which is close to the original system on the spatial scale where DPs are generated, is
described by {B(O)}O∈R2 as a quantum field. Furthermore, the material system, which
is a part of the composite system, is assumed to be localized in the neighborhood of M1.
In the composite system, the generation and annihilation of DPs constantly occur near
non-uniform materials in the unstable situation where light continues to incident constantly.
By measuring the emitted light at regions far from M1, we check (or estimate) the effect of
DPs generated in M1.

Constructing a concrete model of DPs as a quantum field in order to correlate experi-
ments of DPs with the theory is a future task. We hope to describe the DP phenomena as
open systems at the next stage. In the future, clarification of the relationship between this
study and the recent trends in DP research [33] is required. Moreover, the mathematical
theory of quantum measurement for quantum systems described by C∗-algebras should be
further developed.
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Appendix A. Operator Algebra

We introduce the basic facts on operator algebras. See [26,30,31,34–37] for more details
on operator algebras. A set X is called a C∗-algebra if it satisfies the following conditions:
(1) X is a Banach space over C.
(2) X is a ∗-algebra, i.e., it is an algebra with involution. The involution ∗ : X → X satisfies
(aX + bY)∗ = āX∗ + b̄Y∗, (XY)∗ = Y∗X∗, and X∗∗ := (X∗)∗ = X for all a, b ∈ C and
X, Y ∈ X .
(3) The norm of X satisfies ‖X∗X‖ = ‖X‖2 for all X ∈ X .
We assume that C∗-algebras are unital.

Let X and Y be C∗-algebras. A map j : X → Y is called a ∗-homomorphism if it
satisfies the following conditions:



Symmetry 2021, 13, 1183 15 of 19

(i) j(aX1 + bX2) = aj(X1) + bj(X2) for all a, b ∈ C and X1, X2 ∈ X .
(ii) j(X1X2) = j(X1)j(X2) for all X1, X2 ∈ X .
(iii) j(X∗) = j(X)∗ for all X ∈ X .
(iv) j(1) = 1.
A ∗-homomorphims β ofX is called a ∗-automorphism ofX if there exists a ∗-homomorphims
γ of X such that β ◦ γ = idX and γ ◦ β = idX . Aut(X ) denotes the set of automorphisms
of X . A ∗-homomorphism and a ∗-automorphism are simply called a homomorphism and
an automorphism, respectively.

Let ω be a linear functional on X .
(i) ω is positive if ω(X∗X) ≥ 0 for all X ∈ X .
(ii) ω is normalized if ω(1) = 1.
X ∗ denotes the set of (complex) linear functionals on X . X ∗+ denotes the set of positive
linear functionals on X . A linear functional on X is called a state on X if it is positive and
normalized. S(X ) denotes the set of states on X . A state ω on X is faithful if ω(X∗X) = 0
implies X = 0. A C∗-algebraW is called a W∗-algebra if it is the dual of a Banach spaceW∗,
called the predual ofW . The second dual X ∗∗ = (X ∗)∗ of a C∗-algebra X is a W∗-algebra
and is called the universal enveloping algebra of X . A W∗-algebraW is said to be σ-finite
if it admits at most countably many orthogonal projections. A positive linear functional
ϕ onW is said to be normal if {ϕ(Aγ)}γ∈Γ converges to ϕ(A) for all non-decreasing nets
{Aγ}γ∈Γ of positive operators inW convergent to a positive operator A ∈ W . A positive
linear functional ϕ onW is normal if and only if ϕ ∈ W∗. B(H) denotes the set of bounded
linear operators on a Hilbert spaceH. A W∗-algebraM is called a von Neumann algebra
on a Hilbert spaceH if it is a subset of B(H), and the involution ofM coincides with the
adjoint operation on B(H). The predualM∗ of a von Neumann algebraM on a Hilbert
spaceH satisfies

M∗ = {ϕ ∈ M∗|∃ρ ∈ T(H) s.t. ϕ(M) = Tr[Mρ] for all M ∈ M}, (A1)

where T(H) denotes the set of trace-class operators onH.
For every state ω on X , there exist a Hilbert spaceHω, a representation πω of X on

Hω and a unit vector Ωω ofHω such that

ω(X) = 〈Ωω |πω(X)Ωω〉, X ∈ X , (A2)

and Hω = πω(X )Ωω. Here, a map π : X → B(H) is called a representation of X on a
Hilbert space H if it satisfies π(aX + bY) = aπ(X) + bπ(Y), π(XY) = π(X)π(Y), and
π(X∗) = π(X)∗ for all a, b ∈ C and X, Y ∈ X . The triple (πω,Hω, Ωω) is called the GNS
representation of ω and is unique up to unitary equivalence.

For any subset S of B(H), we define the commutant S′ of S by S′ = {A ∈ B(H) | ∀B ∈
S, AB = BA} and the double commutant S′′ of S by S′′ = (S′)′. πω(X )′′ and πω(X )′ are
then von Neumann algebras onHω.

Appendix B. The Proof of Theorem 1

First, we present theorems used to show Theorem 1.

Theorem A1 ([24–27,31]). Let X be a C∗-algebra and H a Hilbert space. For every CP map
T : X → B(H), there exist a Hilbert space K, a representation π of X on K, and V ∈ B(H,K)
such that

T(X) = V∗π(X)V (A3)

for all X ∈ X , and that K = span(π(X )VH). If X andH are separable, then so is K.

The triplet (π,K, V) is called a Stinespring representation of T, and is unique up to
unitary equivalence.



Symmetry 2021, 13, 1183 16 of 19

Theorem A2 ([26] (Chapter IV, Theorem 5.5.)). LetM1 andM2 be von Neumann algebras on
Hilbert spaces H1 and H2, respectively. If π is a normal homomorphism ofM1 ontoM2, then
there exist a Hilbert space L, a projection E ofM′

1 ⊗ B(L), and an isometry U of E(H1 ⊗ L)
ontoH2 such that

π(M) = UjE(M⊗ 1)U∗ (A4)

for all M ∈ M1, where jE : B(H1 ⊗ L) → EB(H1 ⊗ L)E is defined by jE(X) = EXE for all
X ∈ B(H1 ⊗L).M1 ⊗ C1 is then a multiplicative domain of jE.

As a corollary of Theorem A2, the following holds:

Corollary A1. LetH1 andH2 be Hilbert spaces. If π is a normal homomorphism of B(H1) onto
B(H2), then there exist a Hilbert space K and a unitary W ofH1 ⊗K ontoH2 such that

π(X) = W(X⊗ 1)W∗ (A5)

for all X ∈ B(H1).

Let X and Y be C∗-algebras. We define a partial order T1 ≤ T2 on CP(X ,Y) by
T2 − T1 ∈ CP(X ,Y).

Theorem A3 ([25] (Theorem 1.4.2.)). Let T1, T2 be elements of CP(X , B(H)) such that T1 ≤ T2,
and (π,K, V) is the Stinespring representation of T2. There exists a positive operator R of π(X )′

such that
T1(X) = V∗Rπ(X)V (A6)

for all X ∈ X .

By using the above theorems, we show Theorem 1.

The proof of Theorem 1. Put P = T(1). Suppose P 6= 0 without loss of generality. We
define a unital normal CP map T′ on B(H) by

T′(X) =
1
‖P‖T(X) +

(
1− P
‖P‖

) 1
2
X
(

1− P
‖P‖

) 1
2

(A7)

for all X ∈ B(H). By Theorem A1, there exist a separable Hilbert space K′, a normal repre-
sentation π′ of X on K′, and an isometry V′ ∈ B(H,K) such that K′ = span(π′(X )V′H)
and that

T′(X) = (V′)∗π′(X)V′ (A8)

for all X ∈ B(H). Since
1
‖P‖T(X∗X) ≤ T′(X∗X) (A9)

for all X ∈ B(H), by Theorem A3, there exists a positive operator R′ of π′(X )′ such that

1
‖P‖T(X) = (V′)∗π′(X)R′V′ (A10)

for all X ∈ B(H). By Corollary A1, there exist a separable Hilbert space L1 and a unitary
operator W ∈ B(H⊗L1,K′) such that

π′(X) = W ′(X⊗ 1)W ′∗ (A11)

for all X ∈ B(H). There then exists a positive operator R′′ on L1 such that R′W ′ =
W ′(1⊗ R′′).
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Let L2 be an infinite-dimensional separable Hilbert space, v a unit vector in L2, and y
a unit vector in L1. We define an isometry U : H⊗Cy⊗Cv→ H⊗L1 ⊗L2 by

U0(x⊗ y⊗ v) = (W ′)∗V′x⊗ v (A12)

for all x ∈ H. SinceH⊗Cy⊗Cv and U0(H⊗Cy⊗Cv) satisfy dim((H⊗Cy⊗Cv)⊥) =
dim((U0(H⊗Cy⊗Cv))⊥) as subspaces of H⊗L1 ⊗L2, there exists a unitary operator
U on H⊗L1 ⊗L2 such that U|H⊗Cy⊗Cv = U0. We put K = L1 ⊗L2 and ξ = y⊗ v, and
define a positive operator R on K by R = ‖P‖R′′ ⊗ 1. For every X ∈ B(H) and x1, x2 ∈ H,
we obtain

〈x1|T(X)x2〉 = ‖P‖〈x1|(V′)∗W ′(X⊗ R′′)(W ′)∗V′x2〉
= ‖P‖〈(W ′)∗V′x1 ⊗ v|(X⊗ R′′ ⊗ 1)[(W ′)∗V′x2 ⊗ v]〉
= 〈U(x1 ⊗ y⊗ v)|(X⊗ R)[U(x2 ⊗ y⊗ v)]〉
= Tr[U∗(X⊗ R)U(|x2〉〈x1| ⊗ |ξ〉〈ξ|)]
= Tr[TrK[U∗(X⊗ R)U(1⊗ |ξ〉〈ξ|)]|x2〉〈x1|]
= 〈x1|TrK[U∗(X⊗ R)U(1⊗ |ξ〉〈ξ|)]x2〉, (A13)

which completes the proof of (1).
Next, we show (2). By Theorem A1, there exist a separable Hilbert space K1, a normal

representation π of X on K and V ∈ B(H,K) such that K1 = span(π(X )VH) and that

T(X) = V∗π(X)V (A14)

for all X ∈ B(H). By Corollary A1, there exist a separable Hilbert space K2 and a unitary
operator W ∈ B(K1,H⊗K2) such that

π(X) = W(X⊗ 1)W∗ (A15)

for all X ∈ B(H). Let {yi}
dim(K2)
i=1 be a complete orthonormal system of K2. For every

1 ≤ i ≤ dim(K2), we define Ki ∈ B(H) by

〈x1|Kix2〉 = 〈x1 ⊗ yi|W∗Vx2〉 (A16)

for all x1, x2 ∈ H. For every 1 ≤ i ≤ dim(K2), X ∈ B(H) and x1, x2 ∈ H, we have

〈x1|K∗i XKix2〉 = 〈Kix1|XKix2〉 =
dim(H)

∑
j=1
〈Kix1|zj〉〈zj|XKix2〉

=
dim(H)

∑
j=1
〈Kix1|zj〉〈X∗zj|Kix2〉

=
dim(H)

∑
j=1
〈W∗Vx1|zj ⊗ yi〉〈X∗zj ⊗ yi|W∗Vx2〉

=
dim(H)

∑
j=1
〈W∗Vx1|(|zj〉〈zj| ⊗ |yi〉〈yi|)(X⊗ 1)W∗Vx2〉

= 〈W∗Vx1|(X⊗ |yi〉〈yi|)W∗Vx2〉 = 〈x1|V∗W(X⊗ |yi〉〈yi|)W∗Vx2〉.
(A17)



Symmetry 2021, 13, 1183 18 of 19

Therefore, for every X ∈ B(H) and x1, x2 ∈ H, we obtain

〈x1|T(X)x2〉 = 〈x1|V∗W(X⊗ 1)W∗Vx2〉

=
dim(K2)

∑
i=1

〈x1|V∗W(X⊗ |yi〉〈yi|)W∗Vx2〉

=
dim(K2)

∑
i=1

〈x1|K∗i XKix2〉 = 〈x1|
(

dim(K2)

∑
i=1

K∗i XKi

)
x2〉, (A18)

which completes the proof of (2).

The proof of (1) in the above theorem refers to that of [18] (Theorem 5.1). The results
of this appendix are related to the theory of Hilbert modules [38–43].
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Abstract: The purpose of this paper is to build a new bridge between category theory and a general-
ized probability theory known as noncommutative probability or quantum probability, which was
originated as a mathematical framework for quantum theory, in terms of states as linear functional
defined on category algebras. We clarify that category algebras can be considered to be generalized
matrix algebras and that the notions of state on category as linear functional defined on category alge-
bra turns out to be a conceptual generalization of probability measures on sets as discrete categories.
Moreover, by establishing a generalization of famous GNS (Gelfand–Naimark–Segal) construction,
we obtain a representation of category algebras of †-categories on certain generalized Hilbert spaces
which we call semi-Hilbert modules over rigs. The concepts and results in the present paper will be
useful for the studies of symmetry/asymmetry since categories are generalized groupoids, which
themselves are generalized groups.

Keywords: category; algebra; state; category algebra; state on category; noncommutative probability;
quantum probability; GNS representation

1. Introduction

In the present paper, we study category algebras and states defined on arbitrary
small categories to build a new bridge between category theory (see [1–4] and references
therein, for example) and noncommutative probability or quantum probability (see [5–7]
and references therein, for example), a generalized probability theory which was originated
as a mathematical framework for quantum theory.

A category algebra is, in short, a convolution algebra of functions on a category.
For example, on certain categories called finely finite category [8], which is a categorical
generalization of locally finite poset, the convolution operation can be defined on the set of
arbitrary functions and it becomes a unital algebra called incidence algebra. Many authors
have studied the notions of Möbius inversion, which has been one of fundamental part of
combinatorics since the pioneering work by Rota [9] on posets, in the context of incidence
algebras on categories ([8,10–14], for example).

There is another approach to obtain the notion of category algebra. As is well known,
a group algebra is defined as a convolution algebra consisting of finite linear combinations
of elements. By generalization with replacing “elements” by “arrows”, one can obtain
another notion of category algebra (see [13], for example), which also includes monoid
algebra (in particular polynomial algebras) and groupoid algebras as examples. Please
note that for a category with infinite number of objects, the algebra is not unital.

The category algebras we focus on in the present paper are unital algebras defined
on arbitrary small categories, which are slightly generalized versions of algebras studied
under the name of the ring of an additive category [15]. These category algebras include
the ones studied in [13] as subalgebras in general, and they coincide for categories with
finite number of objects. Moreover, one of the algebras we study, called “backward finite
category algebra”, coincides with incidence algebras for combinatorically important cases
originally studied in [9].
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The purpose of this paper is to provide a new framework for the interplay between
regions of mathematical sciences such as algebra, probability and physics, in terms of
states as linear functional defined on category algebras. As is well known, quantum theory
can be considered to be a noncommutative generalization of probability theory. At the
beginning of quantum theory, matrix algebras played a crucial role (see [16] for example).
In the present paper, we clarify that category algebras can be considered to be generalized
matrix algebras and that the notions of states on categories as linear functionals defined on
category algebras turns out to be a conceptual generalization of probability measures on
sets as discrete categories (For the case of states on groupoid algebras over the complex
field C it is already studied [17]).

Moreover, by establishing a generalization of famous GNS (Gelfand–Naimark–Segal)
construction [18,19] (as for the studies in category theoretic context, see [20–22] for example),
we obtain a representation of category algebras of †-categories on certain generalized
Hilbert spaces (semi-Hilbert modules over rigs), which can be considered to be an extension
of the result in [17] for groupoid algebras over C. This construction will provide a basis
for the interplay between category theory, noncommutative probability and other related
regions such as operator algebras or quantum physics.

Notation 1. In the present paper, categories are always supposed to be small (This assumption may
be relaxed by applying some appropriate foundational framework). The set of all arrows in a category
C is also denoted as C. |C| denotes the set of all objects, which are identified with corresponding
identity arrows, in C. We also use the following notations:

C′CC := C(C, C′), CC := tC′∈|C|C(C, C′), C′C := tC∈|C|C(C, C′),

where C(C, C′) denotes the set of all arrows from C to C′.

2. Category Algebras

We introduce the notion of rig, module over rig, and algebra over rig in order to study
category algebras in sufficient generality for various future applications in noncommutative
probability, quantum physics and other regions of mathematical sciences such as tropical
mathematics.

Definition 1 (Rig). A rig R is a set with two binary operations called addition and multiplication
such that

1. R is a commutative monoid with respect to addition with the unit 0,
2. R is a monoid with respect to multiplication with the unit 1,
3. r′′(r′ + r) = r′′r′ + r′′r, (r′′ + r′)r = r′′r + r′r holds for any r, r′, r′′ ∈ R (Distributive

law),
4. 0r = 0, r0 = 0 holds for any r ∈ R (Absorption law).

Definition 2 (Module over Rig). A commutative monoid M under addition with unit 0 together
with a left action of R on M (r, m) 7→ rm is called a left module over R if the action satisfies the
following:

1. r(m′ + m) = rm′ + rm, (r′ + r)m = r′m + rm for any m, m′ ∈ M and r, r′ ∈ R.
2. 0m = 0, r0 = 0 for any m ∈ M and r ∈ R.

Dually we can define the notion of right module over R.
Let M is left and right module over R. M is called R-bimodule if

r′(mr) = (r′m)r

holds for any r, r′ ∈ R and m ∈ M.
The left/right action above is called the scalar multiplication.



Symmetry 2021, 13, 1172 3 of 12

Definition 3 (Algebra over Rig). A bimodule A over R is called an algebra over R if it is also a
rig with respect to its own multiplication which is compatible with scalar multiplication, i.e.,

(r′a′)(ar) = r′(a′a)r, (a′r)a = a′(ra)

for any a, a′ ∈ A and r, r′ ∈ R.

Usually the term “algebra” is defined on rings and algebras are supposed to have
negative elements. In this paper, we use the term algebra to mean the module over rig with
multiplication.

Definition 4 (Category Algebra). Let C be a category and R be a rig. An R-valued function α
defined on C is said to be of backward (resp. forward) finite propagation if for any object C there
are at most finite number of arrows in the support of α whose codomain (resp. domain) is C. The
module over R consisting of all R-valued functions of backward (resp. forward) finite propagation
together with the multiplication defined by

(α′α)(c′′) = ∑
{(c′ ,c)| c′′=c′◦c}

α′(c′)α(c), c, c′, c′′ ∈ C

becomes an algebra over R with unit ε defined by

ε(c) =

{
1 (c ∈ |C|)
0 (otherwise)

,

and is called the category algebra of backward (resp. forward) finite propagation R0[C] (resp. 0R[C])
of C over R. The algebra 0R0[C] over R defined as the intersection R0[C] ∩ 0R[C] is called the
category algebra of finite propagation of C over R.

Remark 1. 0R0[C] coincide with the algebra studied in [15] if R is a ring.

In the present paper, we focus on the category algebras R0[C],0R[C] and 0R0[C] which
are the same if |C| is finite, although other extensions or subalgebras of 0R0[C] are also of
interest (see Examples 4 and 7).

Notation 2. In the following we use the term category algebra and the notation R[C] to denote
either of category algebras R0[C],0R[C] and 0R0[C].

Definition 5 (Indeterminates). Let R[C] be a category algebra and c ∈ C. The function χc ∈
R[C] defined as

χc(c′) =

{
1 (c′ = c)
0 (otherwise)

is called the indeterminate (See Example 2) corresponding to c.

For indeterminates, it is easy to obtain the following:

Theorem 1 (Calculus of Indeterminates). Let c, c′ ∈ C, χc, χc′ be the corresponding indetermi-
nates and r ∈ R. Then

χc′χc =

{
χc′◦c (dom(c′) = cod(c))
0 (otherwise),

rχc = χcr.
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In short, a category algebra R[C] is an algebra of functions on C equipped with the
multiplication which reflects the compositionality structure of C. By the identification of
c ∈ C 7→ χc ∈ R[C], categories are included in category algebras.

Let us establish the basic notions for calculation in category algebras:

Definition 6 (Column, Row, Entry). Let α ∈ R[C] and C, C′ ∈ |C|. The elements αC, C′α, C′αC ∈
R[C] defined as

αC(c) =

{
α(c) (c ∈ CC)

0 (otherwise),

C′α(c) =

{
α(c) (c ∈ C′C)
0 (otherwise),

C′αC(c) =

{
α(c) (c ∈ C′CC)

0 (otherwise),

are called the C-column, C′-row and (C′, C)-entry of α, respectively.

Please note that either of the data αC(C ∈ |C|) , C′α(C′ ∈ |C|) or C′αC (C, C′ ∈ |C|)
determine α. Moreover, if |C| is finite,

α = ∑
C,C′∈|C|

C′αC.

By definition, the following theorem holds:

Theorem 2 (Polynomial Expression). For any α ∈ R[C]

C′αC = ∑
c∈C′CC

α(c)χc = ∑
c∈C′CC

χcα(c).

If |C| is finite,
α = ∑

c∈C
α(c)χc = ∑

c∈C
χcα(c).

The formulae above clarify that category algebras are generalized polynomial algebra
(see Example 2). On the other hand, the following theorem, which shows that category
algebras are generalized matrix algebras (see Example 7), also follows by definition:

Theorem 3 (Matrix Calculus). For any α, α′ ∈ R[C], C, C′ ∈ |C| and r ∈ R, the followings hold:

(α′ + α)C = α′C + αC, C′(α′ + α) =C′ α′ +C′ α,

C′(α′ + α)C =C′ α′C +C′ αC

(r′αr)C = r′ αCr, C′(r′αr) = r′ C′αr, C′(r′αr)C = r′ C′αCr

(α′α)C = α′ αC = ∑
C′′∈|C|

α′C′′
C′′αC

C′(α′α) =C′ α′ α = ∑
C′′∈|C|

C′α′C′′
C′′α

C′(α′α)C =C′ α′ αC = ∑
C′′∈|C|

C′α′C′′
C′′αC.

The theorem above implies the following:
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Theorem 4. α ∈ R[C] is determined by its action on columns εC/ rows C′ε of the unit ε for all
C, C′ ∈ |C|.

Proof. Let α ∈ R[C] and ε be the unit of R[C]. Then by definition

α = αε, α = εα

holds and it implies αC = αεC, C′α = C′ε α, which determines α.

Remark 2. It is convenient to make use of a kind of “Einstein convention” in physics: Double
appearance of object indices which do not appear elsewhere means the sum over all objects in the
category. For instance,

C′(α′α)C =C′ α′C′′
C′′αC

means
C′(α′α)C = ∑

C′′∈|C|

C′α′C′′
C′′αC.

The notation is quite useful especially for category algebra R[C] where |C| is finite. In that
case it is easy to show the decomposition of unit:

ε = εC
Cε.

As a corollary,
α′α = α′εα = α′εC

Cεα = α′C
Cα,

holds, which means that the multiplication can be interpreted as inner product of columns and rows.
Hence, you can insert C

C in formulae when C does not appear elsewhere.

3. Example of Category Algebras

Let us see some important examples of category algebras.

Example 1 (Function Algebra). Let C be a set as discrete category, i.e., a category whose arrows
are all identities. Then R[C] is nothing but the R-valued function algebra on |C|, where the
operations are defined pointwise.

When the rig R is commutative such as R = C, the function algebra is also commu-
tative. On the other hand, a category algebra is in general noncommutative even if the
rig is commutative. In this sense, category algebras can be considered to be generalized
(noncommutative) function algebras.

As we have noted, category algebras can also be considered to be generalized polyno-
mial algebras:

Example 2 (Monoid Algebra). Let C be a monoid, i.e., a category with only one object. Then
R[C] is the monoid algebra of C. For example, in the case of C = N as additive monoid, R[C] is the
polynomial algebra over R.

Since a monoid C has only one object, any α ∈ R[C] can be presented as,

α = ∑
c∈C

α(c)χc

by Theorem 2 which make it clear that R[C] is a generalized polynomial algebra.
As special cases of Example 2, we have group algebras.

Example 3 (Group Algebra). Let C be a group, i.e., a monoid whose arrows are all invertible.
Then R[C] coincides with the group algebra of C. For example, in the case of C = Z, R[C] is the
Laurent polynomial algebra over R.
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By another generalization of Example 3 other than Example 2, we have groupoid
algebras.

Example 4 (Groupoid Algebra). Let C be a groupoid, i.e., a category whose arrows are all
invertible. When |C| is finite, R[C] is nothing but the groupoid algebra of |C|. Otherwise R[C] is a
unital extension of the groupoid algebra in conventional sense which is nonunital. R[C] is quite
useful to treat certain algebras which appeared in quantum physics [17]. (See Example 5 also.)

As special cases of the Example 4 we have matrix algebras:

Example 5 (Matrix Algebra). Let C be an indiscrete category, i.e., a category such that for every
pair of objects C, C′ there is exactly one arrow from C to C′. Denote the cardinal of |C| is n. Then
R[C] is isomorphic to the matrix algebra Mn(R).

Example 5 above shows that matrix algebras are category algebras. Conversely, any
category algebra can be considered to be generalized matrix algebra (see Theorem 3). This
point of view is also useful to study quivers [23], i.e., directed graphs with multiple edges
and loops.

Example 6 (Path Algebra). Let C be the free category of a quiver Q. R[C] coincides with the
notion of path algebra when the quiver Q has finite number of vertices. Otherwise, the former
includes the latter as a subalgebra.

Another important origin of the notion of category algebra is that of incidence algebra
([8,10–14], for example) originally studied on posets [9].

Example 7 (Incidence Algebra). Let C be a finely finite category [8], i.e., a category such that for
any c ∈ C there exist finite number of pairs of arrows c′, c′′ ∈ C satisfying c = c′ ◦ c′′. Then RC ,
the set of all functions from C to R, becomes a unital algebra and called the incidence algebra of C
over R.

Let C be a category such that for any C ∈ C there exist at most finitely many arrows
whose codomain is C. Then R0[C] coincides with the incidence algebra on C. (One of
the most classical examples is the poset consisting of all positive integers ordered by
divisibility). For the category satisfying the condition above, R[C] includes the zeta function
ζ defined as

ζ(c) = 1

for all c. The multiplicative inverse of ζ is denoted as µ and called Möbius function. The
relation µζ = ζµ = ε is a generalization of the famous Möbius inversion formula, which
has been considered to be the foundation of combinatorial theory since one of the most
important papers in modern combinatorics [9].

4. States on Categories

We will introduce the notion of states on categories to provide a foundation for
stochastic theories on categories. As we will see, we can construct noncommutative
probability space, a generalized notion of measure theoretic probability space based on
category algebras. The key insight is that what we need to establish statistical law is
the expectation functional, which is the functional which maps each random variable
(or “observable” in the quantum physical context) to its expectation value. Considering
a functional on R[C] as expectation functional, we can interpret R[C] as an algebra of
noncommutative random variables, such as observables of quanta.

Definition 7 (Linear Functional). Let A be an algebra over a rig R. An R-valued linear function
on A, i.e., a function preserving addition and scalar multiplication, is called a linear functional on
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A. A linear functional on A is said to be unital if ϕ(ε) = 1 where ε and 1 denote the multiplicative
unit in A and R, respectively.

Definition 8 (Linear Functional on Category). Let R be a rig and C be a category. A (unital)
linear functional on R[C] is said to be an R-valued (unital) linear functional on the category C.

Although the main theme here is stochastic theory making use of positivity structure
defined later, linear functionals on category algebras are used not only in the context
with positivity. A very interesting example is “umbral calculus” [24], an interesting tool
in combinatorics, which can be interpreted as the theory of linear functionals on certain
monoid algebras. Hence, studying the linear functionals on a category will lead to a
generalization of umbral calculus.

Given a linear functional on a category, we obtain a function on the set of arrows.
For categories with a finite number of objects, we can characterize the former in terms of
the latter:

Theorem 5 (Linear Function and Function). Let ϕ be a R-valued linear functional on C. Then
the function ϕ̂ defined as

ϕ̂(c) = ϕ(χc)

becomes a Z(R)-valued function on C, i.e., an R-valued function satisfying rϕ̂(c) = ϕ̂(c)r for any
c ∈ C and r ∈ R. Conversely, when |C| is finite, any Z(R)-valued function φ on C gives R-valued
linear functional φ̌ defined as

φ̌(α) = ∑
c∈C

α(c)φ(c) = ∑
c∈C

φ(c)α(c)

and the correspondence is bijective.

Proof. Let ϕ be a R-valued linear functional. Since rχc = χcr for any r ∈ R and c ∈ C, we
have rϕ(χc) = ϕ(χc)r which means rϕ̂(c) = ϕ̂(c)r. The converse direction and bijectivity
directly follows from definitions and Theorem 2.

As a corollary we also have the following:

Theorem 6 (Unital Linear Functional and Normalized Function). Let C be a category such
that |C| is finite. Then there is one to one correspondence between R-valued unital linear functionals
ϕ and normalized Z(R)-valued functions φ on C, i.e., Z(R)-valued functions φ satisfying

∑
C∈|C|

φ(C) = 1.

(Please note that we identify objects and identity arrows.)

To define the notion of state as generalized probability measure which can be applied
in noncommutative contexts such as stochastic theory on category algebras, we need the
notions of involution and positivity structure.

Definition 9 (Involution on Category). Let C be a category. A covariant/contravariant endo-
functor (·)† on C is said to be a covariant/contravariant involution on C when (·)† ◦ (·)† is equal
to the identity functor on C. A category with contravariant involution which is identity on objects
is called a †-category.

Remark 3. For the studies on involutive categories, which are categories with involution satisfying
certain conditions, see [20,22] for example.
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Definition 10 (Involution on Rig). Let R be a rig. An operation (·)∗ on R preserving addition
and covariant/contravariant with respect to multiplication is said to be a covariant/contravariant
involution on R when (·)∗ ◦ (·)∗ is equal to the identity function on R. A rig with contravariant
involution is called a ∗-rig.

Definition 11 (Involution on Algebra). Let A be an algebra over a rig R with a covariant (resp.
contravariant) involution (·) . A covariant (resp. contravariant) involution (·)∗ on A as a rig is
said to be a covariant (resp. contravariant) involution on A as an algebra over R if it is compatible
with scalar multiplication, i.e.,

(r′ar)∗ = r′a∗r (covariant case), (r′ar)∗ = ra∗r′ (contravariant case).

An algebra A over a ∗-rig R with contravariant involution is called a ∗-algebra over R.

Theorem 7 (Category Algebra as Algebra with Involution). Let C be a category with a
covariant (resp. contravariant) involution (·)† and R be a rig with a covariant (resp. contravariant)
involution (·). Then the category algebra 0R0[C] becomes an algebra with covariant involution
(resp. ∗-algebra) over R.

Proof. The operation (·)∗ defined as α∗(c) = α(c†) becomes a covariant (resp. contravari-
ant) involution on 0R0[C]. For the contravariant case,

(αβ)∗(c) = αβ(c†) = ∑
c†=c′◦c′′

α(c′)β(c′′) = ∑
c†=c′◦c′′

α(c′)β(c′′) = ∑
c†=c′◦c′′

β(c′′) α(c′)

which is equal to ∑c=c′′†◦c′† β(c′′) α(c′). By changing the labels of arrows, it can be rewritten
as

∑
c=c′′†◦c′†

β(c′′) α(c′) = ∑
c=c′◦c′′

β(c′†) α(c′′†) = ∑
c=c′◦c′′

β∗(c′)α∗(c′′) = β∗α∗(c).

The proof for the covariant case is similar and more straightforward.

Every category/rig has a trivial involution (identity). Thus, any category algebra
0R0[C] can be considered to be algebra with involution. In physics, especially quantum
theory, the ∗-algebra 0R0[C] where C is a groupoid as †-category with inversion as involution
and R = C as ∗-rig with complex conjugate as involution. (For the importance of groupoid
algebra in physics, see [17] and references therein, for example).

Based on the involutive structure we can define the positivity structure on algebras:

Definition 12 (Positivity). A pair of rigs with involution (R, R+) is called a positivity structure
on R if R+ is a subring such that r, s ∈ R+ and r + s = 0 implies r = s = 0, and that a∗a ∈ R+

for any a ∈ R.

The most typical examples are (C,R≥0), (R,R≥0), and (R≥0,R≥0). Another interest-
ing example is the tropical algebraic one (R∪ {∞},R∪ {∞}) where R∪ {∞} is considered
to be a rig with respect to min and +.

Definition 13 (State). Let R be a rig with involution and (R, R+) be a positivity structure on
R. A state ϕ on an algebra A with involution over R with respect to (R, R+) is a unital linear
functional ϕ : A −→ R which satisfies ϕ(a∗a) ∈ R+ and ϕ(a∗) = ϕ(a) for any a ∈ R, where
(·)∗ and (·) denotes the involution on A and R, respectively.

Remark 4. The last condition ϕ(a∗) = ϕ(a) follows from other conditions if R = C.
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Definition 14 (Noncommutative Probability Space). A pair (A, ϕ) consisting of an algebra A
with involution over a rig R with involution and an R-valued state ϕ is called a noncommutative
probability space.

There are many studies on noncommutative probability spaces where the algebra A
is a ∗-algebra over C. As is well known, the notion of noncommutative probability space
essentially includes the one of probability spaces in conventional sense, which corresponds
to the cases that algebras A are commutative ∗-algebras (with certain topological structure).
On the other hand, when the algebras are noncommutative, noncommutative probability
spaces provide many examples which cannot be reduced to conventional probability spaces,
such as models for quantum systems.

Definition 15 (State on Category). Let R be a rig with involution and (R, R+) be a positivity
structure on R. A state on the category algebra 0R0[C] over R with respect to (R, R+) is said to be
a state on a category C with respect to (R, R+).

As category algebras are in general noncommutative, states on categories provide
many concrete noncommutative probability spaces generalizing such simplest examples
as interacting Fock spaces [25] which are generalized harmonic oscillators, where the
categories are indiscrete categories corresponding to certain graphs.

The notion of state can be characterized for the categories with finite number of objects
as follows:

Theorem 8 (State and Normalized Positive Semidefinite Function). Let C be a category
such that |C| is finite. Then there is one to one correspondence between states ϕ with respect to
(R, R+) and normalized positive semidefinite Z(R)-valued functions φ with respect to (R, R+),
i.e., normalized functions such that

∑
{(c,c′)|dom((c′)†)=cod(c)}

ξ(c′)φ((c′)† ◦ c)ξ(c)

is in R+ for any function ξ on C with finite support and that φ(c†) = φ(c), where (·)∗ and (·)
denotes the involution on A and R, respectively.

Proof. Please note that a function ξ on C with finite support can be considered to be an
element in 0R0[C] and vice versa when |C| is finite. Then the theorem follows from the
identity

ξ∗ξ = ( ∑
c′∈C

ξ((c′)†)χc′)(∑
c∈C

χcξ(c))

= ( ∑
c′∈C

ξ(c′)χ(c′)†
)(∑

c∈C
χcξ(c))

= ∑
{(c,c′)|dom((c′)†)=cod(c)}

ξ(c′)χ(c′)†◦cξ(c).

and the condition corresponding to ϕ(ξ∗) = ϕ(ξ).

The theorem above is a generalization of the result stated in Section 2.2.2 in [17] for
groupoid algebras over C. For the case of discrete category, the notion coincides with the
notion of probability measure on objects (identity arrows). Hence, the notion of state on
category can be considered to be noncommutative generalization of probability measure
which is associated with the transition from set as discrete category (0-category) to general
category (1-category).
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Given a state on a †-category, we can construct a kind of GNS (Gelfand–Naimark–Segal)
representation [18,19] (as for generalized constructions, see [20–22,26,27] for example) in a
semi-Hilbert module defined below, a generalization of Hilbert space:

Definition 16 (Semi-Hilbert Module over Rig). Let R be a rig with involution (·). A right
module E over R equipped with a positive semidefinite sesquilinear form, i.e., a function 〈·|·〉 :
E× E −→ R satisfying

〈v′′|v′r′ + vr〉 = 〈v′′|v′〉r′ + 〈v′′|v〉r

〈v′|v〉 = 〈v|v′〉

〈v|v〉 ∈ R+

for any v, v′, v′′ ∈ E and r, r′ ∈ R is called a semi-Hilbert module over R.

When a semi-Hilbert module over E is also a left module over R, the set End(E) con-
sisting of module endomorphisms over R on E becomes an algebra over R: The bimodule
structure is given by (r′Tr)(v) = r′T(rv), where T ∈ End(E) and r, r′ ∈ R.

Theorem 9 (Generalized GNS Representation). Let A be an ∗-algebra over a rig R with
involution (·)∗. For any state ϕ on A with respect to (R, R+), there exist a semi-Hilbert module Eϕ

over R which is also a left R module equipped with a positive semidefinite sesquilibear form 〈·|·〉ϕ,
an element eϕ ∈ Eϕ such that 〈eϕ|eϕ〉ϕ = 1, and a homomorphism πϕ : A −→ End(Eϕ) between
algebras over R such that

ϕ(α) = 〈eϕ|πϕ(α)eϕ〉ϕ

and
〈v′|πϕ(α)v〉ϕ = 〈πϕ(α∗)v′|v〉ϕ

hold for any α ∈ A and v, v′ ∈ Eϕ.

Proof. Let Eϕ be the algebra A itself as a module over R equipped with 〈·|·〉ϕ defined by
〈α′|α〉ϕ = ϕ((α′)∗α). It is easy to show that 〈·|·〉ϕ is a positive semidefinite sesquilinear
form and satisfies ϕ(α) = 〈eϕ|πϕ(α)eϕ〉ϕ, and 〈v′|πϕ(α)v〉ϕ = 〈πϕ(α∗)v′|v〉ϕ where πϕ

denotes the homomorphism πϕ : A −→ End(Eϕ) defined by πϕ(α) = α(·), the left
multiplication by α, and eϕ denotes the unit ε of A as an element of Eϕ.

Remark 5. When the rig R is actually a ring, we can construct ∗-representation of A as follows
(This idea is due to Malte Gerhold): We call an endomorphism T on a semi-Hilbert module E
adjointable if there is a (not necessarily unique) adjoint, i.e., an endomorphism T∗ with 〈v′|Tv〉 =
〈T∗v′|v〉 for any v, v′ ∈ E. When E is also a left R module, the set of adjointable endomorphisms
Adj(E) becomes a subalgebra over R of End(E). The set Nul(E) = {T|〈v′|Tv〉 = 0, ∀v, v′ ∈ E}
becomes a two-sided ideal in Adj(E). When R is a ring, the quotient of Adj(E) by Nul(E) becomes
a ∗-algebra and we can construct the ∗-representation of A, since we can show that the two “adjoints”
of an endomorphism coincide up to some element of Nul(E) by taking subtraction of endomophisms
and can define the “taking adjoint” as involution operation in the quotient. In more general
cases (especially for the rigs such that the cancellation law for addition does not hold), the GNS
construction might not necessarily lead to a ∗-representations by adjointable endomorphisms.

When A is a ∗-algebra over C, we can prove Cauchy-Schwarz inequality for semi-
Hilbert space. Then the set Nϕ = {α ∈ A|〈α|α〉ϕ = 0} becomes a subspace of A. By taking
the quotient Eϕ = A/Nϕ, which becomes a pre-Hilbert space, we obtain the following
“GNS (Gelfand–Naimark–Segal)” representation of A.

Theorem 10 (GNS Representation). Let A be a ∗-algebra over C. For any state ϕ on A with
respect to (C,R≥0), there exist a pre-Hilbert space Eϕ over C equipped with an inner product
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〈·|·〉ϕ, an element eϕ ∈ Eϕ such that 〈eϕ|eϕ〉ϕ = 1, and a homomorphism πϕ : A −→ End(Eϕ)
between algebras over R such that

ϕ(α) = 〈eϕ|πϕ(α)eϕ〉ϕ

and
〈v′|πϕ(α)v〉ϕ = 〈πϕ(α∗)v′|v〉ϕ

hold for any α ∈ A and v, v′ ∈ Eϕ.

By taking completion we have usual Hilbert space formulation popular in the context
of quantum mechanics.

Remark 6. If the state ϕ is fixed as “standard” one, such as “vacuum”, the Dirac bracket notation
becomes valid if we interpret as follows:

|α〉 = πϕ(α), 〈α| = ϕ(α∗(·)), 〈α′|α〉 = ϕ(a∗b), |0〉 = |ε〉 (vacuum).

As corollaries of theorems above, we have the following results, which are extensions
of the Theorem 1 in [17]. :

Theorem 11 (Generalized GNS Representation of †-Category). Let C be a †-category and R
be a ∗-rig. For any ϕ be a state on C with respect to (R, R+), there exist a semi-Hilbert module Eϕ

over R which is also a left R module equipped with a sesquilinear form 〈·|·〉ϕ, an element eϕ ∈ Eϕ

such that 〈eϕ|eϕ〉ϕ = 1, and a homomorphism πϕ : 0R0[C] −→ End(Eϕ) between algebras over
R such that

ϕ(α) = 〈eϕ|πϕ(α)eϕ〉ϕ

and
〈v′|πϕ(α)v〉ϕ = 〈πϕ(α∗)v′|v〉ϕ

hold for any α ∈ A and v, v′ ∈ Eϕ.

Theorem 12 (GNS Representation of †-Category). Let C be a †-category. For any ϕ be a
state on C with respect to (C,R≥0), there exist a pre-Hilbert space Eϕ over C equipped with
an inner product 〈·|·〉ϕ, an element eϕ ∈ Eϕ such that 〈eϕ|eϕ〉ϕ = 1, and a homomorphism
πϕ : 0R0[C] −→ End(Eϕ) between algebras over C such that

ϕ(α) = 〈eϕ|πϕ(α)eϕ〉ϕ

and
〈v′|πϕ(α)v〉ϕ = 〈πϕ(α∗)v′|v〉ϕ

hold for any α ∈ A and v, v′ ∈ Eϕ.
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Abstract: We connect the Grover walk with sinks to the Grover walk with tails. The survival
probability of the Grover walk with sinks in the long time limit is characterized by the centered
generalized eigenspace of the Grover walk with tails. The centered eigenspace of the Grover walk is
the attractor eigenspace of the Grover walk with sinks. It is described by the persistent eigenspace
of the underlying random walk whose support has no overlap to the boundaries of the graph and
combinatorial flow in graph theory.
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1. Introduction

A simple random walker on a finite and connected graph starting from any vertex
hits an arbitrary vertex in a finite time. This fact implies that, if we consider a subset of
the vertices of this graph as sinks, where the random walker is absorbed, then the survival
probability of the random walk in the long time limit converges to zero. However, for
quantum walks (QW) [1], the situation is more complicated and the survival probability
depends in general on the graph, coin operator, and the initial state of the walk. For
a two-state quantum walk on a finite line with sinks on both ends and a non-trivial
coin, the survival probability is also zero, as shown by the studies of the corresponding
absorption problem [2–5]. However, for a three-state quantum walk with the Grover
coin [6], the survival probability on a finite line is non-vanishing [7] due to the existence
of trapped states. These are the eigenstates of the unitary evolution operator which do
not have a support on the sinks. Trapped states crucially affect the efficiency of quantum
transport [8] and lead to counter-intuitive effects, e.g., the transport efficiency can be
improved by increasing the distance between the initial vertex and the sink [9,10]. We
find a similar phenomena to this quantum walk model in the experiment on the energy
transfer of the dressed photon [11] through the nanoparticles distributed in a finite three-
dimensional grid [12]. The output signal intensity increases when the depth direction is
larger. Although, when the depth is deeper, a lot of “detours" newly appear to reach to the
position of the output from the classical point of view, the output signal intensity of the
dressed photon becomes stronger. The existence of trapped states also results in infinite
hitting times [13,14].

In this paper, we analyze such counter-intuitive phenomena for the Grover walk on a
general connected graph using spectral analysis. The Grover walk is an induced quantum
walk of the random walk from the viewpoint of the spectral mapping theorem [15].

To this end, first, we connect the Grover walk with sinks to the Grover walk with
tails. The tails are the semi-infinite paths attached to a finite and connected graph. We
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call the set of vertices connecting to the tails the boundary. The Grover walk with tail
was introduced by [16,17] in terms of the scattering theory. If we set some appropriate
bounded initial state so that the support is included in the tail, the existence of the fixed
point of the dynamical system induced by the Grover walk with tails is shown, and the
stable generalized eigenspaceHs, in which the dynamical system lives, is orthogonal to the
centered generalized eigenspaceHc [18] at every time step [19]. The centered generalized
eigenspace is generated by the generalized eigenvectors of the principal submatrix of the
time evolution operator of the Grover walk with respect to the internal graph, and all the
corresponding absolute values of the eigenvalues are 1. This eigenstate is equivalent to the
attractor space [8] of the Grover walk with sink. Indeed, we show that the stationary state
of the Grover walk with sink is attracted to this centered generalized eigenstate. Secondly,
we characterize this centered generalized eigenspace using the persistent eigenspace of the
underlying random walk whose supports have no overlaps to the boundary, also using the
concept of “flow” from graph theory. From this result, we see that the existence of the per-
sistent eigenspace of the underlying random walk significantly influences the asymptotic
behavior of the corresponding Grover walk, although it has little effect on the asymptotic
behavior of the random walk itself. Moreover, we clarify that the graph structure which
constructs the symmetric or anti-symmetric flow satisfying the Kirchhoff’s law contributes
to the non-zero survival probability of the Grover walk, as suggested in [8,15].

This paper is organized as follows. In Section 2, we prepare the notations of graphs
and give the definition of the Grover walk and the boundary operators which are related
to the chain. In Section 3, we give the definition of the Grover walk on a graph with sinks.
In Section 4, a necessary and sufficient condition for the surviving of the Grover walk is
described. In Section 5, we give an example. Section 6 is devoted to the relation between the
Grover walk with sink and the Grover walk with tail. In Section 7, we partially characterize
the centered generalized eigenspace using the concept of flow from graph theory.

2. Preliminary
2.1. Graph Notation

Let G = (V, A) be a connected and symmetric digraph such that an arc a ∈ A if and
only if its inverse arc a ∈ A. The origin and terminal vertices of a ∈ A are denoted by
o(a) ∈ V and t(a) ∈ V, respectively. Assume that G has no multiple arcs. If t(a) = o(a),
we call such an arc a the self-loop. In this paper, we regard a = a for any self-loops. We
denote Aσ as the set of all self-loops. The degree of v ∈ V is defined by

deg(v) = |{a ∈ A | t(a) = v}|.

The support edge of a ∈ A \ Aσ is denoted by |a| with |a| = |a|. The set of (non-directed)
edges is

E = {|a| | a ∈ A \ Aσ}.

A walk in G is a sequence of arcs such that p = (a0, a1, . . . , ar−1) with t(aj) = o(aj+1)
for any j = 0, . . . , r− 2, which may have the same arcs in p. The cycle in G is a subgraph of G
which is isomorphic to a sequence of arcs (a0, a1, . . . , ar−1) (r ≥ 3) satisfying t(aj) = o(aj+1)
with aj 6= aj+1 for any j = 0, . . . , r− 1, where the subscript is the modulus of r. We identify
(ak, ak+1, . . . , ak+r−1) with (a0, a1, . . . , ar−1) for k ∈ Z. The spanning tree of G is a connected
subtree of G covering all vertices of G. A fundamental cycle induced by the spanning tree is
the cycle in G generated by recovering an arc which is outside of the spanning tree to the
spanning tree. There are two choices of orientations for each support of the fundamental
cycle, but we choose only one of them as the representative. Fixing a spanning tree, we
denote the set of fundamental cycles by Γ. Then, the cardinality of Γ is |E| − |V|+ 1 =: b1.
We call b1 the first Betti number.
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2.2. Definition of the Grover Walk

Let Ω be a discrete set. The vector space whose standard basis is labeled by each
element of Ω is denoted by CΩ. The standard basis is denoted by δ

(Ω)
ω (ω ∈ Ω), i.e.,

δ
(Ω)
ω (ω′) =

{
1 : ω = ω′,
0 : otherwise.

Throughout this paper, the inner product is standard, i.e.,

〈ψ, φ〉Ω = ∑
ω∈Ω

ψ̄(ω)φ(ω),

for any ψ, φ ∈ CΩ, and the norm is defined by

||ψ||Ω =
√
〈ψ, ψ〉Ω.

For any ψ ∈ CΩ, the support of ψ is defined by

supp(ψ) := {ω ∈ Ω | ψ(ω) 6= 0}.

For subspaces M, N ⊂ CΩ, the relation

CΩ = M⊕ N,

means that M and N are complementary spaces in CΩ, i.e., for any f ∈ CΩ, g ∈ M and
h ∈ N are uniquely determined such that f = g + h, which means, if u′ + u′′ = 0 for some
u′ ∈ Ω′ and u′′ ∈ Ω′′, then u′ and u′′ must be u′ = u′′ = 0. Note that 〈g, h〉Ω 6= 0 in general,
i.e., M and N are not necessarily orthogonal subspaces. Especially in this paper, we treat
an operator which is a submatrix of a unitary operator, and we are not ensured that it is a
normal operator. The vector space describing the whole system of the Grover walk is CA.
The time evolution operator of the Grover walk on G is defined by

(UGψ)(a) = −ψ(a) +
2

deg(o(a)) ∑
t(b)=o(a)

ψ(b)

for any ψ ∈ CA and a ∈ A. Note that, since UG is a unitary operator on CA, UG preserves
the `2 norm, i.e., ||UGψ||2A = ||ψ||2A. Let ψn ∈ CA be the nth iteration of the Grover walk
ψn = UGψn−1 (n ≥ 1) with the initial state ψ0. Then, the probability distribution at time n,
µn : V → [0, 1], can be defined by

µn(v) = ∑
t(a)=v

|ψn(a)|2

if the norm of the initial state is unity. Our interest is the asymptotic behavior of the
sequence of probabilities µn and also of amplitudes ψn on the graph comparing with the
behavior of the corresponding random walk.

2.3. Boundary Operators

Let G = (V, A) be the original graph. The set of sinks is denoted by Vs ⊂ V. The
subgraph of G; G0 = (V0, A0), is defined by

V0 = V \Vs, A0 = {a ∈ A | t(a), o(a) /∈ Vs}.
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The set of self-loops in G0 is denoted by A0,σ ⊂ A0 (see Figure 1). The set of the
fundamental cycles in G0 is denoted by Γ hereafter. The set of boundary vertices of G0 is
defined by

δG0 = {o(a) | a ∈ A, o(a) ∈ V \Vs, t(a) ∈ Vs}.

This means that δG0 consists of the origins of arcs flowing into the sinks. Under the
above settings of graphs, let us now prepare some notations to show our main theorem.

Figure 1. The setting of graphs: The original graph G is depicted in the left corner. The sinks Vs are
the white vertices. The subgraph G0 of G is the black colored graph in the center. The set of boundary
vertices δV is {2, 4}. The semi-infinite graph G̃ is constructed by connecting the infinite length path
to each boundary vertex of G0.

Definition 1. Let deg(u) be the degree of u in the original graph G. Let G0 = (V0, A0) be the
subgraph as above. Then, the boundary operators d1 : CA0 → CV0 and ∂2 : CΓ → CA0 are
denoted by

(d1ψ)(v) =
1√

deg(v) ∑
t(a)=v

ψ(a), (∂2Ψ)(a) = ∑
a∈A(c)⊂A0

Ψ(c),

respectively, for any ψ ∈ CA, Ψ ∈ CΓ and v ∈ V0, a ∈ A0. Here, A(c) is the set of arcs of c ∈ Γ.

The boundary operator d1 has the following matrix representation

(d1)u,a =

{
1/
√

deg(u) : t(a) = u,
0 : otherwise,

while the boundary operator ∂2 has the following matrix representation

(∂2)a,c =

{
1 : a ∈ A(c),
0 : otherwise.

Note that deg(u) is the degree of G; thus, if u ∈ δG0, then deg(u) is greater than the
degree in G0. The adjoint operators of d1 and ∂2 are defined by

〈 f , d1ψ〉V0 = 〈d∗1 f , ψ〉A0 , 〈ψ, ∂2Ψ〉A0 = 〈∂∗2ψ, Ψ〉Γ

which imply
(d∗1 f )(a) = f (t(a)), (∂∗2ψ)(c) = ∑

a∈A(c)
ψ(a).
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Let S : CA0 → CA0 be a unitary operator defined by (Sψ)(a) = ψ(a). We prove that
the composition of d1(I − S) ◦ ∂2 is identically equal to zero as follows.

Lemma 1. Let d1 and ∂2 be the above. Then, we have

d1(I − S)∂2 = 0.

Proof. For any c ∈ Γ, let δ
(Γ)
c ∈ CΓ be the delta function, i.e.,

δ
(Γ)
c (c′) =

{
1 : c = c′,
0 : c 6= c′.

Then, it is enough to see that d1(I − S)∂2δ
(Γ)
c = 0 for any c ∈ Γ. Indeed, we find

d1(I − S)∂2δ
(Γ)
c = d1( ∑

a∈A(c)
δ
(A)
a − ∑

a∈A(c)
δ
(A)
a )

= ∑
a∈A(c)

1√
deg(t(a))

δ
(V)
t(a) − ∑

a∈A(c)

1√
deg(t(a))

δ
(V)
t(a)

= 0,

which is the desired conclusion.

Let us set the function ξ
(+)
c induced by c ∈ Γ by

ξ
(+)
c := (I − S)∂2δ

(Γ)
c .

In other words, supp(ξ(+)
c ) = A(c) ∪ A(c̄) and

(ξ
(+)
c )(a) =


1 : a ∈ A(c),
−1 : a ∈ A(c),
0 : otherwise.

The function ξ
(+)
c represents the fundamental cycle c. Let us introduce χS : CA → CA0 by

(χSφ)(a) = φ(a)

for all a ∈ A0. The adjoint χ∗S : CA0 → CA is described by

(χ∗S f )(a) =

{
f (a) : a ∈ A0,
0 : otherwise.

A matrix representation of χS is expressed as follows:

χS ∼= [ IA0 | 0 ],

which is a |A0| × |A|matrix. The function ξ
(+)
c satisfies the following properties:

Proposition 1. For any fundamental cycle c in G0 ⊂ G, we have χ∗Sξ
(+)
c ∈ ker(1−UG).
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Proof. The following direct computation gives the consequence:

(UGχ∗Sξ
(+)
c )(a) = −(χ∗Sξ

(+)
c )(a) +

2
deg(o(a)) ∑

t(b)=o(a)
(χ∗Sξ

(+)
c )(b)

= (χ∗Sξ
(+)
c )(a) +

2√
deg(o(a))

(d1χ∗Sξ
(+)
c )(o(a))

= (χ∗Sξ
(+)
c )(a).

Here, the first equality derives from the definition of UG. In the second equality, since
supp(ξ(+)

c ) ⊂ A0 ⊂ A and the summation of RHS in the first equality is essentially the
same as the one over A0, we can apply the definition of d1 to this. We use Lemma 1 in the
last equality.

We set K ⊂ CA0 by

K = span{χSξ
(+)
c | c ∈ Γ ⊂ G0}. (1)

The self-adjoint operator
T := (χSd1)S(χSd1)

∗

on CA0 is similar to the transition probability operator P′ with the Dirichlet boundary
condition on δV0; i.e.,

P′ = D−1/2TD1/2,

where (D f ) = deg(u) f (u). Here, the matrix representation of P′ is described by

(P′)u,v := 〈δ(V0)
u , P′δ(V0)

v 〉V0 =

{
1/deg(u) : if u and v are connected,
0 : otherwise,

for any u, v ∈ V0. If T f = x f and Tg = yg (x 6= y), then we find the orthogonality such that

〈(1− ei arccos xS)d∗1 f , (1− e−i arccos yS)d∗1 g〉 = 0,

〈(1− ei arccos xS)d∗1 f , (1− ei arccos yS)d∗1 g〉 = 0,

〈(1− ei arccos xS)d∗1 f , (1− e−i arccos yS)d∗1 g〉 = 0.

Then, we set T ⊂ CA0 by

T =
⊕
|λ|=1

{(1− λS)d∗1 f | f ∈ ker((λ + λ−1)/2− T), supp( f ) ⊂ V0 \ δV0}. (2)

This is the subspace of CA0 lifted up from the eigenfunctions in CV0 of the Dirichlet
cut random walk T by (1− λS)d∗1 f . It is shown that Spec(E) ⊂ D, where D is the unit disc
{z ∈ C | |z| ≤ 1} in Proposition 3, and T = ⊕|λ|=1, λ 6=±1 ker(λ− E), where E := χSUGχ∗S
in Lemma 3.

3. Definition of the Grover Walk on Graphs with Sinks

Let G = (V, A) be a finite and connected graph with sinks Vs = {v1, . . . , vq} ⊂ V.
We consider the subgraph G0 = (V0, A0) as defined in Section 2.3. Assume that G0 is
connected. For simplicity, in this paper, we consider the initial state of the Grover walk φ0
that satisfies the condition supp(φ0) ⊂ A0. (If we consider general initial state φ′0 such that
supp(φ′0) ∩ (A \ A0) 6= ∅, replacing φ′0 into φ0 = φ′1, we can reproduce the QW with this
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initial state after n ≥ 1 by our setting.) The time evolution of the Grover walk with sinks Vs
with such an initial state φ0 is defined by

φn(a) =

{
(UGφn−1)(a) : t(a) ∈ V \Vs,
0 : t(a) ∈ Vs,

(3)

This means that a quantum walker at a sink falls into a pit trap. We are interested in
the survival probability of the Grover walk defined by

γ := lim
n→∞ ∑

a∈A
|φn(a)|2.

It is the probability that the quantum walker remains in the graph without falling
into the sinks forever. Considering the corresponding isotropic random walk with sinks
such that

pn(v) =

{
(Ppn−1)(v) : v ∈ V \Vs,
0 : v ∈ Vs,

we find that its survival probability is zero,

γRW := lim
n→∞ ∑

v∈V
pn(v) = 0,

because the first hitting time of a random walk to an arbitrary vertex for a finite graph is
finite. On the other hand, in the case of the Grover walk, the survival probability becomes
positive, up to the initial state. In this paper, we clarify a necessary and sufficient condition
for γ > 0.

4. Main Theorem

We consider the case study on G0 by

Case A: A0,σ = ∅ and G0 is a bipartite graph;

Case B: A0,σ = ∅ and G0 is a non-bipartite graph;

Case C: A0,σ 6= ∅ and G0 \ A0,σ is a bipartite graph;

Case D: A0,σ 6= ∅ and G0 \ A0,σ is a non-bipartite graph.

For a subspaceH ⊂ CA0 , the projection operator ontoH is denoted by ΠH. Then, we
obtain the following theorem.

Theorem 1. Let φn be the nth iteration of the Grover walk on G = (V, A) with sinks. Let the
survival probability at time n be defined by

γn = ∑
a∈A
|(φn)|2.

The subspaces A,B, C,D of CA0 are defined in (7),..., (10), respectively. Then, we have

1. limn→∞ γn = γ exists.
2. The survival probability γ is expressed by

γ = ||ΠT χSφ0||2 + ||ΠKχSφ0||2 +


||ΠAχSφ0||2 : Case A
||ΠBχSφ0||2 : Case B
||ΠCχSφ0||2 : Case C
||ΠDχSφ0||2 : Case D

Proof. Part 1 of Theorem 1 is obtained by the consequences of Proposition 3 and Part 2
derives from Propositions 5 and 6.
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From this theorem, we obtain useful sufficient conditions for non-zero survival proba-
bility as follows.

Corollary 1. Assume G0 is a finite and connected graph. If G0 is not a tree or G0 has more than
two self-loops, then γ > 0.

Remark 1. The eigenspaces A,B, C,D correspond to the p-attractors defined in [8].

5. Example

Let us consider a simple example in Figure 1. G0 = (V0, A0) with V0 = {1, 2, 3, 4} and
A0 = {a1, a2, a3, a4, a1, a2, a3, a4, b1, b2}, where a1 has the origin 1 and the terminus 2; a2 has
the origin 2 and the terminus 3; a3 has the origin 1 and the terminus 4; a4 has the origin 1
and the terminus 1; and b1 and b2 are the self loops on 1 and 3, respectively.

This graph fits into Case C. Thus, let q be the closed walk by q = (a1, a2, a3, a4) and q′

be the walk between two selfloops by (b1, a1, a2, b2). Then, ξ
(+)
q , and the functions defined

by (6) and Definition 2 are given by

ξ
(+)
q = (δa1 + δa2 + δa3 + δa4)− (δa1 + δa2 + δa3 + δa4 , )

ξ
(−)
q = (δa1 + δa1)− (δa2 + δa2) + (δa3 + δa3)− (δa4 + δa4),

ηb1−b2 = δb1 − (δa1 + δa1) + (δa2 + δa2)− δb2 .

The matrix representation of the self adjoint operator T is expressed by

T =
1
3


1 1 0 1
1 0 1 0
0 1 1 1
1 0 1 0

.

The eigenvector of T which has no overlaps to δV0 = {2, 4} is easily obtained by

f = [1, 0, −1, 0]>

which satisfies T f = (1/3) f . Here, the symbol “>" is the transpose. The eigenfunctions
lifted up to CA from f is

(ϕ±)(a) = f (t(a))− λ± f (o(a))

by (2), where

λ± =
1
3
(1± i

√
8) = e±iθ , θ = arccos

1
3

.

Then, we have

ϕ±(a1) = −λ±, ϕ±(a2) = −1, ϕ±(a3) = λ±, ϕ±(a4) = 1,

ϕ±(ā1) = 1, ϕ±(ā2) = λ±, ϕ±(ā3) = −1, ϕ±(ā4) = −λ±,

ϕ±(b1) = 1− λ±, ϕ±(b2) = −1 + λ±.

It holds that Eϕ± = λ±ϕ±. We obtain

T = Cϕ+ ⊕Cϕ−,

K = Cξ
(+)
(a1,a2,a3,a4)

,

C = Cξ
(−)
(a1,a2,a3,a4)

⊕Cηb1−b2 .
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After the Gram–Schmidt procedure to C, we have

C = Cξ
(−)
(a1,a2,a3,a4)

⊕C(ηb1−b2 + η′b1−b2
).

Here, we denote

η′b1−b2
= δb1 − (δa4 + δa4) + (δa3 + δa3)− δb2

(see Figure 2). We express the functions ϕ±, ξ
(+)
(a1,a2,a3,a4)

, ηb1−b2 , η′b1−b2
, ηb1−b2 + η′b1−b2

by
weighted sub-digraphs of G0. Then, the time evolution of the asymptotic dynamics of this
quantum walk is described by

Un ∼ 1
8
|ξ(+)

(a1,a2,a3,a4)
〉〈ξ(+)

(a1,a2,a3,a4)
|

+ (−1)n
(

1
8
|ξ(−)

(a1,a2,a3,a4)
〉〈ξ(−)

(a1,a2,a3,a4)
|+ 1

16
|ηb1−b2 + η′b1−b2

〉〈ηb1−b2 + η′b1−b2
|
)

+ einθ 3
32
|ϕ+〉〈ϕ+|+ e−inθ 3

32
|ϕ−〉〈ϕ−|. (4)

Figure 2. The centered eigenspace of the example: The centered eigenspace to which Grover
walk with sinks asymptotically belongs in this example is T ⊕K ⊕ C. Each weighted sub-digraph
represents a function in CA0 ; the complex value at each arc is the returned value of the function. Each
eigenspace, T , K, and C, is spanned by the functions represented by these weighted sub-digraphs.

Finally, for example, if the initial state is ϕ0 = δb1 , then the survival probability can be
computed by

γ = ||ΠT ϕ0||2 + ||ΠKϕ0||2 + ||ΠCϕ0||2

=
1

16
|〈ηb1−b2 + η′b1−b2

, ϕ0〉|2 +
3

32
|〈ϕ+, ϕ0〉|2 +

3
32
|〈ϕ−, ϕ0〉|2

=
1

16
|2|2 + 3

32
|1− λ+|2 +

3
32
|1− λ−|2

= 1/2.
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The second equality derives from the fact that the orthonormalized eigenvectors in
the centered generalized eigenspace which have an overlap with the self-loop b1 are given
by (1/4)(ηb1−b2 + η′b1−b2

) and
√

3/32 ϕ±.

6. Relation between Grover Walk with Sinks and Grover Walk with Tails
6.1. Grover Walk on Graphs with Tails

Let G = (V, A) be a finite and connected graph with the set of sinks Vs ⊂ V. We
introduce the infinite graph G̃ = (Ṽ, Ã) by adding the semi-infinite paths to each vertex of
δV = {v1, . . . , vr}, that is,

Ṽ = (V \Vs) ∪ (∪r
j=1V(Pj)),

Ã = ∪r
j=1 A(Pj) ∪ (A \ {a ∈ A | t(a) ∈ Vs or o(a) ∈ Vs}).

Here, Pis are the semi-infinite paths named the tail whose origin vertex is identified
with vi (i = 1, . . . , r) (see Figure 1). Recall that G0 = (V0, A0) is the subgraph of G
eliminating the sinks Vs. Recall also that χS : CA → CA0 is

(χSφ)(a) = φ(a)

for all a ∈ A0. In the same way, we newly introduce χT : CÃ → CA0 by

(χTφ)(a) = φ(a)

for all a ∈ A0. The adjoint χ∗T : CA0 → CÃ is

(χ∗T f )(a) =

{
f (a) : a ∈ A0,
0 : otherwise.

The only difference between χS and χT is the domain. A matrix representation of χT is

χT ∼= [ IA0 | 0 ]

which is a |A0| × ∞ matrix because |Ã \ A0| = ∞. The following theorem was
proven by [19].

Theorem 2 ([19]). Let G̃ = (Ṽ, Ã) be the graph with infinite tails {Pj}r
j=1 induced by G0 and its

boundaries δV0. Assume the initial state ψ0 is

ψ0(a) =


α1 : a ∈ A(P1), dist(o(a), v1) > dist(t(a), v1),
...
αr : a ∈ A(Pr), dist(o(a), vr) > dist(t(a), vr),
0 : otherwise.

Then, limn→∞ ψn(a) =: ψ∞(a) exists and ψ∞(a) is expressed by

ψ∞(a) =
α1 + · · ·+ αr

r
+ j(a).

Here, j(·) is the electric current flow on the electric circuit assigned the resistance value 1 at
each edge, that is, j(·) satisfies the following properties:

d1 j = 0, j(a) = −j(a) (Kirchhoff′s current law)

∂∗2 j = 0 (Kirchhoff′s voltage law)
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with the boundary conditions

j(ei) = αi −
α1 + · · ·+ αr

r
(5)

for any ei (i = 1, . . . , r) such that t(ei) = vj and o(ei) ∈ V(Pi).

Remark 2. The stationary state ψ∞ satisfies the equation

ψ∞(a) = (UG̃ψ∞)(a)

for any a ∈ A and ψ∞ ∈ `∞, however ||ψ∞||Ã = ∞.

Remark 3. The function ξ
(+)
c = (1− S)∂2δ

(Γ)
c also satisfies

χ∗Tξ
(+)
c (a) = (UG̃χ∗Tξ

(+)
c )(a)

and Kirchhoff’s current and voltage laws if the internal graph G0 is not a tree, while it does not
satisfy the boundary condition (5) because the support of this function χ∗Tξ

(+)
c has no overlaps to

the tails but is included in the fundamental cycle c in the internal graph G0.

6.2. Relation between Grover Walk with Sinks and Grover Walk with Tails

Let us consider the Grover walk on G with sinks Vs and with the initial state ψ
(S)
0 ∈ CA.

We describe UG as the time evolution operator of Grover walk on G. The nth iteration of
this walk following (3) is denoted by ψ

(S)
n . Let us also consider the Grover walk on G̃ with

the tails and with the “same" initial state

ψ
(T)
0 (a) =

{
ψ
(S)
0 (a) : a ∈ A0,

0 : otherwise.

Note that the initial state ψ
(S)
0 is different from the one in the setting of Theorem 2.

Putting the time evolution operator on G̃ by UG̃, we denote the nth iteration of this walk

by ψ
(T)
n = UG̃ψ

(T)
n−1. Then, we obtain a simple but important relation between QW with

sinks and QW with tails.

Lemma 2. Let the setting of the QW with sinks and QW with tails be as the above. Then, for any
time step n, we have

χSψ
(S)
n = χTψ

(T)
n .

Proof. The initial state of χSψ
(S)
0 coincides with χTψ

(T)
0 because of the setting. Note

that χ∗J χJ is the projection operator onto CA0 while χJχ
∗
J is the identity operator on CA0

(J ∈ {S, T}). Since ψ
(S)
n (a) = 0 for any a ∈ Vs, we have

(1− χ∗SχS)ψ
(S)
n = 0

for any n ∈ N. Then, putting χSψ
(S)
n =: φ

(S)
n and χSUGχ∗S =: E, we have

φ
(S)
n = χSψ

(S)
n = χSUGψ

(S)
n−1

= χSUG(χ
∗
SχS + (1− χ∗SχS))ψ

(S)
n−1

= Eφ
(S)
n−1 + (χSUG(1− χ∗SχS))ψ

(S)
n−1

= Eφ
(S)
n−1.
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It is easy to see that E = χSUGχ∗S = χTUG̃χ∗T . Since the support of the initial state is
included in the internal graph, the inflow never comes into the internal graph from the tail
for any time n, which implies

(χTUG̃(1− χ∗TχT))ψ
(T)
n = 0.

It holds that E = χSŨχ∗S = χTUG̃χ∗T . Then, putting φ
(T)
n := χTψ

(T)
n , in the same way

as ψ
(S)
n , we have

φ
(T)
n = χTUG̃(χ

∗
TχT + (1− χ∗TχT))ψ

(T)
n−1

= Eφ
(T)
n−1.

Therefore, χSψ
(S)
n and χTψ

(T)
n follow the same recurrence and have the same initial

state which means χSψ
(S)
n = χTψ

(T)
n for any n ∈ N.

Corollary 2. Let the initial state for the Grover walk with sinks be φ0 with supp(φ0) ⊂ A0. The
survival probability γ can be expressed by

γ = ||φ0||2A −
∞

∑
n=0

τn,

where τn is the outflow of the QW with tails from the internal graph G0, i.e.,

τn = ∑
o(a)∈δV, t(a)/∈A0

|(UG̃χ∗Tφ
(T)
n−1)(a)|2

Remark 4. The time evolution for φ
(T)
n is given by

φ
(T)
n = Eφ

(T)
n−1 + ρ,

where ρ = χTUG̃ψ
(T)
0 . In this case, the inflow is ρ = 0. On the other hand, in the setting of

Theorem 2, ρ is given by a nonzero constant vector.

Let us now consider a QW with tails with a general initial state Ψ0 ∈ CÃ on G̃. We
denote ν = χTΨ0 and ρ = χTUG̃(1− χ∗χ)Ψ0. We summarize the relation between a QW
with sinks and a QW for the setting of Theorem 2 in Table 1 from the viewpoint of a QW
with tails.

Table 1. Relatiion beteween QWs with tails and sinks.

ρ ν State in G0

QW with tails in the setting of Theorem 2 [19] 6= 0 = 0 ∈ Hs (for any n)
QW with sinks = 0 6= 0 ∈ Hc (asymptotically)

7. Centered Generalized Eigenspace of E for the Grover Walk Case
7.1. The Stationary States from the Viewpoint of the Centered Generalized Eigenspace

From the above discussion, we see the importance of the spectral decomposition

E = χSUGχ∗S = χTUG̃χ∗T ,
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to obtain both limit behaviors. The operator E is no longer a unitary operator, and, more-
over, it is not ensured that it is diagonalizable. The centered generalized eigenspace of E is
defined by

Hc := {ψ ∈ CA0 | ∃ m ≥ 1 and ∃ |λ| = 1 such that (Em − λ)ψ = 0}

LetHs be defined by
CA0 = Hc ⊕Hs.

Here, “⊕" means Hc and Hs are complementary spaces, that is, if uc + uv = 0 for
some uc ∈ Hc and uv ∈ Hs, then uc and uv must be uc = uv = 0. Note that, since E is not a
normal operator on a vector spaceHc ⊕Hs, it seems that in general 〈uc, uv〉 6= 0 for u ∈ Hc
andHs ∈ N. However, we can see some important properties of the spectrum of E in the
following proposition.

Proposition 2 ([19]).

1. For any λ ∈ Spec(E), it holds that |λ| ≤ 1, i.e.,

Hs = {ψ | ∃ m ∈ N, ∃ |λ| < 1, (U − λ)mψ) = 0}.

2. Let Pc be the projection operator on Hc along with Hs; that is, PcE = EPc and P2
c = Pc.

Then, Pc is the orthogonal projection ontoHc, i.e., Pc = P∗c .
3. The operator E acts as a unitary operator on Hc, that is, Hc = ⊕|λ|=1 ker(λ − E) and

UGχ∗S ϕ = λχ∗S ϕ for any ϕ ∈ ker(λ− E) with |λ| = 1.

We callHc andHs the centered eingenspace and the stable eigenspace [18], respectively.

Corollary 3. For any ψ ∈ Hs and φ ∈ Hc, it holds that 〈ψ, φ〉 = 0.

Now, let us see the stationary states from the viewpoint of the orthogonal decomposition
ofHc ⊕Hs.

Proposition 3.

1. The state χTψn in Theorem 2 belongs toHs for any time step n ∈ N.
2. The state of QW with sinks, χSφn, asymptotically belongs toHc in the long time limit n.

Proof. The inflow ρ = χ∗Uψ0 is orthogonal toHc by a direct consequence of Lemma 3.5
in [19], which implies Enρ ∈ Hs for any n ∈ N by Proposition 2. Since the stationary state
of Part 1 is described by the limit of the following recurrence

χTψn = EχTψn−1 + ρ, χTψ0 = 0,

we obtain the conclusion of Part 1. On the other hand, let us consider the proof of Part 2 in
the following. The time evolution in G0 obeys χSφn = EχSφn−1. The overlap of χSφn to
the spaceHs decreases more quickly than polynomial times because all the absolute values
of the generalized eigenvalues of Hs are strictly less than 1 (see Proposition 4 for more
detailed order of the convergence). Then, only the contribution of the centered eigenspace,
whose eigenvalues lie on the unit circle in the complex plain, remains in the long time
limit.

Let W = PcE = EPc = PcEPc be the operator restricted to the centered eigenspaceHc.
Then, we have

lim
n→∞
|χSφn(a)−WnχSφ0(a)| = 0

for any a ∈ A0 uniformly by Proposition 3. This means that, in the long time limit, the time
evolution is reduced to W, which is a unitary operator onHc.
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Proposition 4. The survival probability is re-expressed by

γ = ||PcχSφ0||2.

The convergence speed ( f (n) = O(g(n)) means limn→∞ | f (n)/g(n)| < ∞ if the limit
exists) is estimated by O(nκrn

max), where κ = dimHs, rmax = max{|λ| ; λ ∈ Spec(E), |λ| <
1}.

Proof. Putting E(1− Pc) = W ′, we have

W + W ′ = E, WW ′ = 0,

by Proposition 2 (2). Note that the operator En is similar to⊕
λ∈Spec(E)

Jn(λ; kλ)

with some natural numbers kλs. Here, J(λ; k) is the k-dimensional matrix by

J(λ; k) =



λ 1
λ 1

. . . . . .
. . . 1

λ

.

We obtain that the survival probability at each time n is described by

γn = ||UGχ∗SEn−1χSφ0||2

= ||UGχ∗S(W
n−1 + W ′n−1

)χSφ0||2

= ||(Wn−1 + W ′n−1
)χSφ0||2

= ||Wn−1χSφ0||2 + ||W ′
n−1

χSφ0||2.

In the third equality, we use the fact that UG is unitary; the last equality follows from
Corollary 3. The second term decreases to zero by Proposition 2 (2) with the convergence
speed at least O(nκrn

max) because the Jordan matrix J(λ; k) can be estimated by J(λ; k)n =
O(nk|λ|n). Hence, we find for γn

γn = ||Wn−1χSφ0||2 + O(nκrn
max) (n >> 1)

= ||Wn−1PcχSφ0||2 + O(nκrn
max)

= ||PcχSφ0||2 + O(nκrn
max),

where in the second equality we use that W = WPc and the last equality follows from
Proposition 2 (3).

Therefore, the characterization ofHc is important to obtain the asymptotic behavior
of φn.

7.2. Characterization of Centered Generalized Eigenspace by Graph Notations

The centered generalized eigenspace of E can be rewritten by using the boundary
operator d1 and the self-adjoint operator T = d1Sd∗1 as follows.

Lemma 3 ([19]). Assume λ ∈ Spec(E) with |λ| = 1. Then, we have

1. λ = ±1 if and only if ker(λ− E) = ker(−λ− S) ∩ ker d1.
2. λ 6= ±1 if and only if supp(g) ⊂ V0 \ δV0 for any g ∈ ker((λ + λ−1)/2− T) 6= 0.
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In the following, we consider the characterization of ker(±1− E) using some walks on
graph G0 up to the situations of the graph (Cases (A)–(D)). First, we prepare the following
notations. For each support edge e ∈ E0, there are two arcs a and a such that |a| = |a|.
Let us choose one of the arcs from each e ∈ E0 and denote A+ as the set of selected arcs.
Then, |A+| = |E0| and a ∈ A+ if and only if a /∈ A+ holds. We set Arep = A0,σ ∪ A+. Let
us introduce the map ι : CA0 → CArep defined by (ιψ)(a) = ψ(a) for any ψ ∈ CA0 and
a ∈ Arep.

Let us define the boundary operator ∂+ : CArep → CV0 by

(∂+ϕ)(u) = ∑
t(a)=u in A+

ϕ(a)− ∑
o(a)=u in A+

ϕ(a)

for any ϕ ∈ CArep and u ∈ V0. On the other hand, let us also define the boundary operator
∂− : CArep → CV0 by

(∂−ϕ)(u) =


∑

t(a)=u
ϕ(a) + ∑

o(a)=u
ϕ(a) : u has no selfloop,

∑
t(a)=u

ϕ(a) + ∑
o(a)=u

ϕ(a)− ϕ(as) : u has a selfloop as,

for any ϕ ∈ CArep and u ∈ V0. We obtain the following lemma.

Lemma 4. Let G0 = (V0, A0) be a graph with self-loops. We set E0 as the set of support edges of
A0 \ A0,σ such that E0 = {|a| | a ∈ A0 \ A0,σ}. Then, we have

dim[ker(1− E)] = |E0| − |V0|+ 1,

dim[ker(1 + E)] =


|E0| − |V0|+ 1 : Case A,
|E0| − |V0| : Case B,
|E0| − |V0|+ |A0,σ| : Cases C and D,

Proof. Note that, if ψ ∈ ker(1 + S), then ψ(a) = −ψ(a) for any a ∈ A+, and, if ψ ∈ ker(d),
then ∑t(a)=u ψ(a) = 0 for any u ∈ V0. We remark that, since (Sψ)(as) = ψ(as) for any
as ∈ A0,σ, we have ψ(as) = 0 if ψ ∈ ker(1 + S). Therefore, if ψ ∈ ker(1 + S) ∩ ker(d), then

∑
t(a)=u in A+

(ιψ)(a)− ∑
o(a)=u in A+

(ιψ)(a) = (∂+ιψ)(u) = 0

holds. Then, ker(1 + S) ∩ ker d is isomorphic to {ϕ ∈ ker ∂+ | supp(ϕ) ⊂ A+}. Let us

consider ker ∂+. By the definition of ∂+, we have ∂+δ
(Arep)
a = 0 for any a ∈ As. Hence, we

should eliminate the subspace of ker ∂+ induced by the self-loops. The dimension of this
subspace is |A0,σ|. The adjoint operator ∂∗+ : CV0 → CA+ of ∂+ is described by

(∂∗+ f )(a) = f (t(a))− f (o(a)),

for any f ∈ CV0 and a ∈ Arep. If ∂∗+ f = 0 holds, then f (t(a)) = f (o(a)) for any
a ∈ A+. This means f (u) = c for any u ∈ V0 with some non-zero constant c. Thus,
dim ker(∂∗+) = 1. Therefore, the fundamental theorem of linear algebra (for a linear map
g : X → Y, dim ker g = dim X− dim Y + dim ker g∗) implies

dim ker(1 + S) ∩ ker d = dim ker(∂+)− |A0,σ|
= (|Arep| − |V0|+ 1)− |A0,σ|
= |E0| − |V0|+ 1.
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Next, let us consider dim(ker(1− S) ∩ ker d1). Note that, if ψ ∈ ker(1− S), then
ψ(a) = ψ(a). Assume that ψ ∈ ker(1− S) ∩ ker(d1); then,

∑
t(a)=u

(ιψ)(a) = 0 for any u ∈ V0,

which is equivalent to
∂−ιψ = 0.

The adjoint of ∂− is described by

(∂∗− f )(a) =

{
f (t(a)) + f (o(a)) : a ∈ A+,
f (t(a)) : a ∈ A0,σ.

Let us consider f ∈ ker(∂∗−) in the cases for both A0,σ = ∅ and A0,σ 6= ∅.
A0,σ = ∅ case:
If G0 is a bipartite graph, then we can decompose the vertex set V into X ∪Y, where

every edge connects a vertex in X to one in Y. Then, f (x) = k for any x ∈ X and f (y) = −k
for any y ∈ Y with some nonzero constant k. Hence, dim ker(∂∗) = 1 if A0,σ = ∅ and G0
is bipartite. On the other hand, if G0 is non-bipartite, then there must exist an odd length
fundamental cycle c = (a0, a1, . . . , a2m). We have that

f (o(a1)) = − f (o(a2)) = f (o(a3)) = · · · = − f (o(a2r)) = f (o(a0)) = − f (o(a1)).

Then, f (u) = 0 for any u ∈ V(c). Since G0 is connected, the value 0 is inherited to the
other vertices by f (t(a)) = − f (o(a)). After all, we have f = 0, which implies ker(∂∗−) = 0
if A0,σ = ∅ and G0 is non-bipartite.

A0,σ 6= ∅ case: Since (∂∗− f )(a) = f (t(a)) = 0 if a ∈ A0,σ, then f takes the value 0 at
the other vertices since f (t(a)) = − f (o(a)) for any a ∈ A+, which implies ker(∂∗+) = 0 if
A0,σ 6= ∅.

After all, by the fundamental theorem of the linear algebra,

dim ker ∂− = |Arep| − |V0|+
{

1 : As = ∅, G0 is bipartite.
0 : otherwise.

Noting that |Arep| = |E0|+ |A0,σ|, we obtain the desired conclusion.

In the following, let us find linearly independent eigenfunctions of ker(±1− E) using
some concepts from graph theory. A walk p in G0 is a sequence p = (a0, a1, . . . , ar) of arcs
with t(aj) = o(aj+1) (j = 0, 1, . . . , r − 1), which may contain repeated arcs as defined in
Section 2.1. We set {a0, a1, . . . , ar} =: A(p), and similarly A(p) = {a0, . . . , ar} as multi sets.

We describe ξ̃
(±)
p : {a0, . . . , ar} ∪ {a0, . . . , ar} → {±1} by

ξ̃
(+)
p (a) =

{
1 : a ∈ A(p),
−1 : a ∈ A(p),

ξ̃
(−)
p (a) =

{
1 : |a| ∈ {|aj| | j is even},
−1 : |a| ∈ {|aj| | j is odd}.

Then, we set the functions ξ
(±)
p ∈ CA by

ξ
(±)
p (a) =

{
∑b: a=b ξ̃

(±)
p (b) : a ∈ A(p) ∪ A(p),

0 : otherwise.
(6)

Now, we are ready to show the following proposition for ker(1− E).
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Proposition 5. Let ξ
(+)
c be defined as (6). Then, we have

ker(1− E) = span{ξ(+)
c | c ∈ Γ}.

Proof. By the definition of ξ
(+)
c , we have ξ

(+)
c ∈ ker d1 ∩ ker(1− S), which implies ξ

(+)
c ∈

ker(1 − E) by Lemma 3. We show the linear independence of {ξ(+)
c }c∈Γ. Let us set

Γ = {c1, . . . , cr} and ξ j := ξ
(+)
cj (j = 1, . . . , r) induced by the spanning tree T ⊂ G.

Assume that
β1ξ1 + · · ·+ βrξr = 0.

Put ar ∈ A0(cr) ∩ (A0 \ A(T)). From the definition of the fundamental cycle, we have

β1ξ1(ar) + · · ·+ βrξr(ar) = βr = 0.

In the same way, let ar−1 ∈ A(cr−1) ∩ (A0 \ A(T)); then,

β1ξ1(ar) + · · ·+ βr−1ξr−1(ar−1) = βr−1 = 0.

Then, using it recursively, we obtain β1 = · · · = βr = 0, which means ξ js are
linearly independent.

Then, dim(K) = |Γ| = |E0| − |V0|+ 1. By Lemma 4, we reach the conclusion.

Define Γo, Γe ⊂ Γ as the set of odd and even length fundamental cycles. In the
following, to obtain a characterization of ker(1 + E) = ker(1− S) ∩ ker(d1), we construct
the function ηx,y ∈ ker(1− S)∩ ker(d1), which is determined by x, y ∈ A0,σ ∪ Γo. The main

idea to construct such a function is as follows. By the definition of ξ
(−)
q for any walk q,

ξ
(−)
q ∈ ker(1− S). This is equivalent to assigning the symbols “+” and “−” alternatively

to each edge along the walk q. If the walk c is an even length cycle, then a symbol on each
edge of c is different from the ones on the neighbor’s edges; this means

∑
t(a)=u

ξ
(−)
c (a) = 0,

for every u. Then, ξ
(−)
c ∈ ker(d1) ∩ ker(1 − S) holds. On the other hand, if the walk

c = (b1, . . . , br) is an odd length cycle, then a “frustration” appears at u := o(b1); i.e.,

∑
t(a)=u

ξ
(−)
c (a) = 2.

There are two ways to vanish this frustration: the first is to make a cancellation by
another frustration induced by another odd cycle c′ and the second is to push the frustration
to a self-loop. That is the reason the domains of x and y are A0,σ ∪ Γo. We give more precise
explanations of the constructions as follows. See also Figure 3.
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Figure 3. Construction of eigenfunction ηx,y ∈ CA0 : Each graph with signs ± represents the
function ηx,y. The support of ηx,y is included in the arcs of each graphs. The signs are the return
values of this function at each arcs. The return values of the inverse arcs are the same as the original
arcs. The signs are assigned alternatively along the red colored walks. At each time where the walk
runs through an arc, we take the sum of the signs; e.g., in the case for x ∈ A0,σ, y ∈ Γo, the walk runs
through the self-loop twice, and then the return value at the self-loops of the function is 1 + 1 = 2.

Definition 2. Construction of ηx,y ∈ CA0 :

The function ηx,y is described by ξ
(−)
q induced by a walk depending on the indexes of x, y.

In this paper, we consider four cases of the domains of x and y: (1) x ∈ Γo, y ∈ Γo; (2) x ∈ Aσ,
y ∈ Aσ; (3) x ∈ Aσ, y ∈ Γo; and (4) x ∈ Γo, y ∈ Aσ.

1. x ∈ Γo, y ∈ Γo case:
If G0 is a bipartite graph, let us fix an odd length fundamental cycle c∗ = (a0, . . . , ar−1) ∈ Γo
and pick up another c ∈ Γo = (b0, . . . , bs−1). We set the following walk q and define the
function on CA0 ; ξ

(−)
q =: aac∗−c, induced by c∗, c ∈ Γo:

(a) c0 ∩ c 6= ∅ case: We set q as the shortest closed walk starting from a vertex
u0 ∈ V(c0) ∩ V(c) and visiting all the vertices of V(c0) and V(c); that is, q =
(ai, . . . , ai+r, bj, . . . , bs+j). Here, o(ai) = o(bj) = u0 and the suffices are modulus of
r and s.

(b) c0 ∩ c = ∅ case: Let us fix the shortest path between c0 and c by p = (p1, . . . , pt).
Denoting the vertex in V(c∗) connecting to p by u0 ∈ V(c∗), we set q by the
shortest closed walk q starting from u∗ and visiting all the vertices; that is, q =
(ai, . . . , ar+i, p0 . . . , pt, bj . . . , bs+j, p̄t . . . , p̄1), where o(ai) = t(ar+i) = o(p1) =
u0, t(pt) = o(bj) = t(bs+j).

Note that, by the definition of the fundamental cycle, the intersection c0 ∩ c is a path in Case
(1). Since G0 is connected, there is a path connecting c∗ to c and we fix such a path for every
pair of (c∗, c) in Case (2).

2. x ∈ Aσ and y ∈ Aσ case:
If the number of self-loops |Aσ| ≥ 2, let us fix a self-loop a∗ from Aσ and a path between a∗
to each a ∈ Aσ \ {a∗}. Let us denote the path between a∗ and a by p = (p1, . . . , pt). Then,
we set the walk from a∗ to a by q = (a∗, p1, . . . , pt, a) and ξ

(−)
q =: ηa∗−a.

3. x ∈ Aσ and y ∈ Γo case:
If |Aσ| ≥ 1 and G \ Aσ is a non-bipartite graph, let us fix a self-loop a∗ and pick up an
odd cycle c = (b1, . . . , bt) ∈ Γo; if the self-loop o(a∗) ∈ V(c), we set the walk starting
from a∗ visiting all the vertices V(c) and returning back to a∗ by q = (a∗, b1, . . . , bt, a∗);
and, for o(a∗) /∈ V(c), let us fix a path p = (p1, . . . , pt) between o(a∗) and o(b1) and set
the walk starting from a∗ visiting all the vertices V(p) ∪ V(c) and returning back to a∗;
q = (a∗, p1, . . . , pt, b0 . . . , bt, p̄t, . . . , p̄1, a∗). Then, we set ξ

(−)
q =: ηa∗ ,c.
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4. x ∈ Γo and y ∈ Aσ case:
Let us fix an odd length fundamental cycle c∗ ∈ Γo = (b1, . . . , bs−1) and pick up a self-loop
a ∈ Aσ. Let us set a short length path p between o(a) and o(b1). Then, we consider the same
walk q as in Case (3) and set ξ

(−)
q =: ηc∗ ,a.

By the construction, we have ηx,y ∈ ker(1− S) ∩ ker(d1). Using the function ηx,y, we
obtain the following characterization of ker(−1− E).

Proposition 6. Let ξ
(−)
c be defined by (6) and ηx,y be the above. Let us fix a∗ ∈ Aσ and c∗ ∈ Γo.

Then, we have

ker(1 + E) =


span{ξ(−)c | c ∈ Γ} : Case (A),

span{ξ(−)c | c ∈ Γe} ⊕ span{ηc∗−c | c ∈ Γo \ {c∗}} : Case (B),

span{ξ(−)c | c ∈ Γ} ⊕ span{ηa∗−a | a ∈ A0,σ \ {a∗}} : Case (C),

span{ξ(−)c | c ∈ Γe} ⊕ span{ηa∗−y | y ∈ Γo ∪ (A0,σ \ {a∗})} : Case (D).

Proof. We put

A := span{ξ(−)c | c ∈ Γ}, (7)

B := span{ξ(−)c | c ∈ Γe} ⊕ span{ηc∗−c | c ∈ Γo \ {c∗}}, (8)

C := span{ξ(−)c | c ∈ Γ} ⊕ span{ηa∗−a | a ∈ A0,σ \ {a∗}}, (9)

D := span{ξ(−)c | c ∈ Γe} ⊕ span{ηa∗−y | y ∈ Γo ∪ (A0,σ \ {a∗})} (10)

(see also Figure 4). From the construction of ηx,y and ξ
(−)
c , the linear independence is

immediately obtained. Let us check the dimensions for each case.

In Case (A),
dim(A) = |Γ| = |E0| − |V0|+ 1.

In Case (B),
dim(B) = |Γe|+ (|Γo| − 1) = |E0| − |V0|.

In Case (C),

dim(C) = |Γ|+ (|A0,σ| − 1) = |E0| − |V0|+ |A0,σ|.

In Case (D),

dim(D) = |Γe|+ (|Γo| − 1) + (|A0,σ| − 1) = |E0| − |V0|+ |A0,σ|.

By Lemma 4, we reach the conclusion.

Remark 5. “M⊕ N" in Proposition 6 means that M and N are just complementary spaces; the
orthogonality is not ensured in general.

Remark 6. If |Γo| = 1 in Case (B), we have B = span{ξ(−)c | c ∈ Γe}. If |A0,σ| = 1 in Case (C),
we have C = span{ξ(−)c | c ∈ Γ}.

Remark 7. The subspace D can be re-expressed by

D = span{ξ(−)c | c ∈ Γe} ⊕ span{ηc∗−y | y ∈ (Γo \ {c∗}) ∪ A0,σ}.
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Figure 4. Eigenspaces (A–D): This figure shows examples of four graphs for Cases (A)–(D) and their
induced eigenspaces of the Grover walk (A–D). The figures at the right corner are the fundamental
cycles for each case. The weighted graphs represent bases of each eigenspace. The weights are the
return values at each arcs of the bases, where every base takes the value 0 at the dashed arcs.

8. Conclusions

We investigated the Grover walk on a finite graph G with sinks using its connection
with the walk on the graph G0 with tails. It was shown that the centered generalized
eigenspace of the Grover walk with tails corresponds to the attractor space of the Grover
walk with sinks, i.e., it contains all trapped states which do not contribute to the transport
of the quantum walker into the sink. Consequently, the attractor space of the Grover
walk with sinks can be characterized using the persistent eigenspace of the underlying
random walk whose supports have no overlaps to the boundary and the concept of “flow”
from graph theory. In particular, we constructed linearly independent basis vectors of the
attractor space using the properties of fundamental cycles of G0. The attractor space can
be divided into subspaces T and K, corresponding to the eigenvalues λ 6= ±1 and λ = 1,
respectively, and an additional subspace which belongs to the eigenvalue λ = −1. While
the basis of T and K can be constructed using the same procedure for all finite connected
graphs G0, for the last subspace, we provided a construction based on case separation,
depending on if the graph is bipartite or not and if it involves self-loops.

The use of fundamental cycles allowed us to considerably expand the results pre-
viously found in the literature, which are often limited to planar graphs. The derived
construction of the attractor space enables better understanding of the quantum transport
models on graphs. In addition, our results reveal that the attractor space can contain
subspaces of eigenvalues different from λ = ±1. In such a case, the evolution of the Grover
walk with sink will have more complex asymptotic cycle. In fact, the example presented
in Section 5 exhibits an infinite asymptotic cycle, since the phase θ of the eigenvalues
λ± 6= ±1 is not a rational multiple of π. This feature is missing, e.g., in the Grover walk on
dynamically percolated graphs with sinks, where the evolution converges to a steady state.
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Abstract: We consider the discrete-time quantum walk whose local dynamics is denoted by a
common unitary matrix C at the perturbed region {0, 1, . . . , M− 1} and free at the other positions.
We obtain the stationary state with a bounded initial state. The initial state is set so that the perturbed
region receives the inflow ωn at time n (|ω| = 1). From this expression, we compute the scattering
on the surface of −1 and M and also compute the quantity how quantum walker accumulates in the
perturbed region; namely, the energy of the quantum walk, in the long time limit. The frequency of
the initial state of the influence to the energy is symmetric on the unit circle in the complex plain. We
find a discontinuity of the energy with respect to the frequency of the inflow.

Keywords: quantum walk; scattering theory; energy

1. Introduction

There is no doubt that a study on scattering theory is one of the most interesting
topics of the Schrödinger equation. Recently, it has been revealed that the scatterings of
some fundamental stationary Schrödinger equations on the real line with not only delta
potentials [1–3] but also continuous potential [4] can be recovered by discrete-time quantum
walks. These induced quantum walks are given by the following setting: the non-trivial
quantum coins are assigned to some vertices in a finite region on the one-dimensional lattice
as the impurities and the free-quantum coins are assigned at the other vertices. The initial
state is given so that a quantum walker inflows into the perturbed region at every time
step. It is shown that the scattering matrix of the quantum walk on the one-dimensional
lattice can be explicitly described by using a path counting in [5] and this path counting
method can be described by a discrete analogue of the Feynmann path integral [4]. There
are some studies for the scattering theory of quantum walks under slightly general settings
and related topics [6–12].

Such a setting is the special setting of [13,14] in that the regions where a quantum
walker moves freely coincide with tails in [13,14], and the perturbed region can be regarded
as a finite and connected graph in [13,14]. The properties of not only the scattering on
the surface of the internal graph but also the stationary state in the internal graph for the
Szegedy walk are characterized by [15] with a constant inflow from the tails.
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By [14], this quantum walk converges to a stationary state. Therefore, let ~ϕ(·) :
Z → C2 be the stationary state of the quantum walk on Z. The perturbed region is
ΓM := {0, 1, . . . , M− 1} and we assign the quantum coin

C =

[
a b
c d

]
to each vertex in ΓM. The inflow into the perturbed region at time n is expressed by ωn

(|ω| = 1). In this paper, we compute (1) the scattering on the surface of the perturbed
region ΓM in the one-dimensional lattice; (2) the energy of the quantum walk. Here, the
energy of quantum walk is defined by

EM(ω) =
M−1

∑
x=0
||~ϕ(x)||2C2 .

This is the quantity that quantum walkers accumulate to the perturbed region ΓM in the
long time limit. We obtain a necessary and sufficient condition for the perfect transmitting,
and also obtain the energy. As a consequence of our result on the energy, we observe a
discontinuity of the energy with respect to the frequency of the inflow. Moreover, our
result implies that the condition for θ(ω) ∈ N is equivalent to the condition for the perfect
transmitting. Then, we obtain that the situation of the perfect transmitting not only releases
quantum walker to the opposite outside but also accumulates quantum walkers in the
perturbed region. Note that since this quantum walk can be converted to a quantum walk
with absorption walls, the problem is reduced to analysis on a finite matrix EM, which is
obtained by picking up from the total unitary time evolution operator with respect to the
perturbed region ΓM. See [16] for a precise spectral results on EM.

This paper is organized as follows. In Section 2, we explain the setting of this model
and give some related works. In Section 3, an explicit expression for the stationary state
is computed using the Chebyshev polynomials. From this expression, we obtain the
transmitting and reflecting rates and a necessary and sufficient condition for the perfect
transmitting. We also give the energy in the perturbed region. In Section 4, we estimate the
asymptotics of the energy to see the discontinuity with respect to the incident inflow.

2. The Setting of our Quantum Walk

The total Hilbert space is denoted byH := `2(Z;C2) ∼= `2(A). Here A is the set of arcs
of one-dimensional lattice whose elements are labeled by {(x; R), (x; L) | x ∈ Z}, where
(x; R) and (x; L) represents the arcs “from x− 1 to x“, and “from x + 1 to x”, respectively.
We assign a 2× 2 unitary matrix to each x ∈ Z so-called local quantum coin

Cx =

[
ax bx
cx dx

]
.

Putting |L〉 := [1, 0]>, |R〉 := [0, 1]> and 〈L| = [1, 0], 〈R| = [0, 1], we define the following
matrix valued weights associated with the motion from x to left and right by

Px = |L〉〈L|Cx, Qx = |R〉〈R|Cx,

respectively. Then, the time evolution operator on `2(Z;C2) is described by

(Uψ)(x) = Px+1ψ(x + 1) + Qx−1ψ(x− 1)

for any ψ ∈ `2(Z;C2). Its equivalent expression on `2(A) is described by

(U′φ)(x; L) = ax+1φ(x + 1; L) + bx+1φ(x + 1; R),

(U′φ)(x; R) = cx−1φ(x− 1; L) + dx−1φ(x− 1; R) (1)
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for any ψ ∈ `2(A). We call ax and dx the transmitting amplitudes, and bx and cx the
reflection amplitudes at x, respectively. If we put ax = dx = 1 and bx = cx =

√
−1 = i,

then the primitive form of QW in [17] is reproduced. Remark that U and U′ are unitarily
equivalent such that letting η : `2(Z;C2)→ `2(A) be

(ηψ)(x; R) = 〈R|ψ〉, (ηψ)(x; L) = 〈L|ψ〉

then we have U = η−1U′η. The free quantum walk is the quantum walk where all local
quantum coins are described by the identity matrix, i.e.

(U0ψ)(x) =
[

1 0
0 0

]
ψ(x + 1) +

[
0 0
0 1

]
ψ(x− 1).

Then, the walker runs through one-dimensional lattices without any reflections in the
free case.

In this paper, we set “impurities” on

ΓM := {0, 1, . . . , M− 1}

in the free quantum walk on one-dimensional lattice; that is,

Cx =



[
a b
c d

]
: x ∈ ΓM,

I2 : x /∈ ΓM.

(2)

We consider the initial state Ψ0 as follows.

Ψ0(x) =

{
eiξx|R〉 : x ≤ 0;
0 : otherwise,

where ξ ∈ R/2πZ. Note that this initial state belongs to no longer `2 category. The region
ΓM is obtained a time dependent inflow e−iξn from the negative outside. On the other
hand, if a quantum walker goes out side of ΓM, it never come back again to ΓM. We can
regard such a quantum walker as an outflow from ΓM. Roughly speaking, in the long
time limit, the inflow and outflow are balanced and obtain the stationary state with some
modification. Indeed, the following statement holds.

Proposition 1 ([14]).

1. This quantum walk converges to a stationary state in the following meaning:

∃ lim
n→∞

ei(n+1)ξ Ψn(x) =: Φ∞(x).

2. This stationary state is a generalized eigenfunction satisfying

UΦ∞ = e−iξΦ∞.

Relation to an absorption problem
Let the reflection amplitude at time n be γ̃n(z) := 〈L|Φn(−1)〉 with z = eiξ . We can

see that γ̃n(z) is rewritten by using U′ as follows:

z−1γ̃n+1(z) = 〈δ(−1;L), U′δ(0;R)〉+ 〈δ(−1;L), U′2δ(0;R)〉z

+ 〈δ(−1;L), U′3δ(0;R)〉z2 + · · ·+ 〈δ(−1;L), U′n+1
δ(0;R)〉zn
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The first term is the amplitude that the inflow at time n cannot penetrate into ΓM; the m-th
term is the amplitude that the inflow at time n− (m− 1) penetrates into ΓM and escapes
ΓM from 0 side at time n. Therefore, each term corresponds to the “absorption” amplitude
to −1 with the absorption walls −1 and M with the initial state δ(0;R). Then

Remark 1. The reflection amplitude 〈L|Φ∞(−1)〉 = limn→∞ γ̃n(z) coincides with the generating
function of the absorption amplitude to −1 with respect to time n while the transmitting amplitude
〈R|Φ∞(M)〉 = limn→∞ τ̃n(z) coincides with the generating function of the absorption amplitude
to M with respect to time n.

Put γn := |〈δ(−1;L), U′nδ(0;R)〉|2 and τn := |〈δ(M;R), U′nδ(0;R)〉|2 which are the absorp-
tion/ first hitting probabilities at positions −1 and M, respectively, starting from (0 : R).
From the above observation, for example, we can express the m-th moments of the absorp-
tion/hitting times to −1 and M as follows:

∑
n≥1

nmγn =
∫ 2π

0
〈L|Φ∞(−1)〉

(
−i

∂

∂ξ

)m
〈L|Φ∞(−1)〉 dξ

2π
, (3)

∑
n≥1

nmτn =
∫ 2π

0
〈R|Φ∞(M)〉

(
−i

∂

∂ξ

)m
〈R|Φ∞(M)〉 dξ

2π
. (4)

Relation to Scattering of quantum walk
The stationary state Φ∞ is a generalized eigenfunction of U in `∞(Z;C2). The scatter-

ing matrix naturally appears in Φ∞ (see [5]). In the time independent scattering theory, the
inflow can be considered as the incident “plane wave“, and the impurity causes the scat-
tered wave by transmissions and reflections. Thus, we can see the transmission coefficient
and the reflection coefficient in Φ∞(x) for x ∈ Z \ ΓM. For studies of a general theory of
scattering, we also mention the recent work by Tiedra de Aldecoa [12].

3. Computation of Stationary State
3.1. Preliminary

Recall that |L〉 and |R〉 represent the standard basis of C2; that is, |L〉 = [1, 0]> and
R〉 = [0, 1]>. Let χ : `2(Z;C2)→ `2(ΓM;C2) be a boundary operator such that (χψ)(a) =
ψ(a) for any a ∈ {(x; R), (x; L) | x ∈ ΓM}. Here, the adjoint χ∗ : `2(ΓM;C2)→ `2(Z;C2) is
described by

(χ∗ϕ)(a) =

{
ϕ(a) : a ∈ {(x; R), (x; L) | x ∈ ΓM},
0 : otherwise.

We put the principal submatrix of U with respect to the impurities by EM := χUχ∗. The
matrix form of EM with the computational basis χδ0|L〉, χδ0|R〉, . . . , χδM−1|L〉, χδM−1|R〉
is expressed by the following 2M× 2M matrix:

EM =



0 P
Q 0 P

Q 0
. . .

. . . . . . P
Q 0

 (5)

We express the ((x; J), (x′; J′)) element of EM by

(EM)(x;J),(x′ ;J′) :=
〈

χδx|J〉, EMχδx′ |J′〉
〉
C2M

.
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Putting ψn := χΨn, we have

ψn+1 = χU(χ∗χ + (1− χ∗χ))Ψn

= EMψn + χU(1− χ∗χ)Ψn

= EMψn + e−i(n+1)ξ χδ0|R〉.

Then, putting φn := ei(n+1)ξ ψn, we have

e−iξ φn+1 = EMφn + χδ0|R〉. (6)

From [14], ϕ := ∃ limn→∞ φn. Then, the stationary state restricted to ΓM satisfies

(e−iξ − EM)φ∞ = χδ0|R〉. (7)

About the uniqueness of this solution is ensured by the following Lemma since it includes
the existence of the inverse of (e−iξ − EM).

Lemma 1. Let EM be the above with a 6= 0.† Then σ(EM) ⊂ {λ ∈ C | |λ| < 1}.

Proof. Let ψ ∈ `2(ΓM,C2) be an eigenvector of eigenvalue λ ∈ σ(EM). Then

|λ|2||ψ||2 = ||EMψ||2 = 〈Uχ∗ψ, χ∗χUχ∗ψ〉 ≤ 〈Uχ∗ψ, Uχ∗ψ〉 = ||χ∗ψ||2 = ||ψ||2. (8)

Here, for the inequality, we used the fact that χ∗χ is the projection operator onto

span{δx|L〉, δx|R〉 | x ∈ ΓM} ⊂ `2(Z;C2)

while for the final equality, we used the fact that χχ∗ is the identity operator on `2(ΓM;C2).
If the equality in (8) holds, then χ∗χUχ∗ψ = Uχ∗ψ holds. Then, we have the eigenequation
Uχ∗ψ = λχ∗ψ by taking χ∗ to both sides of the original eigenequation χUχ∗ψ = λψ.
However, there are no eigenvectors having finite supports in a position independent
quantum walk on Z with a 6= 0 since its spectrum is described by only a continuous
spectrum in general. Thus, |λ|2 < 1.

Now, let us solve this Equation (7). The matrix representation of EM with the permu-
tation of the labeling such that (x; R)↔ (x; L) for any x ∈ ΓM to (5) is

EM ∼=



0 0 0 0
0 0 b a
d c 0 0 0 0
0 0 0 0 b a

d c
. . . . . .

0 0
. . . . . . 0 0

b a
d c 0 0
0 0 0 0



.
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Then, the Equation (7) is expressed by



z 0 0 0
0 z −b −a
−d −c z 0

0 z −b −a
−d −c z 0

. . . . . .

0 z −b −a
−d −c z 0

0 z





ϕ(0; R)
ϕ(0; L)
ϕ(1; R)
ϕ(1; L)

...

...
ϕ(M− 2; R)
ϕ(M− 2; L)
ϕ(M− 1; R)
ϕ(M− 1; L)



=



1
0
0
0
...
...
0
0
0
0



.

Here, we changed the way of blockwise of EM and we put z = e−iξ . Putting

Az :=
[

0 z
−d −c

]
, Bz :=

[
−b −a
z 0

]
,

we have [
z 0

]
~ϕ(0) = 1, Az~ϕ(0) + Bz~ϕ(1) = 0, Az~ϕ(1) + Bz~ϕ(2) = 0, . . .

. . . , Az~ϕ(M− 2) + Bz~ϕ(M− 1) = 0,
[
0 z

]
~ϕ(M− 1) = 0, (9)

where ~ϕ(x) = [ϕ(x; R), ϕ(x; L)]> for any x ∈ ΓM. The inverse matrix of Bz exists since
z 6= 0. Then, we have

~ϕ(1) = T~ϕ(0), ~ϕ(2) = T2~ϕ(0), . . . , ~ϕ(M− 1) = TM−1~ϕ(0), (10)

where

T = −B−1
z Az =

1
az

[
∆|a|2 −∆ab̄
−∆āb z2 + ∆|b|2

]
.

Here ∆ = det(P + Q) = det
[

a b
c d

]
. For the boundaries, there exists κ such that

~ϕ(0) =
[
z−1 κ

]
,
[
0 z

]
~ϕ(M− 1) = 0. (11)

By (10) and (11), κ satisfies 〈[
0
1

]
, TM−1

[
z−1

κ

]〉
= 0 (12)

which is equivalent to

κ = − z−1(TM−1)2,1

(TM−1)2,2
.

Now, the problem is reduced to considering the n-th power of T because the eigen-
vector is expressed by ~ϕ(n) = Tn~ϕ(0). Since T is a just 2× 2 matrix, we can prepare the
following lemma.

Lemma 2. Let A be a 2-dimensional matrix denoted by

A =

[
α β
γ δ

]
.
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1. (α− δ)2 + 4βγ = 0 and A 6= εI for some ε case. Let λ = (α + δ)/2. Then

An =

[
λn + α−δ

2 nλn−1 βnλn−1

γnλn−1 λn − α−δ
2 nλn−1

]

2. Otherwise. Let ζn := (det(A)1/2)n−1Un−1(
tr(A)

2 det(A)1/2 ) for n ≥ 1. Then

An =

[
ζn+1 − δζn βζn

γζn ζn+1 − αζn

]
,

where Un(·) is the n-th Chebyshev polynomial of the second kind.

Remark 2. The condition “(α− δ)2 + 4βγ = 0 and A 6= εI” is equivalent to the non-diagonalizability
of A.

Remark 3. For A = T case, the condition of 1. is reduced to

ω := ∆−1/2z ∈ {ε1|a|+ ε2i|b| | ε1, ε2 ∈ {±1}} =: ∂B.

Remark 4. For A = T case, the variable of the Chebyshev polynomial in 2. is reduced to

tr(T)/(2 det(T)1/2) = (ω + ω−1)/(2|a|).

Moreover, if ω = eik, the Chebyshev polynomial is described by U−1(·) = 0,

Un(cos k/|a|) =
λn+1
+ − λn+1

−
λ+ − λ−

(n ≥ 0).

Here, λ± in RHS are the roots of the quadratic equation

λ2 − 2 cos k
|a| λ + 1 = 0

with |λ−| ≤ |λ+|.

3.2. Transmitting and Reflecting Rates

Let us divide the unit circle in the complex plain as follows:

Bin = {eik | | cos k| < |a|}, ∂B = {eik | | cos k| = |a|}, Bout = {eik | | cos k| > |a|}. (13)

By the unitarity of
[

a b
c d

]
and using the Chebyshev recursion; Un+1(x) = 2xUn(x) −

Un−1(x), we insert (1) and (2) in Lemma 2 into (10), and we have an explicit expression for
the stationary state as follows.

Theorem 1. Let the stationary state restricted to ΓM = {0, 1, . . . , M− 1} be φ∞ and ~ϕ(n) :=
[φ∞(n; R) φ∞(n; L)]>. Then we have

~ϕ(n) =



z−1(α∆−1/2)−n

ωζ ′M−|a|ζ ′M−1

[
ωζ ′M−n − |a|ζ ′M−n−1

αbζ ′M−n−1

]
: ω /∈ ∂B

∆−1/2λn

εR |a|+iεI M|b|

[
εRα(εR|a|+ iεI |b|(M− n))

b(M− n− 1)

]
: ω ∈ ∂B

(14)
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for n = 0, 1, . . . , M− 1, where α = a/|a| and ζ ′m = Um−1(
ω+ω−1

2|a| ) (m ≥ 0), λ = sgn(εR)α
−1

∆1/2. Here εR = sgn(Re(ω)) and εI = sgn(Im(ω))

Since the transmitting and reflecting rates are computed by

T(ω) =

∣∣∣∣〈[1
0

]
, ~ϕ(M− 1)

〉
× d
∣∣∣∣2,

R(ω) =

∣∣∣∣〈[0
1

]
, ~ϕ(0)

〉
× a +

〈[
1
0

]
, ~ϕ(0)

〉
× b
∣∣∣∣2,

we obtain explicit expressions for them as follows.

Corollary 1. Assume abcd 6= 0. For any ω ∈ R/(2πZ), we have

T(ω) =
|a|2

|a|2 + |b|2ζ ′2M
(15)

R(ω) =
|b|2ζ ′2M

|a|2 + |b|2ζ ′2M
(16)

Note that the unitarity of the time evolution can be confirmed by T + R = 1. By
Corollary 1, we can find a necessary and sufficient conditions for the perfect transmitting;
that is , T = 1.

Corollary 2. Assume abcd 6= 0. Let ω = eik with some real value k. Then the perfect transmitting
happens if and only if

arccos
(

cos k
|a|

)
∈
{

`

M
π | ` ∈ {0,±1, . . . ,±(M− 1)}

}
.

On the other hand, the perfect reflection never occurs.

Remark that if ω /∈ Bin, then the perfect transmitting never happens.

3.3. Energy in the Perturbed Region

Taking the square modulus to ~ϕ(n) in Theorem 1, the relative probability at position
n ∈ ΓM = {0, . . . , M− 1} can be computed as follows.

Proposition 2. Assume abcd 6= 0. Then, the relative probability is described by

||~ϕ(n)||2 =


1

|a|2+|b|2ζ ′2M

(
|a|2 + |b|2ζ ′2M−n−1 + |b|2ζ ′2M−n

)
: ω /∈ ∂B

1
|a|2+M2|b|2

{
|a|2 + |b|2(M− n)2 + |b|2(M− n− 1)2} : ω ∈ ∂B

(17)

Proof. Let us consider the case for ω /∈ ∂B. Using the property of the Chebyshev polyno-
mial, we have ζ ′m+1ζ ′m−1 = ζ ′2m − 1 and (ω + ω−1)/|a| · ζ ′m = ζ ′m+1 + ζ ′m−1. It holds that

(ω + ω−1)ζ ′mζ ′m−1 = |a|(ζ ′m+1 + ζ ′m−1)ζ
′
m−1

= |a|(ζ ′2m + ζ ′
2
m−1 − 1).
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Since ζ ′m ∈ R, we have

q(m) := |ωζ ′m − |a|ζ ′m−1|2 = ζ ′
2
m + |a|2ζ ′

2
m−1 − |a|2(ω + ω−1)ζ ′mζ ′m−1

= |b|2ζ ′
2
m + |a|2,

Then, we have

||~ϕ(n)||2 =
1

q(M)
(q(M− n) + |b|2ζ ′

2
M−n−1)

=
|b|2ζ ′2M−n + |a|2 + |b|2ζ ′2M−n−1

|b|2ζ ′2M + |a|2
.

Then, we can see how much quantum walkers accumulate in the perturbed region
ΓM = {0, . . . , M− 1} by

EM(ω) =:
M−1

∑
n=0
||~ϕ(n)||2.

We call it the energy of quantum walk. The dependency of the energy on ω is symmetric
on the unit circle in the complex plain.

Corollary 3. Let EM(ω) be the above and assume abcd 6= 0. Then we have

EM(ω) =
1

|a|2 + |b|2ζ ′2M

{
M|a|2 + |b|2

(λ+ − λ−)2

(
ζ ′

2
M+1 − ζ ′

2
M−1 − 4M

)}
(18)

In particular, EM(·) is continuous at every ω∗ ∈ ∂B and

EM(ω∗) =
1
3

M
|a|2 + |b|2M2

(
3|a|2 + |b|2 + 2|b|2M2

)
.

Proof. Using the properties of the Chebyshev polynomial for example, U2
n −Un+1Un−1 = 1,

Tn = (Un −Un−2)/2, we have

(λm−1
+ + λm−1

− )ζ ′M = 2Tm−1Um−1 = ζ ′
2
m − ζ ′

2
m−1 + 1.

Then, we have

m−1

∑
n=0

ζ ′n
2
=

m−1

∑
n=0

(
λm
+ − λm

−
λ+ − λ−

)2

=
1

(λ+ − λ−)2

{
(λm−1

+ + λm−1
− )ζ ′m − 2m

}
=

1
(λ+ − λ−)2 (ζ

′2
m − ζ ′

2
m−1 − 2m + 1) (19)

Then, we have

M−1

∑
n=0
||~ϕ(n)||2 =

1
|a|2 + |b|2ζ ′2M

(
M|a|2 + |b|2

M−1

∑
n=0

ζ ′
2
M−n−1 + ζ ′

2
M−n

)

=
1

|a|2 + |b|2ζ ′2M

{
M|a|2 + |b|2

(λ+ − λ−)2

(
ζ ′

2
M+1 − ζ ′

2
M−1 − 4M

)}
Here, we used (19) in the last equality.
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If ω ∈ ∂B, then by directly computation taking summation of (17) over n ∈ ΓM =
{0, 1, . . . , M− 1}, we obtain the conclusion. Let us see EM(·) is continuous at ∂B. We put
x := (1/|a|) cos k and ζ ′m(x) := ζ ′m. Remark that ω → ω∗ implies |x| → 1. In the following,
we consider x → 1 case. The Taylor expansion of ζ ′m(x) around x = 1 is

ζ ′m(1− ε) = m− m
3
(m2 − 1)ε + O(ε2).

The reason for obtaining the expansion until ε1 order is

ζ ′
2
M+1 − ζ ′

2
M−1 − 4M = O(ε2).

around x = 1. Note that (λ+ − λ−)2 = 4(x2 − 1). Then

(λ+ − λ−)
2 = −8ε + O(ε)

around x = 1. Then inserting all of them into (18), we obtain

lim
ω→ω∗

EM(ω) =
M

|a|2 + |b|2M2

(
|a|2 + |b|

2

3
+

2|b|2
3

M2
)

.

4. Asymptotics of Energy

If ω ∈ ∂B, then by Corollary 3, it is immediately obtained that

lim
M→∞

EM(ω)

M
=

2
3

. (20)

Let us consider the case of ω ∈ Bin ∪ Bout as follows. Note that

λ± =

{
sgn(cos k)e±θ : ω ∈ Bout,
e±iθ : ω ∈ Bin,

where (1/|a|) cos k = cosh θ (ω ∈ Bout), while (1/|a|) cos k = cos θ (ω ∈ Bin) such that
sin θ > 0 and sinh θ > 0. To observe the asymptotics of EM(ω) for ω /∈ ∂B, we rewrite
EM(ω) as follows:

EM(ω) =


1

|a|2 sinh2 θ+|b|2 sinh2 Mθ

{
(−|b|2 + |a|2 sinh2 θ)M + |b|2

4
sinh 2Mθ sinh 2θ

sinh2 θ

}
: ω ∈ Bout

1
|a|2 sin2 θ+|b|2 sin2 Mθ

{
(|b|2 + |a|2 sin2 θ)M− |b|

2

4
sin 2Mθ sin 2θ

sin2 θ

}
: ω ∈ Bin

(21)

From now on, let us consider the asymptotics of EM(ω) for large M. We summarize
our results on the asymptotics of EM(ω) in Table 1. In the following, we regard EM(ω)
as a function of θ, M; that is E(M, θ) because θ can be expressed by ω and consider the
asymptotics for large M.

4.1. ω ∈ Bout

Let us see that

lim
M→∞

EM(ω) =
cosh θ

sinh θ
=

∣∣∣ cos k
a

∣∣∣√∣∣∣ cos k
a

∣∣∣2 − 1

. (22)
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Note that sinh Mθ ∼ eMθ/2� M. Then by (21), we have

EM(ω) ∼ 1
|b|2e2Mθ

× |b|
2

4
e2Mθ sinh 2θ

sinh2 θ
=

cosh θ

sinh θ
.

By (22), if ω → ω∗ ∈ ∂B, then EM(ω) ∼ 1/θ → ∞. To connect it to the limit for the case of
ω∗ ∈ ∂B described by (20) continuously, we consider M→ ∞ and θ → 0 simultaneously,
so that Mθ ∼ θ∗ ∈ (0, ∞). Let us see that

EM(ω) ∼ 1
sinh2 θ∗

(
−1 +

sinh 2θ∗
2θ∗

)
M (23)

Noting that sinh mθ = sinh mθ∗ 6= 0, for m = 1, 2 and sinh θ ∼ θ∗/M, we have

EM(ω) ∼ 1
|b2| sinh2 θ∗

{
−|b|2M +

|b|2
4

sinh 2θ∗ × (2θ∗/M)

(θ∗/M)2

}
=

1
sinh2 θ∗

(
−1 +

sinh 2θ∗
2θ∗

)
M

Therefore, if we design the parameter θ∗ so that

2
3
=

1
sinh2 θ∗

(
−1 +

sinh 2θ∗
2θ∗

)
, (24)

then the energy of Bout continuously closes to that of ∂B in the sufficient large system
size M.

4.2. ω ∈ Bin

In this paper, since we determine θ satisfying sin θ > 0, we set θ ∈ (0, π). Remark that
EM(ω−1) = EM(ω) for any ω ∈ Bin because eiθ is invariant under this deformation.

By (21), if sin θ � sin Mθ � 1, we have

EM(ω) ∼
(

|a|2 sin2 θ + |b|2

|a|2 sin2 θ + |b2| sin2 Mθ

)
M, (25)

for sufficiently large M, which implies that

M . EM(ω) .
(

1 +
|b|2

|a|2 sin2 θ

)
M (26)

if θ /∈ {0, π} is fixed. Then, we conclude that EM(ω) = O(M) if θ /∈ Zπ is fixed for
ω ∈ Bin. On the other hand, if we design θ so that the condition of the perfect transmitting
is satisfied; θ = π`/M, |`| ∈ {1, . . . , M− 1} (see Corollary 1) and choose ` which is very
close to 0 or M, then | sin θ| � 1. Note that if | sin θ| → 0, which means ω → ω∗ ∈ ∂B,
then the coefficient of the upper bound in (26) diverges.

Then, from now on, let us consider the following three cases having a magnitude
relation between θ and M;

(i) 1� M� 1/ sin θ; (ii) M � 1/ sin θ; (iii) 1/ sin θ � M.

1. Case (i): 1� M� 1/ sin θ
Let us start to evaluate RHS of (21). Since

sin 2Mθ sin 2θ

4 sin2 θ
∼ M

{
1− 1

3
(1 + 2M2)θ

}
,
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the “{ }“ part in RHS of (21) can be evaluated by 2|b|2M3θ2/3. The denominator of
(21) is evaluated by 1/(|b|2M2θ2). Combining them, we have

EM(ω) ∼ 2M
3

(27)

This is consistent with (20).
2. Case (ii): M � 1/| sin θ|

Under this condition, the parameter θ lives around 0 or π if M is large. Since we
consider θ ∈ (0, π), we can evaluate sin θ by sin θ ∼ θ, or sin θ ∼ (π − θ) for large M.
We define θ′ = θ if 0 < θ < π/2 and θ′ = π − θ if π/2 ≤ θ < π. Because M sin θ � 1
by the assumption, we have Mθ′ � 1. Therefore, we put Mθ′ = θ∗ + ε with θ∗ � 1
and |ε| � 1. Then up to the value θ∗, let us see

EM(ω) ∼


1

sin2 θ∗

(
1− sin 2θ∗

2θ∗

)
M : θ∗ /∈ Zπ,

|b|2
|a|2θ2∗

M3 : θ∗ ∈ Zπ and εM� 1
M
ε2 : θ∗ ∈ Zπ and εM� 1

(28)

Note that if θ∗ /∈ Zπ, then sin θ = sin θ′ ∼ θ∗/M and sin2 Mθ = sin2 Mθ′ ∼ sin2 θ∗ 6=
0, sin 2Mθ = sin 2Mθ′ ∼ sin 2θ∗ and so on. Inserting them into (21), we have

EM(ω) ∼ 1
|a|2θ2∗/M2 + |b|2 sin2 θ∗

{
(|a|2θ2

∗/M2 + |b|2)M− |b|
2

4
sin 2θ∗ · 2θ∗/M

θ2∗/M2

}
∼ 1

sin2 θ∗

(
1− sin 2θ∗

2θ∗

)
M

On the other hand, if θ∗ ∈ Zπ, since sin θ ∼ θ∗/M and sin Mθ∗ ∼ ε, by (21), we have

EM(ω) ∼ 1
|a|2θ2 + |b|2ε2

{
|b|2M− |b|

2

4
2ε · 2θ∗/M
(θ∗/M)2

}
∼ |b|2M
|a|2θ′2 + |b|2ε2

∼


|b|2
|a|2θ2∗

M3 : ε� θ∗/M

M/ε2 : ε� θ∗/M

3. Case (iii): 1/| sin θ| � M
The “{ }” part in (21) is estimated by (|b|2 + |a|2 sin2 θ)M because Mθ � 1. Then,
we have

EM(ω) ∼
(

|a|2 sin2 θ + |b|2

|a|2 sin2 θ + |b2| sin2 Mθ

)
M, (29)

for sufficiently large M which is the same as (25). Let us consider the following
case study:

(a) max{| sin θ|, | sin Mθ|} � 1; (b) | sin θ|, | sin Mθ| � 1.

(a) Let us see EM(ω) = O(M) in this case. If sin θ � sin θM � 1, then the
coefficient of M in (29) is a finite value, then we have (26). On the other hand,
if each of sin θ or sin Mθ � 1, then (29) implies

EM(ω) ∼


1

sin2 Mθ
M : sin θ � sin Mθ � 1

(1 + |b|2
|a|2 sin2 θ

)M : sin Mθ � sin θ � 1
(30)
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(b) Since | sin Mθ| � 1, we evaluate | sin Mθ| by

| sin Mθ| ∼ min{|Mθ|, |π −Mθ|, . . . , |Mπ −Mθ|} =: δ.

Then, there exists a natural number m such that |θ −mπ/M| = δ/M. Note
that | sin θ| is also sufficiently small. Then, the natural number m must be
m/M � 1 if 0 < θ < π/2 and (M − m)/M � 1 if π/2 ≤ θ < π. Putting
m′ := min{m, M−m}, we have

| sin θ| ∼ |m
′

M
π ± δ

M
| ∼ δ

M
.

Therefore, | sin θ| � | sin Mθ| � 1 holds. Then, (29) implies

EM(ω) ∼ M
δ2 .

We summarize the above statements in the following theorem by setting θ = O(1/M),
ε = 1/Mα as a special but natural design of the parameters.

Theorem 2. Let us set ω ∈ Bin so that

θ = θ(M) =

(
xπ +

1
Mα

)
1
M

with the parameters x ∈ (0, M) ⊂ R and α ≥ 0. If x → 0 or x → M with fixed M, then
EM(ω) = O(M). On the other hand, if we take M→ ∞ and fix x′ = min{x, M− x} � 1, then
we have

EM(ω) =


O(M3) : x′ is natural number and α ≥ 1,
O(M1+2α) : x′ is natural number and 0 ≤ α < 1,
O(M) : otherwise.

Table 1. Asymptotics of the energy of EM(ω): cos θ = (ω + ω−1)/(2|a|), Mθ = θ∗ + ε.

1 � M � 1/θ 1 � M � 1/θ 1/θ � M

ω ∈ ∂B - - O(M)

ω ∈ Bout O(M)

{
O(θ−1) : 1/θ � 1
O(1) : 1/θ � 1

ω ∈ Bin O(M)


O(M3/θ∗

2) : θ∗ ∈ Zπ, εM� 1
O(Mε−2) : θ∗ ∈ Zπ, εM� 1
O(M) : θ∗ /∈ Zπ

5. Conclusions

We considered the quantum walk on the line with the perturbed region {0, 1, . . . , M};
that is, an non-trivial quantum coin is assigned at the perturbed region and the free
quantum coin is assigned at the other region. We set an `∞ initial state so that free quantum
walkers are inputted at each time step to the perturbed region. A closed form of the
stationary state of this dynamical system was obtained and we computed the energy of the
quantum walk in the perturbed region. This energy represents how quantum walker feels
“comfortable“ in the perturbed region. We showed that the “feeling” of quantum walk
depends on the frequency of the initial state. We can divide the region of the frequency into
three parts to classify the asymptotics of the energy for large M; Bin, Bout, δB. The region
Bin coincides with the continuous spectrum of the quantum walk with M → ∞ [5]. We
showed that quantum walkers prefer to the initial state whose frequency corresponds to the
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continuous spectrum in the infinite system. More precisely, the energy of the quantum walk
in the perturbed region is estimated by O(1) if θ ∈ Bout, while one is estimated by O(M) if
θ ∈ δB and almost all pseudo momentum θ gives O(M)-energy, but some momentum gives
O(M3) if θ ∈ Bin (Theorem 2). Such an initial state exactly exists but it is quite rare from
the view point of the Lebesgue measure. The most comfortable initial state for quantum
walkers has the frequency whose pseudo momentum θ lives in some neighborhood of the
boundary ∂B and accomplishes the perfect transmitting. If the momentum of the initial
state exceeds the boundary ∂B from the internal region Bin, then the energy is immediately
reduced to O(1). It suggests that the control of the frequency of the initial state to give
the maximal energy in the perturbed region is quite sensitive from the view point of an
implementation.

The spectrum of the boundary ∂B for M → ∞ produces the two singular points
of the density function of the Konno limit distribution and is characterized by the Airy
functions. In [16], details of the spectrum behavior around ∂B is discussed. Indeed, a kind
of “speciality“ also appears as the non-diagonalizability of T when θ ∈ ∂B in our work
(Lemma 2). Note that the infinite system does not have any edges, which means every node
is “impurity”, while our quantum walker feels the edges of the impurities; nodes 0 and
M. Therefore, to see the effect of such a finiteness on the behavior of the quantum walker
comparing with the infinite system, computing how a quantum walker is distributed in
the perturbed region is interesting which may be possible from the explicit expression
of the stationary state in Theorem 1. Moreover, to consider the escaping time from the
perturbed region seems to be useful to estimate the finesse as the interferometer motivated
by quantum walk and it would be possible to extract some information from (3) and (4).
This remains one of the interesting problems for the future.
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Abstract: As an important follow-up report on the latest study of the first author (H.S.) on an off-shell
quantum field causing a dressed photon and dark energy, we further discuss a couple of intriguing
subjects based on the new notion of simultaneous conformal symmetry breaking. One is the dressed
photon constant. If we use it, in addition to h̄ and c, as the third component of natural units, it is
defined as the geometric mean of the smallest and the largest lengths: Planck length and that relating
to the cosmological constant. Interestingly, this length (≈50 nanometers) seems to give a rough
measure of the Heisenberg cut for electromagnetic phenomena. The other is a new perspective on
cosmology that combines two original notions, i.e., twin universes and conformal cyclic cosmology,
proposed, respectively, by Petit and Penrose, into one novel picture where universes expand self-
similarly. We show the possibility that twin universes having a dual structure of (matter with (dark
energy and matter)) vs. corresponding anti-entities, separated by an event horizon embedded in
the geometric structure of de Sitter space, undergo endless cyclic processes of birth and death, as in
the case of the pair creation and annihilation of elementary particles through the intervention of a
conformal light field.

Keywords: dressed photon; dressed photon constant; natural units; Heisenberg cut; de Sitter space;
dark energy; dark matter; cosmological constant; twin universes; conformal cyclic cosmology

1. Introduction

Application studies of quantum theory in nanosciences have continued to accomplish
a variety of spectacular modern technological achievements. The technology involving
the dressed photon (DP) phenomena is one such achievement that makes the impossible
possible. While a reliable theory has not yet been established to explain the characteristic
behaviors of DPs, a comprehensive review of DP studies, including the impossibility of
understanding DP phenomena within the conventional framework of Maxwell’s equation,
was given by Ohtsu [1], together with a series of associated intriguing technologies and
the status of theoretical attempts to understand DPs up to 2017. The research on the DP
phenomena is now being pursued more actively than ever before both experimentally
and theoretically. The most important point on the DP, clarified through decades-long
investigations, is that the DP field is not a simple variant of the light field such as evanes-
cent light, which is essentially a free mode, but involves largely transmuted and locally
condensed (within an area smaller than several tens of nanometers) electromagnetic field
energy achieved through light–matter field interactions involving point-like singularities,
which seem to be a key factor for DP generation. The peculiarity of the DP field compared
with the free light field is concisely summarized in Section 1 of the latest paper on DPs by
Sakuma et al. [2] (S3O hereafter), where a new theory is proposed, focusing on the aspects
of quantum field interactions thus far neglected.

The real reason for the unsuccessful attempts at a full-fledged theory of DPs seems to
be related to the fact that a DP is not a free mode, but is the outcome of light–matter field
interactions, the complexity of which makes constructing a simple mathematical model
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difficult. In fact, contrary to the above-mentioned remarkable technological successes
of quantum theory, the current stage of development of quantum field theory (QFT) is
far from a firmly established one, such as the theory of Newtonian mechanics. From
this viewpoint, a major stumbling block might be the lack of mathematical support for
interacting quantum field models satisfying the covariance under the Poincaré group P in
4-dimensional Minkowski spacetime (defined as the crossed product P := R4 oL of the
Lorentz group L acting on the 4-dimensional Minkowski spacetime R4). While the main
subject here is the DP system, to be described as a subsystem of relativistic 4-dimensional
QFT, a survey of the basic structure of the 4-dimensional QFT itself would be useful for our
purpose of discussing the various aspects of the DP system.

First, the physical interpretations of QFT described by the interacting Heisenberg fields
ϕH are realized by the notion of on-shell particles contained in ϕH with the 4-mometum pµ

given by Equation (1):

p2 := ηµν pµ pν := pν pν = (m0c)2 ≥ 0, µ, ν = 0, 1, 2, 3, (1)

where we adopt the sign convention (+1,−1,−1,−1) for the Minkowski metric η given by

ηµν =




+1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


.

The physical meaning of the asymptotic fields φas (as = in or out) can be seen in their
role in a scattering process formed by the in-fields φin

1 (p1), · · ·, φin
m (pm) with momenta

p1, · · ·, pm converging from the remote past to the scattering center and by the out-fields
φout

1 (q1), · · ·, φout
m (qn) with momenta q1, · · ·, qn diverging from the scattering center to

the remote future. In contrast with the interacting Heisenberg field ϕH , which causes and
controls the above scattering process behind the scenes, the asymptotic field φas carrying
the above momentum spectrum as an observable quantity can be easily realized as a free
field obtained by the so-called second quantization, as shown below. Owing to its linearity,
the asymptotic field φas is governed by the well-known Klein–Gordon (KG) Equation (2).

In the simplest case of a scalar field φas, the first quantization pµ → ih̄∂µ applied to (1)
realizes the KG equation:

[h̄2∂ν∂ν + (m0c)2]φas = 0, (2)

where the operand φas determined by the second quantization becomes a quantum field
φas describing a multi-particle system given by

φas(x0, x̃) =
∫ d3k̃√

(2π)32Ek
[a(k̃) exp (−ikνxν) + a†(k̃) exp (ikνxν)]. (3)

Here, (a†(k̃), a(l̃)) and (x̃ and k̃), respectively, denote a pair of creation-annihilation oper-
ators and of 3-vectors consisting of spatial components of xµ and kν, with Ek defined by

Ek :=
√
(k̃)2 + (m0)2. A familiar Fock space is constructed on the basis of (3) and of the

vacuum state vector |0〉 satisfying a|0〉 = 0, according to which a positive energy spectrum
is selected in the state vector space. While the field φas thus constructed embodies the
wave–particle duality of a quantum system, it still lives in the realm of linearity due to the
linear KG Equation (2). With the restriction due to this linearity (or the on-shell property (1))
overlooked, however, essential features of Fock spaces such as the positive energy spectra
in the state vector space generated by repeated applications of the creation operators on
the Fock vacuum |0〉 (under the cyclicity assumption) are misinterpreted as the univer-
sal structure to be found in interacting multiparticle systems. Accordingly, |0〉 becomes
as mysterious as the creation of everything from emptiness. We return to this point in
Section 4 on cosmology.
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The mutual relations among the Poincaré group P , Heisenberg field ϕH , asymptotic
field φas, and momentum spectrum (pµ) can be clearly visualized by means of the quadral-
ity scheme to describe the duality relation between Micro and Macro (Micro-Macro duality
based on the quadrality scheme [3]):

(Macro System) (pµ) : Spectrum (Spacetime)
Spec

↗
States : (φas) ←− t−→±∞←− ←− (ϕH) : Algebra

y
P

Dynamics (MicroSystem)

Remark 1. In the specific example of scattering process with asymptotic completeness, the original
quadrality scheme of micro–macro duality can be seen in the above relations among the dynamics P
acting on the algebras of interacting Heisenberg fields ϕH and of their asymptotic fields φas and
the spectrum of energy-momentum pµ. It gives a unified categorical description of the system of
interacting quantum fields in terms of quantum and classical systems, both of which are characterized
dynamically by their non-commutative and commutative algebras. As our new ideas on quantum
field theory of the dressed photons depends heavily on this quadrality scheme, it will be convenient
to explain here its minimal essential points to those who are familiar only with quantum mechanics
with finite degrees of freedom.
The scheme is a theoretical framework consisting of a couple of different dualities that are interweaved
to describe the theoretically phenomena under consideration: among the four basic ingredients in the
scheme, Dynamics and the Algebra X of physical quantities belong to the micro side of the quantum
system, while the remaining two elements—States (and their representations) and Spectrum—
belong to the macro side. To visualize the invisible quantum micro system, we need to exert certain
action E : A → X on the microscopic quantum system X from the macro side A. The response of
the acted micro side to the acting macro side is to be given by F : A ← X , according to which we
have an adjoint pair of functorsA F(x) � E(a) X ; (x ∈ X and a ∈ A). In this way, we see that the
basic structure of the quantum theory is mathematically formulated by the so-called “adjunction” in
category theory, which can be understood as the precise mathematical form of “duality”A ' X (one
of the weaker forms of equivalence), where X and A, respectively, denote unknown mathematical
object belonging to micro system and known object (as the familiar vocabulary) in the classical
macro system and symbol ' denotes natural equivalence.
As we see in the above diagram, the abscissa axis represents the duality between the algebra X of
quantum variables and its states with Gel’fand–Naimark–Segal (GNS) representations realized in a
Hilbert space. Central problematic issues we have in considering quantum systems with infinite
degrees of freedom would be those on unitary nonequivalence and the uniqueness of irreducible
decomposition, which are usually regarded as a pathological aspect of systems with infinite degrees
of freedom. However, omitting the details of extensive researches so far done on the generalized
sector problem, we can briefly summarize the main conclusions of them as follows. A system with
infinite degrees of freedom can be represented with multiple sectors where a sector is defined by
a factor representation with trivial center containing only scalar multiples of the identity, which
generalizes the notion of irreducible representations with trivial commutants. Here, disjointness
means the absence of intertwiners, as the refined notion of unitary nonequivalence adapted to the
situations with infinite degrees of freedom. By this kind of generalization, we also have the change in
the classification of representation, that is to say, an irreducible representation is to be replaced by a
factorial representation which has a self-evident center playing the role of a commutative (classical)
order parameter. Thus, we show that macroscopic order parameters emerge naturally from
the disjoint representations appearing in the micro systems and the spectrum of those
order parameters gives the classification space for describing a variety of configurations
the micro system would take. The duality relation illustrated in the ordinate axis, that is,
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[Dyn � Spec] expresses the duality between invariability and variability of coupled micro
and macro systems.

The asymptotic fields φas given by (3) are placed in this scheme in duality relation
with the interacting Heisenberg fields ϕH , where φas itself consist only of linear free modes
without anything to do with nonlinear field interactions having the off-shell property.
Because the clear-cut mathematical criterion to distinguish nonlinear field interactions
from the free time evolution of noninteracting modes, known as the Greenberg–Robinson
theorem [4,5], states that if the Fourier transform ϕ(p) of a given quantum field φas(x) does not
contain an off-shell spacelike momentum pµ with pν pν < 0 (cf. Equation (1)), then φas(x) is a
generalized free field. A caveat to be made here is that a spacelike momentum field does
not necessarily mean the presence of a tachyonic field representing particle-like localized
energy field moving with superluminous velocity, which violates the Einstein causality.
This localized field is known to be unstable such that the existing spacelike momentum
fields take naturally simple wavy forms. Another crucial piece of knowledge necessary
to understand the enigmatic DP phenomena is the important property of quantum fields
with infinite degrees of freedom, referred to in the above remark. As is well known, we
have only one sector in the familiar case of quantum mechanical systems with finite
degrees of freedom which are governed by unitary time evolution (the Stone–von Neumann
theorem [6]). In sharp contrast to this situation, quantum fields with infinite degrees
of freedom have multiple sectors [3,7], which are mutually disjoint (i.e., separated by
the absence of intertwiners), stronger than unitary inequivalence. Regarding the unitary
equivalence, Haag’s theorem [8] states that any quantum field satisfying Poincaré covariance
is a free field if it is connected to a free field by a unitary transformation. According to this
no-go theorem, it is meaningless to consider that an interacting Heisenberg field can be
realized through a unitary transformation of a free field by means of the well-known Dyson
S-matrix involving the interaction term. In this way, the essential part of our common
knowledge cultivated in quantum mechanical systems with finite degrees of freedom is
invalidated in relativistic QFT.

The notions of spacelike momentum field and the existence of multiple sectors must
be quite foreign for many who are unfamiliar with quantum systems with infinite degrees
of freedom, so that it is worthwhile to give a simple heuristic example. Let us consider a
simple wave propagation, ψ = exp i(k0x0 − k1x1), in a certain background field. One may
regard it as a wave, say, in the atmosphere. When the wave exists in a uniform background,
it propagates such that it satisfies (∂ν∂ν + k2)ψ = 0, with k2 := (k0)

2 − (k1)
2, which may

be compared to a “unitary” time evolution of a free mode in the timelike sector. If the
background field becomes nonuniform but its degree of nonuniformity is rather smooth,
then though its way of propagation is deformed to some extent, we can describe the
deformed propagation pattern by employing perturbative methods, and the solution still
remains in the timelike sector mentioned above. As an extreme case of severe interactions
with the environmental field for which the perturbative method is break down, we can
consider a frontal instability of the atmosphere in which the front is defined as a line of
discontinuity of the temperature and velocity fields. A wavelike perturbation with small
amplitude put into this frontal zone, due to hydrodynamic shear instability, can no longer
keep its wavy form, and its amplitude starts to either (i) grow or to (ii) damp exponentially
in a region that is narrow in the traverse direction. In view of such situations that QFT is
basically a theory involving complex numbers and that the frequency and wave number
of a given wavelike field represent the energy and momentum, the abrupt change in the
energy and momentum brought about by a certain kind of discontinuity of the field can
be represented in the simplest crude model by a discrete jump of (k0, k1) into (±il0,−il1)
with l2 := (l0)2 − (l1)2 > 0. Note that with this abrupt change, (∂ν∂ν + k2)ψ = 0 becomes
(∂ν∂ν − l2)ψ = 0, namely, the wave dynamics shifts abruptly from a timelike sector to a
spacelike one with the properties exp(∓l0x0) and exp(−l1x1) (valid in the domain x1 ≥ 0),
respectively, corresponding to the above-mentioned properties of (i) and (ii). Needless
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to say, this example, due to the atmospheric dynamics, could be transferred to situations
involving interactions among elementary particles, where a “severe interaction” would
evoke these changes on the interacting Heisenberg fields to which on-shell field theory
cannot be applied. We believe that this simple toy model gives an intuitive explanation of
the essential features of severe field interactions involving a certain kind of discontinuity
and why spacelike momentum modes are necessary to describe these field interactions. We
will further discuss this problem in Section 2.2 on DP model.

Now, going back to the general argument on QFT, notice that the above two theo-
rems in axiomatic QFT for relativistic quantum fields, especially the first one, justify our
investigation into the existence of a spacelike momentum domain, in the sense of a different
sector, with which the conventional Maxwell’s equation is to be augmented for a complete
description of electromagnetic field interactions. A helpful hint regarding an appropriate
form of the spacelike momentum can be found in the longitudinal Coulomb mode or the
virtual photon, which behaves as a carrier of electromagnetic force. In their series of papers,
Sakuma et al. (and the latest S3O [9–12]) derived an extended field covering the spacelike
momentum domain by applying a mathematical technique called Clebsch parameterization
to electromagnetic 4-vector potential Aµ. The extension of the field was accomplished in
two steps: (I) semi-spacelike and (II) spacelike extensions. To avoid confusion, here we
replace the common notation Aµ for a 4-vector potential with Uµ. In step (I), Uµ satisfies

[∂ν∂ν − (κ0)
2]Uµ = 0, UνUν = 0, (4)

where κ0 is an important constant, to be identified as the DP constant. At first glance,
one may consider this to be the wrong equation, as a null (massless) condition UνUν = 0
seems to be incompatible with the first equation in (4). As shown in the next section,
however, it is indeed correct. The reason why it looks bizarre is because it corresponds
to a longitudinally propagating electromagnetic wave of which the quantum version is
eliminated as unphysical in the conventional interpretation. We believe that this bizarre
mode, massless in the sense of UνUν = 0, corresponds qualitatively to an invisible virtual
photon, i.e., a U(1) gauge boson, and in step (II), this field is extended further to the case of
a genuine spacelike field satisfying UνUν < 0. As we will touch upon in Section 2.2, the
formulation of steps (I) and (II) is generalized to cover the case of a curved spacetime. As
the first equation in (4) can be considered a dual form of the timelike Proca equation, i.e.,
[∂ν∂ν + (m0)

2]Aµ = 0, we call it the Clebsch dual (CD) field and denote its skew-symmetric
field strength by Sµν := ∂µUν − ∂νUµ.

As the source-free Maxwell’s equation is conformally invariant, the derivation of
an augmented Maxwell field can be viewed mathematically as a conformal extension of
the electromagnetic field Fµν. From this viewpoint, note that the derivation of the CD
field is conceptually similar to the notion of a twistor introduced by Penrose [13], and
in this sense, the essence of our new proposal on cosmology has a closer connection to
the conformal cyclic cosmology (CCC) proposed by Penrose [14] than the antipodal twin
universe model of Petit [15]. To see this, let us consider the rotation group SO(3) acting on
three-dimensional vectors. For SO(3), the universal covering group SU(2) exists, which is
locally isomorphic to SO(3) and in relation to which a spinor is defined as its irreducible
representation. Extending this context to the Lorentz group SO(1, 3) in four-dimensional
spacetime, SL(2, C) arises as the universal covering group corresponding to SU(2). If we
further extend SO(1, 3) to a four-dimensional conformal group, then SO(1, 3) and SL(2, C)
are extended, respectively, to SO(2, 4) and SU(2, 2), and Penrose’s twistor appears as an
element of the complex four-dimensional space on which SU(2, 2) acts. As a parallel
argument, we can consider the case of a conformal extension of the electromagnetic field
Fµν that acts on the spinor as a U(1) gauge field. CD field Sµν, introduced as the spacelike
extension of Fµν, is thus also regarded as a conformal extension of Fµν. As has been shown
in S3O, we believe that this fact explains why the CD field plays an important role in the
dark energy dynamics of the self-similarly (conformally) expanding universe described as
a de Sitter space, in sharp contrast to the simple-minded intuition that the mutual relations
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between the DP and cosmological phenomena are irrelevant owing to their extremely large
scale difference.

This paper is organized as follows. To discuss the theme addressed in the title, we
first need prior knowledge on the CD field, which is a very new concept, and on several
important conclusions on cosmology reported in S3O. We reserve Sections 2 and 3 for
the purpose of recapitulating the minimal required knowledge in a simple way. Then, in
Section 4, we discuss the main topics of this paper, namely, the dressed photon constant
and a perspective on the possible relation between our novel cosmology and the CCC.

2. Augmented Maxwell’s Theory
2.1. Clebsch Dual Field

As mentioned above, the CD field can be regarded as a field of longitudinal elec-
tromagnetic waves. To understand this, we first note that a serious misunderstanding
regarding the longitudinally propagating wave modes has persisted. In the physical science
communities, this misunderstanding has been prevailing and left untouched, but it cannot
be overlooked in the present context. As a matter of fact, one frequently encounters this
statement in standard textbooks on electromagnetism, which asserts that electromagnetic
waves are not longitudinal but transversal. This concept seems, however, to be a super-
fluous reaction to the assertion in “advanced” quantum electrodynamics (QED), where
longitudinal modes are eliminated as unphysical. In the classical theory of electromag-
netism, however, the longitudinally propagating modes have been proved unmistakably
to exist in a light beam with finite width, both theoretically in [16] and experimentally in [17].
In these papers, the existence of longitudinal modes is shown without using the electro-
magnetic 4-vector potential Aµ. Here, the significance of introducing the CD field can be
seen in the following two aspects:

(i) in the above classical theory, the longitudinally propagating electric field can be
reinterpreted as the null current vector ∂µφ (φ := ∂ν Aν), and

(ii) through a process similar to the analytic continuation in complex analysis, the electro-
magnetic field Aµ is extended to a CD field Uµ. Via the Clebsch parameterization of
Uµ, Aµ is extended to the semi-spacelike momentum domain, which is regarded as the
classical version of the U(1) gauge boson as the mediator of the electromagnetic force.
Thus, we can obtain a consistent picture of the classical electromagnetic longitudinal
modes: the non-virtual one reported in [16,17] and the “virtual” one of the CD field.

To confirm what is stated above, let us consider Maxwell’s Equation (5) and the
associated energy-momentum tensor (7), together with its divergence (8):

∂νFµν = ∂ν(∂µ Aν − ∂ν Aµ) = [−∂ν∂ν Aµ + ∂µ(∂
ν Aν)] = jµ, (5)

Aµ = αµ + ∂µχ, (∂ναν = 0, φ := ∂ν Aν = ∂ν∂νχ). (6)

T ν
µ = −FµσFνσ +

1
4

η ν
µ Fστ Fστ , (Fστ Fστ = 0 for free wave modes), (7)

∂νT ν
µ = ∂ν(−FµσFνσ) = Fµν∂σFνσ = Fµν jν. (8)

If the Lorentz gauge condition ∂ν Aν = 0 is imposed, additionally or formally, to the above
Maxwell’s equation, then Equation (5) reduces to ∂ν∂ν Aµ = 0, according to which the free
Maxwell’s equation can be identified in the sense of jµ = 0. Apart from this conventional
method, however, another possibility to find the free equation begins with

∂ν∂ν Aµ = 0, (9)

without assuming ∂ν Aν = 0. In this case, (5) tells us that we have a nontrivial (∂µφ 6= 0)
balance equation

∂νFµν = ∂µφ, → ∂µ∂µφ = ∂µ∂νFµν = 0. (10)

The first equation in (10) can be justified in two steps: First, from (5) and (8), we see that
the conservation law of ∂νT ν

µ = 0 is satisfied when jν = 0 in the usual free case (8). In the
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case of (10), however, we use the expression ∂νT ν
µ = Fµν∂σFνσ in (8) and ∂νFµν = ∂µ∂ν Aν

in (5), which leads to
∂νT ν

µ = Fµν∂νφ = 0, (11)

if Fµν ⊥ ∂νφ with ∂µ∂µφ = 0. This expression indicates that the longitudinally propagating
vector ∂νφ is physical in the sense that it satisfies the energy-momentum conservation.

In the second step of the physical justification of (10), we consider (9) in terms of αµ

and χ given in (6), which becomes

∂ν∂να
(h)
µ = 0, ∂ν∂να

(i)
µ + ∂ν∂ν(∂µχ) = 0, (12)

with homogeneous and inhomogeneous solutions, i.e., α
(h)
µ and α

(i)
µ , respectively, for a

given χ satisfying the second equation in (10). α
(h)
µ obviously represents a transverse mode,

and the second equation gives a balance between the rotational and irrotational modes. The
existence of this balance is well documented in the hydrodynamic literature explaining the
mathematical description of the irrotational motion of a two-dimensional incompressible
fluid. Due to the irrotationality of the motion, the velocity vector (v1, v2) is expressed in
terms of the gradient of the vector potential φ̂, namely, (v1 = ∂1φ̂, v2 = ∂2φ̂); on the other
hand, the incompressibility of the fluid makes its motion nondivergent such that (v1, v2)
is alternatively expressed as (v1 = −∂2ψ̂, v2 = ∂1ψ̂), where ψ̂ denotes a stream function.
Equating these two, we obtain ∂1φ̂ = −∂2ψ̂, ∂2φ̂ = ∂1ψ̂, showing that φ̂ and ψ̂ satisfy the
Cauchy–Riemann relation in complex analysis. This heuristic example serves as a helpful
reference in proving that a null vector current ∂µφ propagating along the x1axis perpendicular
to Fµνcan be reinterpreted as the current of the longitudinal (x1-directed) electric field, of which
a detailed explanation is given in [10]. As referred to at the beginning of this subsection,
the existence of this longitudinally propagating electric field was actually reported in
[16,17]. Thus, we can say that the vector field ∂µφ is the physical mode that represents a
longitudinally propagating electric field.

The orthogonality condition (11) is mathematically equivalent to the relativistic hy-
drodynamic equation of motion of a barotropic (isentropic) fluid [18]: ωµν(wuν) = 0,
where ωµν := ∂µ(wuν)− ∂ν(wuµ), uν, and w are the vorticity tensor, 4-velocity, and proper
enthalpy density of the fluid, respectively. This observation suggests that the unknown
form of the 4-vector potential Uµ can be clarified through the Clebsch parameterization [19]
because the Clebsch parameterization is used to study the Hamiltonian structure of the
above-mentioned barotropic fluid motion in terms of a couple of canonically conjugate
scalar parameters (λ, φ) whose two degrees of freedom are equal to those of (~E, ~M) in
electromagnetic waves. Thus, in case (I) of the semi-spacelike CD field, the electromagnetic
vector potential Uµ is parameterized as

Uµ = λ∂µφ, (φ = ∂ν Aν, which satisfies ∂ν∂νφ = 0), (13)

∂ν∂νλ− (κ0)
2λ = 0, (14)

where κ0 is a constant determined by DP experiments. If we introduce two gradient
vectors—Lµ := ∂µλ and Cµ := ∂µφ, then the skew-symmetric field strength Sµν can be
represented by a simple bivector of the form

Sµν = LµCν − LνCµ, → P f (S) := S01S23 + S02S31 + S03S12 = 0, (15)

which shows that, as in the case of ~E and ~H of an electromagnetic wave, the “electric” and
“magnetic” fields of the CD field also satisfy the above orthogonality condition. P f (S) in (15)
is the Pfaffian of the skew-symmetric matrix Sµν : (P f (S))2 = Det(Sµν) and the barotropic
fluid motions governed by the equation of motion ωµν(wuν) = 0 are characterized by the
condition that the Pfaffian vanishes. Another important property of an electromagnetic
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wave is that ~E and ~H are advected along a null Poynting vector. In the CD model now
under consideration, a null vector Cµ would naturally be expected to satisfy

Cν∂νLµ = 0, (16)

from which we obtain

Lµ(Cν∂νLµ) = 0, → Cν∂ν(LµLµ) = 0, (17)

Cµ(Cν∂νLµ) = 0, → Cν∂ν(CµLµ) = 0. (18)

In deriving (18), we utilized the fact that Cν∂νCµ = 0. For (18), the following orthogonality
condition in the CD field

LνCν = 0 (19)

can be imposed as an additional condition, which turns out later to be an important equa-
tion.

To see in what sense (19) is consistent with (15), we consider a null geodesic field
(UνUν = 0):

Uν∂νUµ = Uν(∂νUµ − ∂µUν) = 0, (20)

which is expected to satisfy an extended light field. Using (13) and (15), we readily obtain

Uν∂νUµ = −Sµν(λCν) = (CµLν − LµCν)(λCν) = (LνCν)λCµ, (21)

which vanishes by the orthogonality condition (19). The importance of (19) in the CD field
formulation is that Lµ must be a spacelike vector, because Lµ satisfying (19) is either Cµ or a
spacelike vector, which explains why the λ field introduced in the CD formulation satisfies
the spacelike KG equation given in (14). Using the relations derived above between Cµ and
Lµ, we can show the form of the extended Maxwell’s equation:

∂νSνµ = (κ0)
2Uµ ⇐⇒ [∂ν∂ν − (κ0)

2]Uµ = 0, (with ∂νUν = 0). (22)

The energy-momentum tensor T̂ ν
µ of the lightlike CD field can be derived easily from

the conventional one with the following form: T ν
µ = −FµσFνσ. Considering the sign change

of the energy at the boundary between the timelike and spacelike domains, we define the
tensor as

T̂µν : = SµσS σ
ν = (LµCσ − CµLσ)(LνCσ − CνLσ)

= (LσLσ)CµCν = ρCµCν, ρ := LσLσ < 0. (23)

The negative density ρ corresponds to the negative norm of the longitudinal modes in the
QED, which makes this mode unphysical in the conventional interpretation. However, we
believe that the usage of the term “unphysical” in this context is inappropriate, because if
we regard the CD field as virtual photons, then the former is physical in the sense that the
latter, as the mediator of the electromagnetic force, is physical though it is invisible. As
the argument regarding the reference point of the gravitational potential energy shows,
the decision regarding whether a given quantity under consideration is physical depends
essentially on the physical setting of our problem; therefore, the Clebsch duality relation
between Fµν and Sµν should not be viewed as the duality between physical and unphysical
aspects but instead as the duality between the positive and negative sides of the light-cone
p2 = 0, the latter of which is, as we will see in Section 3 on cosmology, often closely
related to the invisibility of a given quantity. Actually, the “state-dependent” physicality
of the longitudinal photons was already pointed out by Ojima [20], who stated that while
the longitudinal photons or unphysical Goldstone bosons in the Higgs mechanism are
eliminated from the physical space of states in the usual formulation, this statement applies
to the above modes only in their particle forms. In their non-particle forms, the former
appear physically as infrared Coulomb tails, and the latter, as the so-called “macroscopic
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wave functions” arising from the Cooper pairs, both of which play essential physical
roles. The CD formulation based on the Greenberg–Robinson theorem has revealed that
the momenta of the non-particle forms in the above statement are invisible non-localized
spacelike ones. Thus, regarding the negativity of ρ, we point out that it can be likened to
the simple fact that the complexified time coordinate ict in Minkowski space is invisible,
though it is an important element without which we cannot describe a given dynamical
system in a satisfactory way.

In step (II) of the CD field formulation, we relax the condition ∂ν∂νφ = 0 given by
the second equation in (10) to allow the following extended vector potential Uµ, which is
advected by itself along a geodesic:

Uµ :=
1
2
(λCµ − φLµ), =⇒ Uν∂νUµ = −SµνUν +

1
2

∂µ(UνUν) = 0,

UνUν < 0, (24)

∂ν∂νλ− (κ0)
2λ = 0, ∂ν∂νφ− (κ0)

2φ = 0, CνLν = 0. (25)

The form of Sµν, given by the first equation in (15), remains unchanged in (24). Note
that the condition ∂ν∂νφ = 0 (φ = ∂ν Aν) can certainly be considered a gauge fixing
condition, but at the same time, the second equation in (10) can be interpreted as a special
gauge condition where gauge invariance is represented by the charge conservation due to
∂µ∂νFµν = 0, while ∂µφ is not a usual timelike electric current.

In the extended Maxwell’s equation given in (22), an electrically neutral current
(κ0)

2Uµ = (κ0)
2(λ∂µφ) behaves exactly like jµ in the original Maxwell’s equation, which

shows that the constant κ0 serves as a fundamental unit, such as the electric charge. There-
fore, violation of condition (10) causes gauge symmetry breaking, according to which the
CD field extended in step (II) suffers from breakdown of both the gauge symmetry and
conformal symmetry in the sense of UνUν = 0.

Corresponding to the above extension, the energy-momentum tensor satisfying the
conservation law of ∂νT̂ν

µ = 0 is redefined as

T̂µν = Ŝ σ
µσν −

1
2

Ŝ αβ
αβ ηµν, Ŝαβγδ := SαβSγδ,

⇐⇒ Gµν := Rµν − Rgµν/2. (26)

Note that Ŝαβγδ defined above has the same skew-symmetric properties as those of the
Riemann tensor Rαβγδ, including the first Bianchi identity, Sα[βγδ] = 0 (equivalent to
the second equation in (15)), which is valid as Sµν is a bivector field given by the first
equation in (15). Thus, T̂µν given in (26) becomes isomorphic to the Einstein tensor Gµν :=
Rµν − Rgµν/2, where the Ricci tensor Rµν := Rσ

µνσ.

2.2. Quantization of the CD Field and DP Model

Going back to (23), we note that it is isomorphic to the energy-momentum tensor of
freely moving fluid particles. The ρ field for an actual fluid will be discretized if the kinetic
theory of molecules is taken into account. When the light field is quantized, this form will
obey Planck’s quantization of light energy E = hν. As the CD field variable Lµ has the
dimension of length, we introduce a certain quantized elemental length ldp whose inverse
is κ0, namely, the discretization of ρ leads to

κ0 := (ldp)
−1, (27)

which can be considered an energy quantization of the CD field. Recall that the Dirac
equation of the form

(iγν∂ν + m)Ψ = 0 (28)
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can be regarded as the “square root” of the timelike KG equation (∂ν∂ν + m2)Ψ = 0.
Therefore, the Dirac equation for the spacelike KG equation (∂ν∂ν − (κ0)

2)Ψ = 0 must be

i(γν∂ν + κ0)Ψ = 0. (29)

On the other hand, an electrically neutral Majorana representation exists for (28), in
which all the γ matrices become purely imaginary such that these matrices have the
form (γν

(M)
∂ν + m)Ψ = 0, which is identical to (29). The Majorana field is fermionic with a

half-integer spin 1/2; thus, the same (momentum) state cannot be occupied by two fields
according to Pauli’s exclusion principle. Note that by using the Pauli–Lubanski vector
Wµ to describe the spin polarization of moving particles, we can find a specific orthogo-
nal momentum configuration of a pair of Majorana fields whose resultant spin becomes
1, namely,

Mµν pν = Nµνqν = Wµ, (30)

where Mµν and pν denote the angular and linear momenta of a given Majorana field,
respectively, while Nµν and qν are the corresponding momenta of the other, of which the
linear momentum qν is perpendicular to pν. We believe that this configuration (30) gives
a quantum mechanical justification for the orthogonality condition (19) and (25) of the
CD field.

For a plane wave solution (λ = λ̂c exp[i(kνxν)]) to the spacelike KG equation (14),
Lν = ∂νλ satisfies

LνL∗ν = −(κ0)
2(λ̂cλ̂∗c ) = const. < 0, (31)

which shows that the momentum vector Lµ lies in a submanifold of the Lorentzian manifold,
called de Sitter space in cosmology, which is a pseudo-hypersphere with a certain constant
radius embedded in R5. Quite independent of the cosmological arguments on de Sitter
space, Snyder [21] discussed the unique role of this space in spacetime quantization. He
showed that with the introduction of the hypothetical momentum 5-vector ηµ(0 ≤ µ ≤ 4)
in R5 constrained to lie on the de Sitter space, i.e., ηνη∗ν = −(ηc)2 = const., the following
commutation relations are derived. For the definitions of pµ, p̂µ, and x̂µ, we have

pµ : =
h̄
lp

ηµ

η4
, p̂µ := − ih̄

lpη4

∂

∂ηµ
, x̂µ := ilp

(
η4

∂

∂ηµ
− ξµηµ

∂

∂η4

)
;

(0 ≤ µ ≤ 3), (32)

where lp denotes the Planck length, and ξµ takes a value of −1 when µ = 0 and 1 when
µ 6= 0, from which we obtain

[
x̂µ, p̂µ

]
= ih̄

[
1 + ξµ

(
lp

h̄

)2

(pµ)
2

]
,

[x̂µ, p̂ν] =
[
x̂ν, p̂µ

]
= ih̄

(
lp

h̄

)2

pµ pν 0 ≤ (µ, ν) ≤ 3, (33)

[
x̂i, x̂j

]
=

i(lp)2

h̄
εijkLk,

[
x̂0, x̂i

]
=

i(lp)2

h̄
Mi ; 1 ≤ (i, j, k) ≤ 3, (34)

where εijk is Eddington’s epsilon, and Li and Mi are angular momentum vectors generated,
respectively, by (spatial-spatial) and (spatial-temporal) rotations. Snyder further showed that
the “Lorentz transformation” in his spacelike momentum space {ηµ}, (0 ≤ µ ≤ 3) naturally
induces the Lorentz transformation in the usual spacetime {xµ}. Thus, the energy-momentum
tensor T̂µν of the CD field given in (26) can be regarded as the one constructed on this Snyder’s
momentum “spacetime” ηµ with Lorentz invariance as in the case of Rµν, also constructed on the
spacetime xµ with Lorentz invariance, which becomes a very important property in the discussion
of dark energy in the next section. In [12] and S3O, we showed that, by virtue of the bivector
property of Sµν given in (15), the form of T̂µν can be extended to a curved spacetime. Thus,
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the intriguing isomorphism between T̂µν and Gµν in (26) seems to suggest an important
consequence: the quantization of the CD field attained by the above commutation relations
may also be applied to the quantization of the gravitational field. The research pursuing
this goal can be found, for instance, Girelli [22] and Glikman [23].

Now, we move on to a new DP model. Although the constant κ0 plays a crucial role in
formulating the CD field, its value clearly cannot be determined solely by theoretical argu-
ments. We already explained in S3O how the value of the DP constant κ0 was estimated by
the extensive DP experiments by Ohtsu, who utilized the photochemical vapor deposition
and autonomous etching techniques [24]. Through those experiments, the maximum size
of the DP that can be considered as ldp introduced in (27) was estimated to be

50 nanometer < ldp = (κ0)
−1 < 70 nanometer. (35)

As emphasized in the introduction, we do not yet know a reliable QFT that can deal
with the off-shell properties of the field playing an important role in the DP generating
mechanism. Thus, we need to resort to a certain kind of simplified argument to bring in
the experimental outcome to CD field theory. In the following, we give such a simplified
argument. In the first paragraph of the introduction, we mentioned that the existence
of point-like singularities, similar to the pointed end of a fiber probe or impurities with
extremely tiny size scattered across a given background material, is the crucial element for
generating DPs. We can safely say that field interactions in which these singularities come
into play should be so serious that the involvement of the spacelike momenta predicted
by the Greenberg–Robinson theorem will be crucial in these cases compared with those
without singularities.

Remember that, in the introductory Section 1, we have touched upon a heuristic
toy model with which we show the intervention of spacelike momentum in the field
interactions. Aharonov et al. [25] conducted an advanced analysis of the response behavior
of the spacelike KG equation perturbed by a point-like delta function δ(x0)δ(x1), in which
the above essential aspect was incorporated. They showed that the solutions excited by
this point-like disturbance consist of two different types: the stable spacelike mode and
the unstable timelike mode. The unstable timelike mode excited from the spacelike KG
Equation (14) with spherical symmetry has the form λ(x0, r) = exp(±k0x0)R(r), where
R(r) satisfies

R′′ +
2
r

R′ − (κ̂r)
2R = 0, (κ̂r)

2 := (k0)
2 − (κ0)

2 > 0, (36)

according to which R(r) is the Yukawa potential of R(r) = exp(−κ̂rr)/r. For a Majorana
field, as with the quantum version of the λ field, the energy in terms of k0 is discretized by
κ0, as shown in (27). Thus, the nonzero minimum Min[κ̂r] in the Yukawa potential is κ0,
which gives the maximum size of the localized DP to be compared with the experimental
result (35). Although the CD field consists of a pair of Majorana fields satisfying the orthog-
onality conditions (19) and (25), the orthogonal configuration must be broken down by the
perturbation, and the timelike pair will turn, respectively, into λ(x0, r) = exp(±k0x0)R(r),
namely, particle and antiparticle pairs, as an electrically neutral antiparticle can be consid-
ered a particle traveling backward in time. The excited field is non-propagating in nature;
thus, a pair of particle and antiparticle fields will be combined into either an “electric” field
with spin 0 or a “magnetic” field with spin 1 [26]. We believe that the DP is generated
through this pair annihilation of the Majorana field. As the DP field is basically electromag-
netic, once it is generated, its behavior in a uniform environment can be described by the
Proca equation of the form ∂ν∂ν Aµ + (κ0)

2 Aµ = 0. From the viewpoint of nanophotonical
engineering, however, what really matters is the control of the DP energy flows driven by
the existence of point-like sources and sinks. In the above argument, we showed that the
energy of incident photons working as the triggering cause of δ(x0) at the singular point
eventually turns into the energy of the DP. At the present stage, we do not have clear knowl-
edge of the sink mechanisms, but the research on DP energy flow with source–sink-type
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driving forces is pursued actively by employing a certain class of quantum walk models
[27–29]. Intuitively, however, we can expect that some kind of ζ-function enters here as the
carrier to convey the above singularity waves, which explains the observation of ζ-function
singularities in the quantum walks. Moreover, the parallelism between ζ-functions and
partition functions (the latter appearing in statistical mechanics) explains the relevance of
Tomita–Takesaki modular duality [30] to the basis of the conformal symmetry discussed
below.

3. On Dark Energy and Dark Matter

In our discussion so far, we have developed a new concept of a CD field carrying
spacelike momentum modes, which are required for electromagnetic field interactions. In
comparison to the conventional QFT, the CD field can be compared with invisible virtual
photons that can be excited from the vacuum (|0〉 = 0), regarded as the ground state of
a one-sided energy spectrum within the bound of the uncertainty principle. Apparently,
simply employing this excitation scenario is problematic because the concept of the CD
field contradicts the vacuum state mentioned above. We believe that the orthogonal relation
between a pair of momentum vectors pν and qν given in (30) gives us a hint to solve this
problem concerning the ground state. For spacetime with three spatial dimensions, as
shown below, the maximum number of Majorana fermion fields as the limited capacity of
spacetime is also three, of which the configuration is shown by

Mµν pν = Nµνqν = Lµνrν = Wµ. (37)

This compound state with a resultant spin 3/2 is called a Rarita–Schwinger state, which
we denote by |M3〉g. The role of the vector |M3〉g is to give the GNS cyclic vector of a
mixed state which is disjoint from the vacuum state whose cyclic vector is given by |0〉 [31].
The important characteristic of |M3〉g is that the CD vector boson field can be excited from
any of the three different pairs, which propagates along one of the (x1, x2, x3) directions.
In view of the universality of electromagnetic interactions, the incessant occurrence of
excitation–de-excitation cycles between |M3〉g and non-ground states makes |M3〉g a fully
occupied state in the macroscopic time scale. Therefore, we can say that |M3〉g exists not as
a momentary virtual state, but also as a stable invisible off-shell state. In the following, we
show that |M3〉g exerts on the universe a cosmological effect identified as dark energy.

To investigate the property of |M3〉g, let us consider plane wave solutions λ and φ for
the spacelike case of UνUν < 0, in which λ = Nλλ̂c exp(ikνxν) and φ = Nφφ̂c exp(ikνxν),
with kνkν = −(κ0)

2, where λ̂c and φ̂c denote elemental amplitudes of the respective fields,
and Nλ and Nφ are the numbers of the respective modes. As Equation (15) shows, λ and φ
always appear in the form of a product; thus, we may rewrite these two expressions as

λ = N(κ0)
−2 exp (ikνxν), φ = φ̂c exp (ikνxν), (38)

where N is a combined number N := NλNφ, and we can identify λ̂c as λ̂c = (κ0)
−2, as λ̂c

has the dimension of (length)2. By substituting these into the first equation in (26) and
setting N = 1, we obtain the absolute value of T̂ ν

ν (1), denoted as |T̂ ν
ν (1)|:

|T̂ ν
ν (1)| = −2[φ̂c(φ̂c)

∗] < 0, (39)

where (•)∗ denotes the complex conjugate of (•). The right-hand side of (39) can be
evaluated by the light-like case of the CD field (23), in which we have T̂µν = ρCµCν. For the
light-like case, we have φ = φ̂c exp(ikνxν), kνkν = 0 and λ = N(κ0)

−2 exp(ilνxν), lνlν =
−(κ0)

2, from which we have

(Cµ)
∗Cν = kµkνφ̂c(φ̂c)

∗, ρ = −N2(κ0)
−2. (40)
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Next, we consider a case in which the kµ vector of φ is parallel to the x1 direction and
consider a rectangular parallelepiped V spanned by the vectors (1/k1, 1, 1). For k0 = ν0/c,
where c and ν0 denote the light velocity and the frequency of the φ field, the volume integral
of T̂ 0

0 /(−N2) over V as the energy per quantum is

1
(−N2)

∫

V
T̂ 0

0 dx1dx2dx3 = (κ0)
−2ε[φ̂c(φ̂c)

∗]
ν0

c
, (41)

where ε denotes the unit length squared. Equating (41) with E = hν0, we obtain

hc(κ0)
2 = ε[φ̂c(φ̂c)

∗], ε = 1(meter)2. (42)

As stated after (37), we need three fields propagating along the x1, x2, and x3 di-
rections to achieve isotropic radiation of the CD field. These three fields are given by
(S23, S02), (S31, S03), and (S12, S01). The energy-momentum tensor T̂ ν

µ (3) derived by the
superposition of these fields becomes

T̂ ν
µ (3) =




−3σ2 −τσ −τσ −τσ
τσ 2τ2 − σ2 0 0
τσ 0 2τ2 − σ2 0
τσ 0 0 2τ2 − σ2,


. (43)

In deriving (43), we set S23 = S31 = S12 = σ and S01 = S02 = S03 = τ. We note that T̂ ν
µ (3)

can be regarded as the energy-momentum tensor of the anti-dark energy (dark energy with
a negative energy density, that is, T̂0

0 (3) = −3σ2 < 0). Dark energy (with positive energy
density) ∗T̂ ν

µ (3) having exactly the same trace as that of the anti-dark energy T̂ ν
µ (3) can be

introduced by the Hodge dual exchange between (σ, τ) and (iτ, iσ) in (43), which becomes

∗T̂ ν
µ (3) =




3τ2 τσ τσ τσ
−τσ −2σ2 + τ2 0 0
−τσ 0 −2σ2 + τ2 0
−τσ 0 0 −2σ2 + τ2,


. (44)

At this point, we recall the important remark on the validity of extending our discus-
sion, which started from Minkowski space, to the case of a curved spacetime. As already
pointed out in the explanation of Snyder space written in italics below in Equation (34), the
isomorphism between T̂µν and Gµν given in (26) can be extended to a curved spacetime
by virtue of the bivector property of (15). If the dark energy is modeled by a cosmological
term of Λgµν, then the Einstein field equation with the sign convention of Rµν = Rσ

µνσ

together with the metric convention of (+1,−1,−1,−1) becomes

R ν
µ −

R
2

g ν
µ + Λg ν

µ = −8πG
c4 T ν

µ , (45)

where Λ becomes negative for an expanding universe. Before proceeding further, we
note that ∗T̂ ν

µ (3) is not a quantity that directly fits into the conventional cosmological
analysis utilizing the isotropic spacetime structure assumed by Weyl’s hypothesis on the
cosmological principle. First, as ∗T̂ ν

µ (3) is spacelike in nature, it cannot be reduced to
a diagonalized matrix form. Second, it is the energy-momentum tensor of fermionic
|M3〉g with spin 3/2. The crucial problem in our analysis therefore is whether we can
find observable quantities in ∗T̂ ν

µ (3). Because the relevant criterion for singling out an
observable quantity may depend on the situation, we have no choice but to make a
good guess. The fact that seems to work as “the guiding principle” is that within the
framework of relativistic QFT, any observable without exception associated with a given
internal symmetry is invariant under the action of a transformation group materializing
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the symmetry under consideration. By extending this knowledge on the internal symmetry
to the external (spacetime) one, we assume that the trace Λdeg ν

ν defined by

Λdeg ν
ν := −8πG

c4
∗T̂ ν

ν (3) > 0, → Λde =
12πGh

c3ε
(κ0)

2 (46)

is observable as the invariant of the general coordinate transformation, which is consistent
with the built-in Lorentz invariance of Snyder’s momentum space on which the CD field
is constructed. Thus, the validity of our new model on dark energy can be checked by
comparing the following two models:

R ν
µ −

R
2

g ν
µ −Λobsg ν

µ = −8πG
c4 T ν

µ ,

R ν
µ −

R
2

g ν
µ = −8πG

c4 T ν
µ + Λdeg ν

µ , (47)

where Λobs denotes the value obtained by Planck satellite observations. (In S3O, Λobs in
the above Equation (47) appeared with the wrong sign in the corresponding Equation
(25), which should be corrected.) Using (39), ∗T̂ ν

ν (3) = 3T̂ ν
ν (1), and (42), we obtain

Λde ≈ 2.47× 10−53 m−2 and Λobs ≈ 3.7× 10−53 m−2 [32]. Thus, |M3〉g seems to be a
promising candidate model for dark energy.

In the above arguments on the dark energy model, the physical meaning of the “real”
cosmological term Λgµν should be revised, because it does not correspond in our model to
dark energy. We believe that one of the intriguing possibilities is that Λdmgµν with Λdm > 0
(valid in our sign convention) represents dark matter. The main reason for this is due to a
simple fact that we can represent the metric tensor gµν in terms of the Weyl (conformal)
curvature tensor Wαβγδ as long as its magnitude does not vanish, namely,

gµν =
4

W2 WµαβγW αβγ
ν , W2 := WαβγδWαβγδ 6= 0, (48)

as shown by straightforward calculations [33]. Recall that Weyl curvature represents the
deviation of spacetime from the conformally flat Friedmann–Robertson–Walker (FRW)
metric for an isotropic universe. In addition, the monotonic decrease in W2 along the radial
direction in the field of Wαβγδ in the well-known spherically symmetric Schwarzschild
outer solution of a given star suggests that the local maxima of W2 would behave as
“particles” or that its existence tends to correlate with the created matter field. Therefore,
T̃µν, defined as

T̃µν := Λdmgµν, Λdm > 0, g00 > 0, (49)

to be put on the left-hand side of (45), gives an energy-momentum tensor of this pseudo-
matter field as a candidate for dark matter. The existence of T̃µν will further accelerate the
deviation of spacetime from the FRW metric and thus serve as the fostering mechanism
of galaxy formation. (In Equation (30) of S3O, the above T̃µν was defined with negative
Λdm, which is a second error related to the first error of +Λobs in (47)). In determining the
magnitude of Λdm, we first refer to the observational fact that the estimated abundance
ratio of dark energy to dark matter is 3 : 1. AS Λde = −∗T̂ ν

ν (3) = −3T̂ ν
ν (1), we have

Λdm = −T̂ ν
ν (1) =

Λde
3

, (50)

the theoretical justification of which is given in the next section. Notice that the constant
T̂ ν

ν (1) appearing first in (39) is a quantity belonging to the off-shell electromagnetic field
discussed in Section 2.1 in which spacelike CD field is introduced by the conformal symme-
try breaking (CSB) of light-like CD field. Although we already alluded to the importance
of CSB in our previous paper (S3O), our discussion on it in the context of cosmological
dynamics remains quite vague. In the subsequent section covering the main theme of
this paper, we will show that the new notion of CSB which applies simultaneously to
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electromagnetic as well as gravitational fields will play an important role in connecting our
novel cosmological model to the preceding intriguing CCC proposed by Penrose [14,34].

4. Dressed Photon Constant and a New Version of CCC
4.1. Dressed Photon Constant

Using (39), (42), and (50), we have

Λdm =
4πGh(κ0)

2

c3ε
, (51)

which is rewritten as follows in terms of the Planck length lp, length scales of the universe
ldm, and DP:

lp :=
√

hG/c3, ldm :=
√
(Λdm)−1, ldp = (κ0)

−1, (52)

lpldm =

√
ε

2
√

π
ldp →

[
lpldm = (l̂dp)

2
]
. (53)

Equation (53) reveals that if we choose l̂dp := ldp/2
√

π as the third component of a natural
unit in which we set l̂dp = 1, then l̂dp gives the geometric mean of the smallest scale lp
and the largest one of ldm in that natural unit system. By rewriting the second equation
in (46) as

ldp =

√
12πGh

c3ε
(Λde)

−1/2, → l†
dp =

√
12πGh

c3ε
(Λobs)

−1/2, (54)

we can use this equation to estimate the DP constant l†
dp solely by the fundamental physical

constants G, h, and c together with the observed cosmological constant Λobs in place of the
above Λde. Directly from the second equation in (54), we obtain

l†
dp ≈ 40.0 nm,

[
Experiments : 50 nm < ldp < 70 nm

]
. (55)

4.2. New Version of CCC

The main aim of this subsection is to explain a new factor we would like to add to the
CCC which has more than a decade of research history. At the present moment, we are not
sure whether our new factor will fit consistently into the basic schemes of the CCC so far
investigated. However, we hope that our proposal presented here could be a somewhat
useful contribution to the CCC which is related, for instance, to a particular study by
Lübbe [35] who discussed the inclusion problem of a cosmological constant. As our dark
energy model introduced in (47) is related to de Sitter space, we start from the run-through
of the well-known characteristics of it by looking into the Einstein field equation

R ν
µ −

R
2

g ν
µ −Λdeg ν

µ = 0, (56)

which yields a familiar solution given by

ds2 = (cdt)2 − (R0)
2 exp [2

√
Λde

3
ct][dr2 + r2(dθ2 + sin2 θ)dϕ2], (57)

where the constant R0 serves as the coefficient of the time-dependent scale factor. In the
use of (50), this solution can be simplified by taking R0 = lp into

ds2 = (cdt)2 − (lp)
2 exp [2

√
Λdmct][dr2 + r2(dθ2 + sin2 θ)dϕ2]. (58)

At the end of Section 3, the simultaneous CSB in electromagnetic and gravitational
fields was mentioned. We now explain what this exactly means. Recall that the energy-
momentum tensor T̂ ν

µ of the spacelike (UνUν < 0) CD field is given in Section 2.1 by (26),
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which is isomorphic to the Einstein tensor G ν
µ . The same quantity T̂ ν

µ also emerges from
the light-like case of UνUν = 0 by replacing ∂ν∂νφ = 0 with [∂ν∂ν − (κ0)

2]φ = 0, which
can be regarded as the breaking of both symmetries, i.e., conformal and gauge (cf. (10)).
Therefore, this CSB from the light-like to the spacelike CD field can be seen as responsible
simultaneously for the breaking from ds2 = 0 to nonzero ds2 in (58) through (53), which
corresponds to the CSB of gravitational field with the scale parameter Λdm.

A well-known remarkable characteristic of the solution (58) is that it is transformed
into a stationary solution

ds2 =
(

1−Λdm(r′)2
)
(cdt′)2 − (dr′)2

(1−Λdm(r′)2)
− (r′)2(dθ2 + sin2 θdϕ2) (59)

by the following variable changes:

lpr =
r′√
D

exp [−
√

Λdmct′], t = t′ +
1
2c

√
1

Λdm
ln D, (60)

where D is defined either by 1 > D := 1 − Λdm(r′)2 > 0 (case I) or by 1 > D :=
Λdm(r′)2 − 1 > 0 (case II). Note that the metric (59) is similar in form to the Schwarzschild
metric given below, for which an event horizon exists at r′ = α, while that in (59) exists at
r′ =

√
1/Λdm. (See Figure 1)

ds2 =
(

1− α

r′
)
(cdt′)2 − (dr′)2

(
1− α

r′
) − (r′)2(dθ2 + sin2 θdϕ2). (61)
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In case I of the stationary metric (59), we have r′ = 0 by the synchronization t = t′

of t and t′ owing to (60). If t′ is adjusted as t′ = Θt, (Θ > 1), then we see that r′

moves from 0 to 1/
√
(Λdm) as t moves from 0 to +∞. Similarly, in case II, we see that

r′ moves from
√

2/(Λdm) to 1/
√
(Λdm) as t moves from 0 to +∞. This dual structure,

illustrated in Figure 1, clearly shows that by taking t = 0 as the origin of time from which
twin Big Bang universes evolve, they will meet at the event horizon in (59) an eon later
(t = ∞). To the best of our knowledge, the concept of twin universes with matter vs.
antimatter duality was first discussed by Petit [15]. We believe that his cosmological model
fits exactly into the configuration illustrated in Figure 1, which tells us that

√
(Λdm)−1

is a genuine characteristic length scale of our universe. This justifies the fact that Λdm
defined in (50) is the cosmological constant that appears in the form of (49). The forward
and backward time evolutions of twin universes correspond, respectively, to positive and
negative field operators of the 4-momentum, while the existence of twin universes naturally
explains the reason why one-sided energy spectra at the level of state vector space works
for many practical situations in each universe. If the birth of these twin universes was
brought about by conformal symmetry breaking of certain light fields in which the duality
between “matter (with positive energy) and antimatter (with negative energy)” works as
the separation rule of the twin structure, then the twin pair will return to the original light
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fields when they meet at the event horizon. The next Big Bangs of the twin pair will occur
at certain locations on this event horizon distant from each other by

√
2/Λdm.

According to the arguments developed thus far, we can say that the original conformal
light field is composed of light fields with the following duality structures:

[
T ν

µ = −FµσFνσ, ∗T̂ ν
µ =∗ (SµσSνσ), T 0

0 > 0, ∗T̂ 0
0 > 0

]
, (62)

[
∗T ν

µ = −∗(FµσFνσ), T̂ ν
µ = SµσSνσ, ∗T 0

0 < 0, T̂ 0
0 < 0

]
, (63)

where the symbol ∗ denotes the Hodge duality explained in the derivation of (44). Although
(62) and (63) can be considered as light and anti-light (light with positive energy moving
backward in time) fields, respectively, they can coexist as free modes without interacting
with each other, unlike the case of matter and antimatter interactions. As all of these fields
are trace free, the associated Ricci scalar curvature is zero. Equation (26) tells us that the
Riemann curvature associated with these light fields takes the form Rλρµν = FλρFµν(=
SλρSµν). In addition to R ν

ν = 0, we can readily show RµνRµν = 0 using (23). Under the
former condition R ν

ν = 0, the Weyl tensor Wλρµν assumes the form

Wλρµν = Rλρµν +
1
2
(Rλµgρν − Rλνgρµ − Rρµgλν + Rρνgλµ); (64)

thus, by direct calculations using the latter condition of RµνRµν = 0, we obtain W2 = 0.
Therefore, for light fields (62) and (63), we have

R ν
ν = 0, W2 = WναβγWναβγ = 0. (65)

The second equation in (65) is related to Penrose’s Weyl curvature hypothesis [14].
In modern cosmology, cosmic inflation theory was introduced to explain the observed

highly tuned initial condition of the Big Bang, in which the notion of “false vacua” plays a
key role in explaining the tremendous exponential expansion of space. In the introduction,
however, we pointed out that the notion of the vacuum state in conventional QFT is
highly biased by the one in Fock space, which may be called “Fock vacuum prejudice” if
adhering to the idea of creation from emptiness. One of the aims of our present paper is to
overcome this prejudice in the spirit of Occam’s razor as follows: in view of the present
circumstances showing that inflation theory seems to be “lost in a maze” in achieving the
above-mentioned original goal, the basic premise of our working hypothesis in cosmology
can be shifted from the Fock vacuum to the phase transition of the extended light field
arising from its CSB, according to which a simpler alternative view emerges such that the
initial condition of the Big Bang and the dynamics of both dark energy and matter can be
naturally explained.

For light fields, ds2 = 0, the amplitude of the smallest perturbations of CSB in the
length scale would be lp in (58), but its magnitude in the converted energy scale is tremen-
dously large because energy is inversely proportional to length. By virtue of the Weyl
curvature hypothesis of (65), and especially of the peculiar form of (49) through which
the Weyl tensor contributes to part of the energy-momentum field, we see that the Weyl
contribution to the energy field is a very low value of Λdm. Therefore, the energy field with
extremely high density thus created must have a distribution in spacetime very close to the
FRW metric on which small amplitude perturbations of W2 exist. The emergence of the
FRW metric is the result of unfolding the “blueprint” (14) encoded in the lightlike CD field.
Note that in the limit of W2 → 0, the energy-momentum field (49) approaches the anti-de
Sitter (AdS) space; thus, the weak gravitational field and high energy conformal field share
a common AdS spacetime, which is an essential part of the Maldacena duality [36]. In our
new revised version of the CCC of twin universes, the beginning and end of the cycle are,
respectively, compared to the pair creation and annihilation of elementary particles through
the intervention of conformal light fields. Within the cycle in each universe, a couple of
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different classes of entities exist, i.e., both visible matter and invisible dark energy and dark
matter exist. In S3O, we already discussed an extended thermodynamical viewpoint on
the dynamics at cosmological scales.

When we take into account the remarkable abundance ratios of invisible dark energy
and dark matter in comparison to the negligible one of ordinary visible matter, the time evo-
lution of visible material subsystems in the universe, for instance, galaxy cluster formations,
may be compared to the “heat engines” working between invisible “heat reservoirs” with
higher and lower temperature, which, respectively, correspond to dark matter with positive
energy and negative dark energy. If we denote the space averaged W2 by W2|ave., then
due to the property of universal gravitation, it will increase with the passage of time and
thus may be related to the gravitational entropy of the visible subsystem in the universe.
From this viewpoint, the effect of the gravitational field, including that of dark matter,
modeled as Λdmgµν in our theory, can be interpreted by a certain model of thermodynamics.
Actually, attempts at this have already been made, for instance, in [37,38].

As the final remarks on CCC, first, we note that the conformal symmetry of source-
free Maxwell’s equation holds well only in four dimensions, which may explain why
the dimensions of spacetime in which we live are four. Second, the first author would
appreciate if his philosophical preference of helical evolution to cyclic motion is reflected
in CCC. His speculative “Book of Genesis” on CCC is as follows:
In the beginning, God, as a mathematician, created the primordial light with conformal
symmetry, and God said: “Let there be conformal symmetry breaking, and there were twin
universes, beginning their long journey towards a brighter future of a light world one stage
higher in eternal evolution.”
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フォトンブリーディングと散逸構造
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⃝坂野　斎 (山梨大院)
⃝Itsuki Banno (Univ. of Yamanashi)

E-mail: banno@yamanashi.ac.jp

川添・大津らが開発し，間接半導体を高効率の発光デバイスにするフォトンブリーディング（PB）

プロセスは，発光してほしい光を照射して誘導放出を促しながらキャリア電流を流しアニールし，

不純物の構造を発光サイトとして最適化する手法である．この育成過程が非平衡熱力学の散逸構

造に適うものであるかをドレスト光子 (内在電磁場)の自由度を考慮して議論する．

ここでドレスト光子として想定しているのは TOフォノンに伴うオフシェルのベクトルポテン

シャル（VP）である．長波長の TOフォノンは空間的にコヒーレントな横電流密度を伴い，それ

を源泉とするVPは重ね合わせにより増大する．一方，VPが赤外線として輻射されず内在するた

めに，TOフォノンの分散関係が光の分散関係と交わってはならない．この条件により，TOフォ

ノンのコヒーレント長は数 µm程度を上限とし，大域的 TOフォノンは島構造の中に存在すると考

えられる [1]．また， PBで作製されたデバイスは，巨大磁気光学効果を発現する特徴があり，そ

れをもたらす電子系の大きさを見積もると，1µm程度である [2]．よって，PBは，振電相互作用

を可能にするサイズが 1µm程度の島を形成するプロセスである可能性がある．

ここで，非平衡開放系の熱力学；散逸構造の理論に注目する．この理論は，化学反応（化学種の

生成消滅）と散逸が共存する系のエントロピー生成に関わる普遍的時間発展基準に基づく [3]．PB

プロセス中に起こることを，

e− + h+ +ドレスト光子 (オフシェル VP)→可視光 (オンシェル VP)

と捉えると，キャリアとドレスト光子の「反応」と，可視光の輻射の「散逸」を伴うので，散逸
構造の理論が適用できるであろう．PBプロセスによる島構造のサイズの増大が，普遍的時間発展
基準に適うかを検証したい．また，ドレスト光子の役割，誘導放射で散逸を増大させることの効
果も議論したい．
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ドレスト光子定数について
On dressed photon constant

ドレスト光子研究起点　　佐久間弘文

Research Origin for Dressed Photon, Hirofumi Sakuma
E-mail: sakuma@rodrep.or.jp

未解明現象であるドレスト光子（DP）の新
たな理論モデルとして、講演者は既存のMaxwell
理論を空間的運動量域に拡張した Clebsch双
対（CD）場に基づく理論を議論して来た [1]。
CD場は、既存の量子場に関する相互作用理
論に欠落していた重要な要素を表現する場で、
この理論の導入により、図１に示される実験
的事実として検証されている DPの最大寸法
[2, 3]の存在の理論的説明が可能となった。物

図 1: AFM images of Zn-NMs formed
on a sapphire substrate. Dissociated molecules
are (a)Zn(C2H5)2 and (b)Zn(acac)2. The values
of the height and FWHM are given in each fig-
ure.

理的な視点から、CD場とは「一体何である
のか？」という事を一言で表現するなら、そ
れは、古典光学で知られている縦波電磁波 [4]
と、QEDで知られている（”非物理的”）縦波
としての仮想光子とを繋ぐ古典モデルの”統
一的”表現であり、CD理論における後者の量
子的表現は、Majorana場である事が示される。

CD場は様々な形の数学的表現を持つが、Max
well方程式との対比という観点からは、対応
する式は以下のものである。

∂νS νµ = (κ0)2Uµ, (1)

ここに、Uµは空間的運動量域における４元電
磁ポテンシャル、S νµはUµの回転として定義
されるCD場の強さであり、κ0は講演者がDP
定数と名付けた定数であり、それはDPの最大
寸法を与える定数になっている。数学的視点

のみから（1）式を見た場合、この式は「左辺
の電磁場テンソルの発散が右辺の”４元電流”
ベクトルに等しい」というMaxwell方程式と
同形であり、その様な意味において、κ0は素
電荷の様な基本定数である可能性がある。
これまでの発表の中で、電磁場の共形拡大

として位置づけられるCD場は、その数学的特
性故に、宇宙を指数関数的に膨張させる dark
energyのモデルとしても有望であると同時に、
Lorentz不変性を担保する時空の量子化で知ら
れる Snyder時空とも同形である事を示した。
従って、ナノ光学を超えた物理学全体の中で
の κ0 の位置づけは、興味深いテーマである。
上で簡単に触れた、ドレスト光子理論が関わ
る宇宙論的テーマと、場の量子化というミク
ロなテーマを同時進行で進めて来た研究を通
して明らかになりつつある事の一つを本発表
で紹介する。相対論と量子論における基本理
論を組み合わせる事により、κ0の逆数で定義
されるスケールは、宇宙で一番小さなスケー
ルである Planck長さと、一番大きなスケール
である宇宙定数に対応する長さの幾何平均に
なっている事を指摘すると同時に、κ0はまた、
電磁現象に対してのHeisenberg cutと呼ばれる
指標にも対応するものとなっている事も示す。
ドレスト光子定数は、この様にして、Planck
定数や光速度と共に、自然単位系における長
さの単位を与えるものとしての重要な自然定
数と見做す事ができる。
参考文献
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　オフシェル科学への圏論的アプローチ
A Category Theoretic Approach to Off-shell Science

⃝西郷　甲矢人 (長浜バイオ大学)
⃝Hayato Saigo (Nagahama Institute of Bio-Science and Technology)

E-mail: h saigoh@nagahama-i-bio.ac.jp

ドレスト光子 (Dressed Photon）[2]の発見にはじまるオフシェル科学は、相互作用する量子場の

「オフシェル」的な側面に焦点を当てる。このためオフシェル科学においては、通常の物理学・工

学においてはあたかも自明である「かのように」扱われることの多い「物理量」や「状態」の概

念を再検討する必要に迫られる。この再検討において重要となるのが、動力学についてのこれま

で以上に一般的な定式化である。

本講演においては、この「動力学の一般的な定式化」として、圏論的なアプローチを提案する。

マクロに可視化されうる「可能な事象」を対象とし、それらの間の可能な遷移を射とする圏を考

えよう（この発想の原型は「モビリティの圏」[4]として「ソフトロボット」の基盤理論を与える

ために導入された）。これが、動力学のモデルとなる。さらにここで、この圏の「圏代数」を考え

ることにする。圏代数は「多項式環」や「群環」などの一般化となっている概念で、各射が「不定

元」に対応する。こうした圏代数が、物理量代数に対応する。また、その上のある種の線型汎関数

として、一般化された状態の概念が定式化できる。これは、物理量（「非可換な確率変数」）に対

しその「期待値」を対応させるものである（この定式化の物理的意味は、系と環境の「インター

フェイスとしての状態」[3]という見方によって明確になる）。この物理量代数と状態を出発点に

して、「通常の量子論の定式化」にあたるものを再構築できることが示されるとともに、いわゆる

「不定計量」に関する諸問題についての新しい視座が得られる。なお、これらの議論は、不可逆な

動力学と可逆な動力学の相互関係を圏と「亜群」（すべての射が可逆な圏）との相互関係によって

捉えなおすことを通じ、亜群の場合における先行研究 [1]を拡張することによって可能となる。

以上に素描された圏論的なアプローチを具体的なモデリングにつなげていくために、圏上の量

子ウォークの概念を定式化することが有望である。時間が許せば、この概念の定式化に向けた現

状の取り組みについて紹介する。

Acknowledgments

本研究は（社）ドレスト光子研究起点の助成を得た。

参考文献

[1] F. M. Ciaglia, A. Ibort, G. Marmo: Schwinger’s Picture of Quantum Mechanics III: The Statistical

Interpretation. Int. J. Geom. Meth. Modern Phys., 16(11): 1950165 (2019).

[2] M. Ohtsu: Dressed Photons (Springer, Berlin Heidelberg 2014)

[3] 小嶋泉：量子場とミクロ・マクロ双対性 (丸善出版,東京 2013)

[4] H. Saigo, M. Naruse, K. Okamura, H. Hori and I. Ojima: Complexity 2019 1490541:1-1490541:12

(2019)

第68回応用物理学会春季学術講演会 講演予稿集 (2021 オンライン開催)17p-Z14-3 

© 2021年 応用物理学会 03-180 3.12



オフシェル量子場と測定理論
Off-shell quantum fields and measurement theory
ドレスト光子 1，名大情報 2　 ⃝岡村和弥 1,2

Dressed Photon1, Nagoya Univ.2, ⃝Kazuya Okamura1,2

E-mail: k.okamura.renormalizable@gmail.com

ドレスト光子 [1, 2]に対する測定理論に関する最近の進展について本講演では発表を行う。ドレ
スト光子が生成・消滅する様相の記述には量子場としてのドレスト光子の記述が不可欠であり，更
には，各現象におけるドレスト光子の寄与を実験的に検証するうえで測定理論的なアプローチが
有効と考えている。前者の，ドレスト光子を量子場として記述する際に重要な概念が「オフシェ
ル」である。ドレスト光子は電磁場が波長未満のスケールで電子やフォノンと相互作用するとき
生じるため，分散関係に従う＝「オンシェル」とはかけ離れた性質を示す。それがドレスト光子
をオフシェルの量子場として扱う必然性であり，ドレスト光子が発生する実験条件を取り込んだ
新しいモデリングが求められる理由である。一方，ドレスト光子（およびその影響）を実験的に
検証するためには，遠方で散乱光を測る以外ではプローブをナノスケールで近づけるなどドレス
ト光子の発生条件を変える工夫が必要であり，変化させる前後での因果関係が鍵となる。それに
対して測定理論の観点から記述方法を与えるのが本講演である。
ドレスト光子に対する測定の記述で重視するのは以下の 2点である：

• 無限自由度量子系，特に量子場としての記述を前提にするので，局所ネット (local net)によ
る量子場の記述を採用する。その上で，ドレスト光子を発生させる条件の変化の記述に「局
所ネットの拡張」の概念を用いる。

• 量子測定理論では「完全正値インストルメント」により測定による系の状態変化を記述する
[3]。局所ネットの拡張と完全正値インストルメントを組み合わせることによりドレスト光子
の測定を記述する。

これらを実現するためには，C∗-代数上で定義された完全正値インストルメントを用いる必要があ
る。C∗-代数の部分クラスであるフォン・ノイマン代数上で定義された完全正値インストルメント
でも最近ようやく理論が進展したばかりであり [3]，C∗-代数上で定義された完全正値インストル
メントに関する部分的な結果については [4]で公表している。C∗-代数上で定義された完全正値イ
ンストルメントの数理と物理について，ドレスト光子の測定に関わる本質的な部分の紹介を行う。
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重み付き閉路を用いた量子ウォークの吸収状態の記述：ドレスト光子のエ
ネルギー移送問題との対応に向けて

Enery transfer problem of dressed photon via weighted closed path representation of
trapping state of quantum walks
瀬川悦生 1,今野紀雄 2,横浜国大 1,2

Etsuo Segawa1, Norio Konno2, Yokohama Nat. Univ.1,2

ナノ微粒子間におけるドレスト光子のエネルギー移送問題の量子ウォーク (QW)による Toyモ

デル化を [1]に習って試みる. このQWモデルは外線によって外部からの影響を受ける有限な対称

有向グラフ上の QWが内部のある場所から出発した場合に,時刻無限大にもかかわらず,生き残る

ことができることが知られている [2]. また 1からこの生き残り確率を引いたものが,外部への出力

値となる. 特にこの外部への出力量と,ドレスト光子のエネルギー移送問題の実験結果 [3]との間

に幾つかの類似性が観られている.

このようなことを可能にすることができる大きな要因として, サポートが有限の組合わせ的フ

ローを内部のグラフの中に作れることがあげられる [4]. 例えば, 有限ツリーにはそのような構造

を含まないために,生き残り確率が 0になる. より正確には本公演では次のようになることを明ら

かにした. まず,内部のグラフの構造に対して次の 4通りで場合分けの必要がある. (A)セルフルー

プがなく,二部グラフ; (B)セルフループがなく,二部グラフでない; (C)セルフループを除くと,二

部グラフ; (D)セルフループを除いても,二部グラフではない. 一般に,古典的なランダムウォーク

(RW)においては,セルフループの存在はその漸近的な挙動に対してほとんど大きな影響を及ぼさ

ない. ところが, QWの場合はセルフループの対がグラフにあるだけで,以下に見るように大きな影

響を及ぼす. ここでは (C)の場合を紹介する.

Theorem 1 内部グラフG0 = (V0, A0)が上の (C)に属し,初期状態を ψ0 ∈ ℓ2(A0)で記述する. する

と,時刻無限大での QWの生き残り確率 γは次のようになる.

γ = ||ΠKψ0||2 + ||ΠTψ0||2 + ||ΠCψ0||2

但し,H ⊂ ℓ2(A0)に対して, ΠH はH への射影である.

ここで, K はグラフの各基本サイクルの重み付き閉路によって生成されたもの, T は背後にある
RWの固有ベクトルのうち,境界に台を持たないもので生成されたもので,これら 2つは (A)–(D)全
てに共通して現れる. そして, Cは 2つのセルフループ間を結ぶ最短経路の重み付きの歩道によっ
て生成される. RWの定常状態は,初期状態に寄らないが, QWの場合,初期状態とこれらの部分空
間とのオーバーラップで記述されるため,最初の状態の選択が最終的な運命を決定する. この QW
ダイナミクスの吸引空間の一つである Cで特徴づけられるセルフループ対を結ぶ最短経路が与え
る固有空間の役割と,ドレスト光子のエネルギ移動による出力をより大きくするようなナノ微粒子
の空間配列 [3]との間の関係性の考察は今後の楽しみな課題となっている.
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ドレスト光子による最適構造形成過程のモデル解析 

A model analysis of structure optimization processes by dressed photons 

広工大工 1，分析屋 2，横浜国大 3 ○松岡 雷士 1，結城 謙太 2，金子 悠人 3，瀬川 悦生 3 

Hiroshima Inst. of Tech. 1, Analytics Japan 2, Yokohama Nat. Univ. 3, 

 ○Leo Matsuoka1, Kenta Yuki2, Yuto Kaneko3, Etsuo Segawa3 

E-mail: r.matsuoka.65@cc.it-hiroshima.ac.jp 

 

ドレスト光子が関連するプロセスにはしばしば自律的に物質の構造が最適化される現象が観測

される[1,2]。シリコン LED の製造過程においてはドレスト光子援用アニーリングによってボロン

原子の配置が最適化される性質があり，間接遷移型半導体による高出力 LED の実現につながって

いる。製造時に照射した光の波長と偏光がそのまま LED に転写される性質はフォトンブリーディ

ングと呼ばれ，ドレスト光子が構造最適化の中心的な役割を担っていることが示唆されている[3]。

ドレスト光子による構造最適化のメカニズムには経験的・未解明な部分が多く，数理物理学的見

地からの原理解明が求められる。 

我々はドレスト光子の動的性質を考察するためのトイモデルとして，ネットワーク上の量子ウ

ォークモデルに基づいた数理モデルの開発を進めている[4]。確率振幅が定常的に流入・流出する

ノードを考えることで，ドレスト光子に見立てることが可能な密度分布の定常状態を表現するこ

とが可能となる．ここまでの研究で時間発展としてグローバーウォークを考えることで，高速で

伝播する成分とネットワークに滞留する成分の重ね合わせを表現できることがわかっている。 

本研究では定常状態を表現できる量子ウォークモデルを発展させ，ネットワーク上の密度分布

に応じて自己拡張するネットワークモデルの検討と数値解析を行った。拡張ルールの基本は複雑

ネットワークにおける BA モデルと同様とし[5]，量子ウォークに基づいて優先選択によるノー

ド・エッジの追加を行う形に拡張した。拡張ルールと形成されるネットワークの構造を比較検討

し，ドレスト光子現象との対応を探った。特にドレスト光子援用アニーリングにおいて観測され

ている直鎖状のネットワークが形成される条件について検討を行った。直鎖状のネットワークを

形成するために，流入・流出ノードの断続的な切り替えと滞留成分除去の影響の検討を行った。

発表ではネットワーク形成の結果に加え，量子ウォークモデルにおいて観測される自律的な性質

についての数値計算結果を紹介する。 
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